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“Experienced and quite up-dated on new technologies, Kingfisher says (to the birds about 

the robot bogeyman): - You guys have met rivals of the 4.0 age. You would sure fail if you 

didn’t study them carefully. You must do thorough research on their behaviors to find a 

solution.”  

In Bogeyman, The Kingfisher Story Collection, (Vuong, 2022) 

The hypergrowth and hyperconnectivity of networks of artificial intelligence (AI) systems and 

algorithms increasingly cause our interactions with the world, socially and environmentally, more 

technologically mediated. AI systems start interfering with our choices or making decisions on our 

behalf: what we see, what we buy, which contents or foods we consume, where we travel to, who 

we hire, etc. It is imperative to understand the dynamics of human-computer interaction in the age 

of progressively more competent AI. Below are five premises to serve as starting points for 

building our understanding the “interactions’ in human-computer interactions.  

First, is the primacy of the structures. Prior to any individual human and to any AI system, 

there have always been social, cultural, political, and historical structures that predispose 

individuals and machines to certain ways of thinking, behaving, and being. An individual is always 

in the process of being socialized, and he/she/they have to internalize certain socio-cultural norms 

and values to function as a member of society. Likewise, any algorithms that interact with humans 

are also trained with datasets that come from the preexisting social worlds. In this fundamental 

way, as sociologist Massimo Airoldi argues, machine learning systems such as search engines or 

recommender algorithms are socialized and constantly receive an influx of feedback from millions 

of users. The networked human-algorithms entanglements, i.e., the machine habitus, Airoldi 

argues, ultimately reproduce “society, with its arbitrary discourses, invisible boundaries, and 

structures” (p.112). Airoldi, thus, proposes researchers to systematically follow and investigate: 

the machine creators, users, medium, and algorithms (Airoldi, 2021). The primacy of structures 

means we need to understand how human values are transmitted, propagated, and reproduced 

across the machine habitus. This leads to point no.2.  



Second, while each human desires differing levels of agency and autonomy, all do have 

some desire for freedom. Psychologist Paul Bloom explores the philosophy and psychology behind 

the strange appeal of perverse actions from St. Augustine’s The Confessions to contemporary 

thinkers such as Agnes Callard. Bloom used the term “existential perversity” to refer to “perverse 

behavior that is deliberate, knowing, and strangely satisfying.” He reasons existential perversity 

comes from the deep desire to show to yourself and others that you are a free, authentic, and 

autonomous being. This desire, thus, motivates a person to avert from the expected, the reasonable, 

or even the moral (Bloom, 2019). As humans always seek to assert themselves as autonomous 

being, even if we have the most moral and superhuman intelligent machines, it is hard to see the 

future where humans obediently abide to what the machines instruct. This leads to point no.3.  

Third, whether human-computer interactions serve the foundational values of Truth-

Goodness-Beauty depends on the ‘awakening’ of the humans. “What does that mean to be 

enlightened or awakened as a human being?” has been the question that great religious leaders and 

philosophers investigated since the earliest days of human civilizations. Humans have developed 

a huge, rich repertoire of philosophy and science of human flourishing. The age of human-

computer interactions will give us boundless possibilities, but to choose wisely among these 

possibilities, humans, individually and collectively, must go back, study, and apply these traditions 

and practices. This leads to point no.4.  

Fourth, from human-computer interactions, there emerge values that, whether being 

consciously understood and examined or not, will be incorporated into the core values of human 

society. We might call it acculturative emergence phenomena, where values arising from the 

billions of interactions between humans and algorithms in the hyperweb, once marginal or 

forgotten, can become mainstream again. David Auerbach gives an example that while big-tech 

owners such as Mark Zuckerberg or Elon Musk and even each user might personally value 

democracy, free speech, or inclusiveness, the interactions in the hyperweb and their resulting 

emergent social dynamics might undermine such values in unexpected ways (Auerbach, 2023). 

This leads to point No.5. 

Fifth, human-computer interactions are already and will change human-to-human and 

human-nature interactions. This triangle of interactions is intertwined and can influence each other. 

We believe finding the balance among these three overlapping spheres of interactions would allow 

for human flourishing and undermining the negative influences of over-interacting with, and over-

relying on machines and algorithms. Thus, to comprehensively assess the impacts of human-

computer interactions in the age of AI, at both personal and collective levels, researchers need to 

account for the impacts it has on human-human and human-nature interactions. 

Putting together all five premises, we can start mapping human flourishing in a time of 

ever-increasing human-AI interactions. As a human strives to be an autonomous and authentic self, 

he or she does so in a world that has norms and values precede his/her existence. In this process, 

with the growth of AI technologies, this person will interact with networked machines and 

algorithms that could lead to unexpected emerging norms and values. Frictions and conflicts within 

this process and how people resolve them largely determine their well-being. As different 

traditional cultures have different sets of values that put constraints on what are normative human-



to-human and human-to-nature interactions, respecting these values might lead to more normative 

ways of human-computer interactions. Conversely, constructing new cultures that center around 

values and norms conducive to human well-being is also an important conclusion of these premises. 

Finally, the dynamic, complex, and dialectic process of understanding human-AI interactions 

entails an interdisciplinary exploration of the way the human mind is changing as it interacts with 

increasingly competent AI systems.  
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