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    Realist and antirealists disagree either about what knowing is or about what we can know; usually they disagree about both without clearly distinguishing between the two questions. I argue that the dispute about the nature of knowledge is result of confusion on both sides. Once that confusion is cleared away it becomes evident that the only issues properly in dispute are those concerning what we can know, and that, as a rule, such questions are best settled by attempting to acquire the knowledge in question.
     I offer brief critiques of Kant, Putnam, and Dummett which show that at least the first two conflate, or comes perilously close to conflating, two quite different things: the construction of something that can be known and knowing what one has constructed. In the course of these critiques I argue (a) that the denial of bivalence results partly from the confusion about knowledge just mentioned and partly from erroneous views about language; (b) that truth, in any sense in which knowing it would be informative, is, roughly, correspondence;(c)that thinking of the realism-antirealism problem in terms of what is or is not
 “inside” or “outside” the head or mind is misleading and that the crucial distinction is between what is and what is not placed beyond hypothesis by evidence and cogent reasoning. Finally, (d) I propose that Bernard Lonergan’s theory of what knowing is should be acceptable to both sides and, in addition, has the advantage of being demonstrably correct.1                                      


       I. Protagoras Revisited

    The minimum commitment of a realist is that there is at least something which we can know as in itself it really is quite inde-pendently of our knowing it. Of course realists hold different views about what we can know in this way and how we can know it, just as antirealist differ about what we cannot know in this way and why we cannot know it. Attempts to clarify issues founder for want of common ground: What counts as “knowing,” as being “mind-independent,” as “objective,” as “real”? But I think we can begin to make some progress by reflecting that if the minimum commitment just stated were all there was to realism, it is hardly credible that there would be any antirealist.
   After all, the antirealist is committed to the truth of antirealism, that is, to a fact about human knowing. Surely, he does not mean to assert that he has “constructed” human knowing in the process of understanding it, or that his theory is unin-formative about what knowing really is because such knowing has somehow been altered or masked by his coming to know it. Nor is he asserting that the statements in which his theory is set out are neither true nor false. The antirealist is not claiming that he has failed to grasp what is really the case about what we can know and what knowing is; he is claiming that he has succeeded in doing this. If that is not what he means, then the antirealist has made no intellectual commitment at all. 
    The argument just given may be termed the “anti-Protagorean” argument: Man may be the measure of all things else, but he is not the measure of that fact about himself – not if he wishes to inform himself or anyone else about the matter.2 The point of the anti-Protagorean argument is that realists and antirealist do and must share the minimal commitment mentioned above and that to correctly understand that commitment is to resolve the issue about the nature of knowing. 
   The antirealist will concede that the truth of antirealism is in some sense mind-independent, that is, he will concede the point about the nature of his own knowledge claim, for he cannot coherently do otherwise. But he will insist that it is trivially true that antirealism is the case independently of his knowing that it is; it is mind-independently true in somewhat the same sense that statements about the present contents of his con-sciousness are mind-independently true. If this is to count as "mind-independent," then it is not this part of the "mind-independent" which both he and the realist would like to know but which he thinks we cannot know.
     The realist of the sort I have in mind –*the realist who is
impressed by the anti-Protagorean argument – will concede that at first blush it does not seem particularly relevant to the issues that divide realists from antirealists. (A fuller exposition of this position is given in Part II.) But he will insist that there is an important lesson to be learned from it. In puzzling over the problem of what we can know and, hence, over the problem of mind-independence and objectivity, outside the mind and public must not be confused with verified and therefore beyond hypothesis. The point is not trivial; for it is the latter, not the former, which gives the epistemically crucial sense of “what is the case” and, therefore, of “mind-independent” and “objective,” as we shall see. It is our ability to achieve epistemic objectivity, that is, epistemic mind-independence, which determines what we can or cannot know about items that are ontologically mind-independent. Once all parties get clear about this, the issue will no longer be what knowing is, but what we can know. Part II makes the case for this claim.
   A look at three antirealist will prepare the way.
                            I.1. Kant
    My problem with Kant is not about whether we can know things-in-themselves,” “noumena”; it is about what Kant thinks knowing is. When Kant says that we can know geometry and arithmetic because we construct space and time out of some non-informative “stuff” by imposing upon it the a priori forms and the a priori categories of the understanding, he is not saying that he knows that fact about cognition by imposing still other a prior forms and concepts on a first level cognitional “stuff,” so that the First Critique only tells us about that higher level construction and not about how we are able to know arithmetic and geometry. It is not difficult to discover how Kant did come to know the nature of human knowing (if he did come to know it), for he tells us. He had experience with knowing or thinking he knew various things, read Hume, became puzzled (“awoke from” his “dogmatic slumber”), invented an hypothesis -- transcendental idealism -- and proceeded to demonstrate its truth. And when he had succeeded in doing this (if he did succeed) he did not limit himself to the modest assertion that transcendental idealism must appear to be true. No, he insists that it is true, that there are no two (or three) ways about it, and that those who think otherwise are just wrong.
    Kant tells us, famously, that "we can know a priori of things only what we ourselves have put into them." (Kant, p. 23) But of course he does not mean that we consciously generate and impose the a priori forms of space and time or the a priori categories, nor is Kant claiming that those who do not understand the First Critique cannot do mathematics. In fact, we also know how these sciences have developed. They were achieved by the same process Kant used to acquire his epistemological knowledge: by wondering about certain experiences -- in this case mathematically relevant experiences (of whatever sort) -- formulating the puzzle as a sufficiently well-defined problem, inventing an hypotheses, and showing (by constructive proofs or otherwise) that one of them is correct. If the intuitionists about mathematics, they arrived at that knowledge by the operations just described, not by “constructing” mathematics in the process of working out the correct theory of mathematics.
   So the a priori forms of space and time described by Kant are to be understood as accounting for why space and time have the properties that we subsequently learn they do have. Thus we have two operations going on, both of which are often lumped together as “knowing”: constructing something knowable and knowing what we have constructed.3 And if we know, in the second sense, that that is how a priori synthetic knowledge is possible, then we know that transcendental idealism correctly describes, characterizes, “cor-responds” to that epistemic fact.
                       I.2.Putnam
   It will suffice to list the salient features of Putnam’s “Internal Realism” (IR).
  (a) The attack on "metaphysical realism," that is, on:
       the view that there is some fixed totality of mind-in-
       dependent objects. [That] there is exactly one true and 
       complete description of “how the world is.”(Putnam, ‘81
       p. 50)
  (b) The claim that: 
       there is no "Gods eye view" that we can know or useful- 
       ly imagine: there are only the actual points of view
       of actual persons reflecting various interests and pur-
      poses that their descriptions and theories subserve.                       
     (Putnam, ’81,p. 50)
There are psychological, conceptual, linguistic, and logico-semantic versions of (b), as we shall see.
   (c) The attack on the correspondence theory of truth, i.e.,
 on: 
       the view that truth involves some sort correspondence 
       between word or thought signs and external things and 
       sets of things,"(Putnam, ‘81, p. 72)
and the advocacy, instead, of truth as “verifiability under ideal epistemic conditions.” (Putnam, ‘81, p. 55 ff.) 
   It is not difficult to see how the “anti-Protagorean” argument applies to each of these claims.
   (a) However successful Putnam’s attack on “metaphysical real-ism” may be, surely he is not arguing that the account he gives of how our cognitive powers are related to the world is not “the one true description” of that fact. No, he is asserting that his account of reference and cognition is simply true, that it correctly characterizes its subject matter, and that there are no two ways about it. Perhaps the “out there” presents itself to us as a blank screen upon which we project our interests and con-ceptual structures; but once one sorts the world “internally” in a certain way, surely that is the way he has sorted it, at least for the time being; and one’s statements about this “internal reality” will either “correspond” to the “internal reality" or they will not. Crucially, that “reality” will be correctly characterized as just the sort of item it is. 
   Again there are two quite different things going on: verifying an hypothesis about something and creating something about which an hypothesis may be entertained. Muddle results from calling both “knowing.” I suspect that, if pressed, Putnam might agree. He does, at one point, refer to “internal reality,” not as the result of acts of knowing, but as “makers true, makers verified” of claims about them. If this is an endorsement of the distinction I have been making, then I propose that we should all follow his example, which some of us do not.4
   (b) If there is no “God’s eyes view” at all, then obviously, there is no God’s eye view about whether there is a God’s eye view; and if there is such a view, it will, to quote Aristotle, “say of what is, that it is, and of what is not that it is not.” Again Putnam might agree. But the point is not trivial. For even if what is known is only “internally real” (and not also some sort of relation to an “outer reality,” albeit otherwise unknowable), nevertheless, that fact and the fact that we know it are absolute facts about a rather special and limited reality. For what could “reality” mean if not what is the case? And what would knowing what is really the case be, if not knowing something as in itself it really is? To know an illusion as an illusion or an appearance as an appearance is, therefore, to know it as it really is, however ontologically odd it may be. Similarly, to know of an “internal reality” that it is (at least in part) internal is to know it as it really is. To “know an unreality” is simply to have judged wrongly, and to discover one's mistake is to learn what is really the case. None of this involves any defect in, or puzzle about, the nature of knowledge. 
   The appearance-reality dichotomy at play here can be misleading ontologically as well as epistemologically. It suggests an ulti-mate ontological division between the “not real in here” and the “real out there,” instead of a distinction between a knower (or the content of her mental life) and objects other than herself which she would like to know, both of which are quite real.5   
    The psychological version of (b) is to the effect that the world can only be “our world,” and so is constructed out of our interests and values and the “mind-independent world” in such a way that it is impossible to distinguish any of these elements from the others. (Putnam, ‘87, p. 77) But, again, Putnam cannot be saying that his theory of IR is a pudding mix of the real nature of human cognition and his particular values and interests in which it is impossible to distinguish the one from the other. 
   One gets the conceptual version of (b) and its corresponding deconstruction by substituting “conceptual schemes” for “interest and values” in the previous paragraph. The linguistic version is that “to talk of facts without specifying the language to be used is to talk of nothing.” (Putnam, ‘87, p. 36) But either the language in which IR is stated is one which “says of what is, that it is, and of what is not, that it is not,” or it is merely some language which talks of “something,” in this case IR, which might nevertheless turn out to be a quite different “something” if ex-pressed in another language. (And must we specify the language by which we specify the language to used, and so on ad infinitum, in order to talk of something? The theory of types as applied to languages is commonly abused in order to avoid facing up to viciously circular and regressive reasoning. It is to be hoped that the theory of linguistic types is not that type of linguistic theory.)
   (c) I am not competent to evaluate Putnam’s formal argument that “no view which only fixes the truth value of whole sentences can fix reference,” (Putnam,‘81, p. 33, 217-218) but at the risk of being tedious, I must note – what, again, Putnam might not deny – that if successful reference is needed to acquire knowledge of the “mind-independent” world, then it would seem to be necessary for making knowledge claims about the internal realist “world.” The terms Putnam employs in his argument, however their meaning is fixed, must be sufficiently free from ambiguity for him to talk about what he is talking about – at least to himself —- and their referents must be unambiguously “in his head” if he knows what he says he knows and unambiguously “in our heads” when we come to know what he knows.6 If, as has been suggested (Wright and Hale, ‘99, p. p 273 ff) Putnam holds that referring constructs the referent in an “internal reality,” there will be a conflation of referring and constructing referents which parallels that between knowing and constructing something to be known.7
   (d) If we don’t conflate knowing and constructing, the dif-ficulty with any attack on the correspondence theory of truth becomes patent. As Davidson puts it, “What else could ‘truth’ mean” in any sense in which knowing it informs us about something? For each of the IR claims just discussed, either Putnam’s claim “corresponds to,” correctly characterizes, the nature of knowing or it does not, or it constructs a picture of something else which, whatever its merits may be, leaves us none the wiser about what we can know and how we can know it.
   There are, of course, difficulties with the correspondence theory of justification (see Lonergan,`92,pp.304-12 for a proposed solution), but, as we shall see, nothing is gained by pretending to make the problem go away through tinkering with the notion of truth – a notion which we all hold when we are not in a state of philosophical desperation and without which we could not say or think that there is another theory of truth.
   (e) Putnam’s verification theory of truth is most conveniently discussed together with Dummett’s verificationism.
                            I.3 Dummett
   The salient features of Dummett’s antirealism are his rejection of excluded middle, his verificationism, and his insistence on the fundamental role of language in resolving the realism-antirealism 
issue.  (Wright and Hale, ‘99, p. 271-88) 
   I must confess that I have been unable to understand how a well-formed proposition can be neither true nor false or how, if this were true in one case, it would not be true in every case. Surely, anything whatever is what it is and not what it is not, and so is either what we claim it is or is not what we claim it is. The condition “well-formed” is not a convenient escape hatch; it just refers to propositions expressed by sentences that require reconstrual. And notice that I am talking about propositions -– conscious events that consciously characterize (or their ideal-ization)—- not about sentences or sentence types, whose attendant propositions, if any, we may or may not understand and may or may not be able to verify.
   Apparently, Dummett holds that in some cases (e.g., counter-factuals and generalizations over infinite extensions) we can very well understand the meaning of a sentence (via the meaning of its subsentential parts8) but that, nevertheless, it may be neither true nor false because we do not know how to recognize the evidence for it truth.9 (Wright and Hale, ‘99, p. 279-280) But I think it is important to distinguish the evidence for the truth of a proposition from its truth conditions. The truth conditions are just that things are the way the proposition says they are; evidence may be anything which is capable of giving grounds for the belief that things are indeed that way. 
    Now, we would not know where to look for evidence if we did

not already know, via our understanding of the proposition, what possible state of affairs it was to be evidence for. Again, it seems to me that that state of affairs must either obtain or not obtain and, hence, that the proposition that affirms or denies that it obtains must be either true or false. Similarly, we could not know that evidence was needed or that no “conceivable candidate for evidence could be recognizably relevant” if we did not already know that a claim was being advanced and what that claim was. Our radical inability to know what sort of evidence could verify an assertion does not alter the relation of that assertion to the world, and it is that relation which constitutes the assertion as true or false. 
   Dummett’s views about bivalence are closely connected to his verificationism, which in turn is implicit in his theory of meaning. Where the meaning of a sentence is not acquired, as dis-cussed above, by first learning the meanings of its constituent expressions and then applying general syntactical rules for their combination, it is acquired by observing the instances in which the sentence is held to be true, that is, by observing its truth conditions. Thus, if we cannot identify the cases where the sentence is held to be true, that is, the case where it is verified, we cannot grasp its meaning. Where such observable truth conditions are unavailable in principle, so also will be sentence’s meaning. Hence the classic verificationist claim that the meaning of a sentence is its method of it verification. Hence, also, the claim that a sentence cannot have a truth value absent any possibility, even in principle, of our knowing whether it is in fact true. 
   As already discussed, part of the problem with verificationism is its failure to distinguish between truth conditions and evidence for truth. But the view of truth and meaning just set out is also encouraged by talking about learning a language as though it consisted quite literally of learning under what circumstances sentences are true or subsentential parts are held to have certain meanings. This way of talking conceals what is really going on. 
    If an utterance is made under suitable circumstances, I learn, not that someone holds the utterance to be true or false or to have such-and-such a sense or referent; what I establish as true or false is my hypothesis about what proposition or subprop-ositional part the speaker understands the utterance to express. If our hypotheses about the meaning associated with an utterance are neither true nor false, there will be no possibility of confirming or disconfirming those hypotheses and, hence, no possibility of coming to know the meaning of the utterance. And neither the hypothesis nor the proposition nor the subprop-ositional sense nor the judgment that the hypothesis is verified is an utterance. 
    One might not know what an utterance means, but one cannot fail to know the meaning of his own judgment that he doesn’t know what the utterance means. Similarly, one cannot fail to know what hypothesized meanings he could or could not verify as belonging to the utterance. Utterances whose meaning cannot be ascertained are not exceptions to bivalence; they are utterances whose attendant bivalent assertions, if any, cannot be ascertained. Relative to our state of knowledge, they are simply meaningless utterances.
   One learns a language (in the sense of ‘learn’ which applies to a normal adult), I suggest, just as one learns anything else: by wondering about one’s experiences, formulating questions, pro-posing answers, and finding out which answers are justified by the evidence. Nor is there any reason why, in learning a language in this way, we should be bound head, hand, and foot like Plato's cave dwellers by a literal mapping – holistic or otherwise – of 
observed utterances onto observed events. 
    There are, for example, no observable circumstances which by themselves could enable us to acquire or adequately manifest knowledge of a general term. Everything we can observe is a particular or particulars, and every utterance anyone makes could be interpreted as a proper name of a particular or group of observed particulars provided the interpreters are sufficiently unimaginative or otherwise cognitively limited. Does that mean that we do not have or cannot communicate universal concepts? Does it mean that we construct an “internal reality” in which there are such concepts, but that they can have no application to the “external world”? Or does it not rather mean that one judges reasonably that language users which are very like her in other relevant respects are also like her in having concepts which cannot be adequately manifested empirically but which we all do, somehow, have, apply, and communicate, and without which we could not think that we do not have these abilities?
    What began as an effort by Frege, Russell, and Whitehead to craft a language adequate for a rigorously thought-out logic and mathematics has, in my view, become an obsessive attempt to bind thought to language –- in some cases, to a behaviorist theory of language; hence, the major role of philosophy of language in the realism-antirealism debate and generally. For the later Wittgen-stein, to take an extreme case, whatever natural language happens to be in use will set the limits of our philosophical aspirations. But are we capable of meaning and cognition because we share a linguistic practice, or do we share a linguistic practice because we are capable of meaning and cognition? To opt for the former seems wrongheaded, if for no other reason than that learning a language is itself an act of cognition. The evident fact is that we routinely adopt, adapt, or invent whatever linguistic practices serve our purposes, as, indeed, Wittgenstein himself repeatedly does in the Investigations.
    But if we can invent hypotheses with essential freedom from de facto public discourse conceived along rigidly empiricist lines, then we are free to subject the world, language, and ourselves to unrestricted inquiry. Perhaps we will not find the answers we most want, but we would at least know that the correct answers, if we could find them, would tell us what is the case. And if we can invent propositions that an utterance might mean, we can hardly have acquired our knowledge of the candidate propositions from the utterance, and those proposition can hardly fail to be true or false merely because we do not know how to verify them.  
    Putnam, like Dummett, holds a verificationist theory of truth. For Putnam, a statement can be true (or false) only if it (or its negation) is verifiable at least under “ideal epistemic con-ditions.” (Putnam, ‘81, p.55 ff) If this view results from the identification of propositions with sentences, it is subject to the objections just given. If, on the other hand, Putnam is speaking of propositions, we face another difficulty already dealt with. How does one set about determining the verifiability (under either ideal or less than ideal epistemic conditions) of a proposition which he must treat as having no truth value until that verifi-ability is established, and which he must, therefore, treat as making no claim whose verifiability or non-verifiability can be examined? Let us look more closely at why making a truth claim implies having a truth value, and vice versa.
    It is obvious (a) that a proposition’s having a truth value implies that it makes a truth claim – asserts or denies something. But, as I argued above and am about to argue further, (b) a proposition’s making a truth claim implies that it has a truth value. Hence, a proposition has a truth value if and only if it makes a truth claim. Of course, (b) is a large part of what the realist-antirealist controversy is about, so more needs to be said about why I think (b) is true and how it applies to making truth value depend upon verifiability.
   We must treat every (well-formed) proposition as making a truth claim, as asserting or denying that something is the case, because that is what propositions do, that is what constitutes their having any meaning at all as propositions. For a proposition to make no assertion or to “assert” that something is neither the case nor not the case is not for it to acquire some mysterious non-value or some inscrutable third value, but to render itself useless to our cognitional project: it would be neither actually or potentially informative. This is exemplified by the fact that the hypothesis that a proposition does not make a truth claim (or does not have a truth value) must itself make such a claim (or have a truth value) if it is to advance one's cognitional project. 
    But if a (well-formed) proposition must make a truth claim, must assert or deny that something is the case, then it must have a truth value; for the world is as it is (and not as it is not) and thus must satisfy or not satisfy the proposition’s claim. In a word, the reason propositions must be bivalent is that the world is “bivalent,” and the point of propositions is to be informative about the world.
    As we have seen, determining the verifiability of what does not already have a truth-value will seem plausible if one thinks that truth and falsity are (relational) properties of sentences (ink, sound waves, gestures); for sentences indeed make no truth claims and have no truth values. But in fact “verifying a sent-ence” will either be found to consist in verifying an hypothesis about what proposition is to be assigned to the sentence, as explained above, or it will amount to implicitly assigning a proposition to the sentence and then showing that that proposition cannot be verified by some approved sort of evidence. 
   Verification in the absence of truth value will also seem plausible if one conflates finding grounds for judging that the truth condition obtains with constructing the item to which the characterization will apply after we have created that item. It will be argued that the sentence or proposition could not be true or false unless there was something for it to be true or false of. But I think such statements can formulated so as to avoid this difficulty.10 
     The important point to make here is that, as we have seen, the “maker true” (truth condition) is not necessarily the same as the “maker verified” (evidence), as Putnam seems to imply, and that when they are the same, say, when one can directly inspect a system of concepts one has rationally constructed and about which one is making an assertion, there is a “maker verified” because there is a “maker true,” not a “maker true” because there is a “maker verified,”* 
    To give Aristotle’s example, the same objects which sparkle in the heavens are planets, but they are not planets because they sparkle; they are only known to be planets because the sparkle. In the same senses, respectively, of ‘because’, statements about an item are not true or false because they are verifiable; they are verifiable, in part, because they are true or false. And this remains true even when the same item discharges both epistemic functions. Truth is a necessary, but not a sufficient, condition for verification; verification is a sufficient, but not a neces-sary, condition for truth.11 The illusion to the contrary in the case of constructed epistemic entities results from the fact that the person who does the constructing is the person whose hypo-thesis is verified by the item constructed; but these two re-lations between the person and the object are quite different.                            
                               II.
   We have seen what knowing commits one to if one sees the point of the “anti-Protagorean argument. I must now make good on my promise to expand this insight into an account of knowing, that of B. Lonergan, which should be acceptable to both parties. I have noted that Kant, Putnam, and Dummett arrived at their theories by the quite ordinary process of having experiences with knowing, wondering about the nature, scope, and limitations of that knowing, formulating their puzzlement in a question, proposing an answer, and consulting the evidence to determine whether the pro-posed solution is correct. 
     This motive and these operations are the common currency of science and philosophy, and yet they contain the solution to our problem. Further, it turns out that any attempt to reject this quite ordinary account of knowing is self-refuting in a way to be described in a moment. First the notions of “hypothesis,” “experience” and “wonder,” need explica-tion. 
    An hypothesis is consciously invented and entertained, so in that sense, it is mental; but its content is entertained –- well, only hypothetically. It may propose a characterization of some-thing mental or something physical; but if the evidence shows the hypothesis to be correct, then what it asserts is the case and real, whether what is the case is “in here” or “out there.”  This is the epistemic sense of “mind-independent” and is to be distinguished from the ontological sense of that expression, as explained earlier.
    The fact that I am now thinking about philosophy is ontologically dependent upon my mind; but the hypothesis that that is what I am doing is “mind-independent” in the epistemic sense, provided I am not so preternaturally dull-witted as to fail to relate the evidence to the hypothesis. In the same way, the influence of gravity on photons is a “mind-independent” fact in the ontological sense; but in order to learn this fact it is necessary that one’s hypothesis to that effect be promoted to “mind-independence” in the epistemic sense by one’s grasp of the evidence.            
    We come to know what is or is not ontologically mind-independent by making our hypothesis to that effect epistemically “mind-independent.” In the second sense, “mind-independence” is just justified true belief (justified hypothesis), knowledge – it is a “God’s eye view.” As previously noted, if mortals are not capable of such a view, then they are not capable of knowing that they are not.
   The notion of “experience” is rather technical. We shall say that experience is anything of which one is conscious prior, epistemically, to intellectual inquiry into it. It may be the content of any act of sensing or imagining or it may be the act of sensing or imagining itself as something about which we might become curious. It may be any intellectual act (including an act of inquiring) or content of an intellectual act whose intel-ligibility or further intelligibility we may wish to explore. Experience is consciousness of data, of whatever kind. Is the data of sense ontologically mind-independent or capable of informing us about something which is ontologically mind-independent? That is a question to be answered, if at all, by inquiring intelligently and reasonably into these and other data.
   “Wonder” is just the disinterested desire to know, the intel-lectual curiosity, given top billing by Aristotle in the Meta-physics. The desire to know is not yet knowing, but it satisfac-tion is.12 If you think it is not, isn’t that because you are intellectually dissatisfied with the claim that it is? Is that intellectual dissatisfaction functioning as a norm for what is to count as knowledge? If it is not, what warns you off accepting the claim that it is? If it is such a norm, will it provide no guid-ance in finding a better theory? 
    Disinterested curiosity is about how things really are. If your inquiries lead you to believe that it isn’t, nevertheless, I’m sure they lead you to believe it really isn’t. Could you have gotten such an objectively correct conviction if you had not intended to get it – hankered after it – and been guided by that intention from the beginning? Do you know that your cognitional hankering is a disinterested desire for objective truth because you already know what `disinterested’ and `objective’ mean, or do you know what these expression mean because you already have such a desire?
   No doubt you have a better theory of knowledge. Did you acquire that theory by virtue of never having had any experience with knowing or trying to know anything? By remaining utterly without curiosity about what constituted such efforts as knowing or trying to know? If you became curious, did you seek no insights and propose no intelligent hypotheses? Did you take no interest at all in whether that hypothesis was correct? If you did, did you make no judgment that it was indeed verified by the evidence? If you omitted any of these operations, how credible is your theory even in your own eyes? But if carrying out these operations of ex-periencing, inquiring, hypothesizing, and judging in order to satisfy the need to be intelligent and reasonable is the root of cognitive credibility, doesn’t that mean that the result constitutes justified true belief? And if your belief is justi-fied, doesn't it inform you about what is really the case? 
    So, also, any attempt to refute the theory of cognition I have sketched would necessarily rely for its plausibility on the very intellectual operations, needs, and norms it is rejecting; hence, the theory is transcendentally secure. In particular, the anti-realist objection that to transcend the knowing subject would be to achieve a “God’s eye view,” a “view from nowhere,” is con-vincing to antirealist himself only if it, too, is the outcome of just such operations, and it serves his cognitive purposes only if these operations succeed in transcending his own and every other subject’s “viewpoint.” If the products of these operations of experiencing, inquiring, hypothesizing and verifying are “subjec-tive” in the epistemologically pejorative sense, and therefore incapable of accessing the real, then so is the product of the operations by which that impotence is purportedly known; for they are the same operations. That was the point of the anti-Pro-tagorean argument.
    On this theory, the “objective” is the content or object of the various cognitional operations just described and will vary in kind with the level of the operation. When the operation is the grounding of a judgment, the objective is simply the real; when it is the content of sensation, it is a sensum. A sense datum is objective, not because it is public, but because it is given as a potential object of inquiry and a potential constraint upon hypo-theses. The epistemically objective cannot be what is “out there” or what is expressible in a public language; for we learn what is “out there” and public by formulating hypotheses which achieve epistemic mind-independence, which are verified, by experiences which we have prior to knowing whether they are “in here” or “out there”. If we cannot know what is “out there” and “public” in this way, we cannot know it at all.
    But if the operations described are what one does to learn what is really the case about his knowing or about anything else, and if the motive mentioned is why one performs them and how one knows one is doing them correctly, is there no clue to the general nature of the real in the general nature of the kinds of questions one asks and the kinds of content which these operations produce?  
   The forgoing aimed to convince that what we acquire by these operations is the case, the real, being. Is there anything which cannot be known by these operations? The answer, obviously, is yes. Of course, in a trivial sense it is not possible for me to know, for example, what Caesar had for breakfast on the day he crossed the Rubicon, although it is possible for Caesar to have known it. However, for reasons rooted in nature it does seems to be impossible for anyone to know both the momentum and location of an electron. Here, three points require making. 
    First, what in principle lies absolutely beyond the reach of the cognitional operations described can make no conscious dif-ference to us,*that is, it cannot affect us in any way of which we can be conscious; for we can inquire into anything of which we are in any way conscious, thus bringing it within the scope of the cognitional operations and motives. Second, absent further show-ing, it does not follow that what we cannot in principle know is somehow more or less real, more or less important than what we do or can know. Moreover to show that this is the case would be to exhibit important knowledge about that of which we claim we to know nothing. 
    Third, it does not follow that what we cannot in principle know, because we cannot, in principle, bring our cognitional operations to a successful conclusion regarding it, lies outside our disinterested, unrestricted desire to know. If it be proposed that there may be something which lies absolutely outside our power to inquire, nevertheless, we can, as noted above, wonder about whether this is really the case, and so in some sense bring the alleged item within the scope of our inquiry. Nor would this unsatisfied wonder be entirely useless cognitionally. For just as it carries within itself the norms of intelligence and judgment which lead us to what is really the case about what we can know (and which may require us to acknowledge that there is something we cannot know), so it contains the norms which, if only we could apply them, would enable us to know the unknowable. 
   But let us be specific. Can we know, say, whether there is an external world, whether there are moral facts, whether there are universals, whether Schrodinger’s cat is dead or alive? Let us formulate the problem as clearly as we can, apply our best intelligence and judgment to the relevant data, and see what we come up with. Perhaps it can be shown that there is no problem, only a deep misunderstanding. Perhaps it can be demonstrated that the answers to these puzzles cannot be known -– perhaps some sort of incompleteness theorem might apply to them. Either of these results may well prove more interesting than the solutions to the original puzzles might have been. 
     But no matter what the outcome of our efforts, it would not be a victory for either party in the realism-antirealism debate; for the most fundamental difference in that dispute would have been resolved. If there is no disagreement about what counts as knowing and, hence, about what counts as real, then there can be no deeply divisive debate about what we do or do not, can or cannot, know.
    So the operations and motives described define the real, define “being,” at two levels. First, just as the laws of nature may be “operationally” defined as what is or could be achieved by the successful employment of scientific method, so, quite general-ly, what there is that we do or can know is what results or might result from the successful implementation of the operations des-cribed. Secondly, the real is, quite generally, the object of the disinterested, unrestricted desire to know.
  




   Conclusion 
                                                              
No doubt you are wondering how all this gets us any nearer to the truth about realism and antirealism. In an important sense it doesn’t. Knowing what knowing is does not in itself constitute knowing, say, whether reference to ontologically mind independent items is ambiguous or what the fate of Schrodinger’s cat is. As we have just seen, a theory of cognition is an account of a method of methods (is itself a product of that method), and a method is only potentially its results. But it does tell us that there is no other way of knowing, tells us what we ought to mean by “knowing,” “mind-independent,” “real”, “objective,” and distinguishes knowing from constructing something to be known. It informs us that any informative proposition about anything is and can only be bivalent, suggests that making language foundational was wrong from the start, and invites us to set about inquiring into what is and is not ontologically mind-independent by establishing that the relevant hypotheses are epistemically mind-independent.
________________________________________________________________________________    



           

                                Notes
1The theory of knowledge advanced in this paper is that of B.J.F. Lonergan. (See, in particular, Loaner `92; for an introduction to Lonergan, see H. Meynell, ’85.) 
2This argument should not be confused with Putnam’s version of one of Plato’s anti-Protagorean arguments. (Putnam ‘81, p.120.) Plato also gives what is essentially my argument. Putnam’s counter-argument does not apply to the present argument and is not a cogent objection to Plato’s second argument.
3Of course we do sometimes consciously “construct” mathematical objects, but this is not the process which Kant thinks makes experience itself possible and intelligible. It is not clear how the notion of consciously constructed mathematical objects (the nth ordinal number or the nth integer in the decimal expansion of pi, for example) is related to this alleged most fundamental construction. But, in any case, I do not see how conscious con-struction of conceptual objects could constitute knowledge of them, as opposed to conceptual experience of them, absent any claim or assertion about what is constructed. But even if the conscious constructing itself constituted knowing all or some of what is constructed, we would know it as it really is, not merely as it appears to be, and it would still be necessary to verify that we had constructed what we intended to construct. 
4If the “world” is not a “fixed totality of objects,” in some broad sense of that phrase, what is it? What would count as a world if not some sort of totality (perhaps the “totality” limited by nothing at all), some sort of item or items or features of items or relations among these? Is Putnam suggesting that the “mind-independent” world, however amorphous it may be and however ambiguous our references to it are, isn’t just the way it is and not otherwise? And why should our notion of the “world” exclude “inner realities” or anything at all? Whatever the distinction between “mind-independent” and “mind-dependent” “worlds,” it is not a distinction between something and nothing at all.
5In the First_Critique Kant speaks of knowledge of one’s self as a knower as though it*were knowledge of the appearance of one’s self as a knower. But the appearance of a knower cannot know anything (although it can appear to know something); appearances are objects of knowledge, not knowing subjects. If the knowing subject is not cognitionally present “to” herself without anything medi-ating that knowledge, nothing can be cognitionally present to her.(See note 12) 
6Putnam holds that his proof that reference is ambiguous does not apply to “internal realism,” apparently because such reference occurs within a common “conceptual scheme” and is therefore somehow internal to each subject in a group of subjects. (Putnam, `81, p. 43 ff.) But can it be shown that, as a formal matter, Putnam’s proof would not also apply to internalist reference? It may be argued that his proof presupposes a third person per-spective and therefore is inapplicable to reference considered from a first person perspective. The difficulty with this move is that the very possibility of a third person, “objective” perspec-tive seems to imply the very “God’s-eye-view” rejected by Putnam. For Putnam, the first person, “internalist” perspective is the only one available to us for cognition, including our knowledge of his proof: There is ambiguity between conceptual frameworks but not within them. Unfortunately, Putnam’s proof (and all proofs in mathematics and logic) is supposed to hold for all these in commensurable conceptual reference frames.
7Whatever role reference plays in cognition, reference by itself is not knowledge of anything either “inner” or “outer,” although verifying the hypothesis that one has succeeded in referring is knowledge of that fact and, perhaps, by implication, of the fact that there is a referent.
8Davidson's theory of how we come to understand language makes our grasp of the truth conditions of sentences epistemically primit-ive, not our grasp of the meaning of subsentential expressions. The senses of the subsentential expressions are worked out by analysis of the true sentences in which they occur. This makes the link between truth and meaning too close. Because Davidson’s theory binds what we are capable of thinking to language and binds our understanding of language in turn to our ability to know when sentences (as part of a holistic system of sentences) are held true, it follows that we could not learn what sentences mean if they were not generally used correctly “by our lights.” The meaning of an expression, the expression itself, and its observed truth conditions become essentially linked to each other and to knowledge. The result is Davidson's “omniscient translator” anti-skeptical argument. Understanding sentences through their sub-sentential parts – a view with which Dummett, in spite of his verificationsim, seems somewhat more sympathetic – leaves space between the meaning of a sentence and its truth; for one can learn how the speaker uses words and phrases without requiring that he put them together correctly to express true propositions. One can (and small children obviously do) use words and phrases without making judgments even though the words have the sorts of meanings they have because of their ultimate role in judgments. What may be required in the beginning is consistent use, not true judgments. Parallel considerations apply to the priority, in coming to understand a language, of grasping individual sentences over grasping a holistic system of sentences. 
9So far as I can discover, construction of a “world” to fill the gap created by the world we cannot know because statements about it are neither true nor false does not play a role in Dummett's antirealism, but one cannot help wondering if it may not be just offstage.
10The truth value of a proposition allegedly about a nonexistent item is, I suggest, false. The sentence must, of course, be recon-strued, as in Russel’s account of non-referring descriptions, as expressing several propositions, one of which is existential. After the item and, hence, the proposition's truth conditions, come into existence (by our constructing them or otherwise) the proposition will have, e.g., the value true, not only for the person who constructed the item in question, and who therefore also happens to be in a position to know what the proposition’s truth value is, but as an absolute relation between the prop-osition, by whomever entertained, and the item. If this were not so, the proposition would both have and not have a truth value or would have contradictory truth values.
11An*editor at Method has suggested that Lonergan may have held that verification is a necessary condition for truth in the case of omniscience “for the same reason that the intrinsic intel-ligibility of being implies an act of unrestricted intelligence.” This is an interesting suggestion, but I confess I am unable to see how the notion of verification could have more than a very remote, analogical application to divine intelligence. Obviously, God would know, not merely believe or hypothesize, every truth; so in that sense, and for God, “verification” would be a necessary condition for truth. (Actually something not unlike this does occur in human knowing, but a discussion of it lies beyond the scope of this paper and would furnish no comfort to the antirealist.) Perhaps the thought is that an unrestricted act of understanding would ground, that is, “verify,” each of its “beliefs” because the being and the intelligibility of the content of the belief are grounded in the exhaustive self-knowledge of the primary intelligible. This self-knowledge would somehow also constitute, by identity, the primary intelligible’s existential ground. Thus the divine existence would “verify,” be conclusive “evidence” for, the truth of divine “beliefs” or “hypothesis” about itself, and this “verification” would also, by identity, be a necessary condition for the truth of divine “beliefs about” itself and everything else. In the usual senses of the terms, however, verification, that is, epistemic grounding, is not a necessary condition for truth in the case of finite subjects, as the editor at Method observes. If it were, we would ipso facto both be able to believe and be justified in believing every proposition we could invent which in fact happened to be true, even though we had no clue as to which of the propositions are true and which are false. 
12This could not be the case unless the intellectual curiosity, the 
inquiry itself quite apart from its object or content, were already intelligent and rational. We do not become conscious by becoming conscious of the concept of consciousness, nor do we think intelligently and reasonably when we are conscious by under-standing the concepts intelligence and reasonableness and then applying those concepts to our thinking. The subject’s conscious epistemic operations, from inquiring through verifying, are not objects of consciousness (although may be made such); they are constituted by consciousness. They are not self-conscious; they are consciousness itself.
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