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Figure 1: A Manga-style illustration of a natural kingfisher and a mechanistic kingfisher passionately talking 

in front of a network of Turing machines. Image created by DALLE via ChatGPT.  

The photograph underneath shows a contemplative atmosphere in a 

philosophical discussion of existence, epistemology, and of course, 

the pillar of thinking, that is, the virtues of digestion 

In Philosophical Chat, Wild Wise Weird: The Kingfisher Story Collection, Vuong (2025)-  



 

Craig DeLancey’s The Passionate Engines presents a comprehensive account of “what basic 

emotions reveal about central problems of the philosophy of mind” (2001, p.vii). The book 

discusses five major issues: The affect program theory, intentionality, phenomenal consciousness, 

and artificial intelligence (AI). Since its first edition’s publication in 2001, the book has received 

multiple reviews, such as Graham (2002), Radden (2003), and Scarantino (2004). All of them 

have praised the book for its contribution to the philosophical literature on emotion, and its clear 

and measured writing style. In this essay, I would like to briefly review the major tenets in the 

book and then focus on its discussion of AI, which has not been reviewed in detail. It must be 

stated that the author could not benefit from witnessing the recent development of the 

neuroscience of emotions (Barrett, 2017) and the growth of affective computing, i.e., the AI 

research on how to detect human emotions (McStay, 2018; Picard, 2000), or the rise of 

seemingly emotion-capable generative AI chatbots (Amin, et al., 2024). With that in mind, I 

believe many of the claims in the book are still relevant and can benefit our understanding of 

emotional AI as well as generative AI chatbots that are capable of emotion-laden conversations.   

Philosophies of emotions 

First, DeLancey’s overall strategy is that although there are many emotions, and each 

with its varied expressions, one can still make a case of the existence of the basic emotions, such 

as fear and anger. He defines a basic emotion as that which appears in different cultures, has a 

similar behavioral aperture, has a motivational and action-oriented quality, and appears to be 

adaptive. Here, he aligns his view on emotions, which he calls the affect program theory, with 

the essentialist school of thoughts on emotions (Barrett, 2017), championed by scholars such as 

Ekman (1999). Using that theory, DeLancey proceeds to criticize several philosophies of 



emotions: cognitivism, the doctrine that considers emotion to be a form of value judgment, “a 

propositional attitude like belief or judgement” (DeLancey, 2001, p.31); interpretationism, which 

states that “some mental states are dependent upon the stance of perspective of an observer” 

(p.50); social constructionism, which state emotions are a product of our cultural norms and have 

no or little references to our biology.  

Affective engineering: A deep view 

After dealing with the contemporary philosophies of emotion, DeLancey focuses on 

“affective engineering,” the effort to engineer emotions into AI systems. He views that 

programming AI to express and feel emotions is a very rigorous test of any given theory of 

emotions. He makes a distinction between “shallow affective engineering” and “deep affective 

engineering.” Shallow affective engineering does not try to instantiate affects in AI, i.e., merely 

giving AI the appearance of an ability to read or display emotions without actually understanding 

them. Deep affective engineering, however, takes instantiating affects in AI systems as an 

engineering strategy (p.204). DeLancey argues that undertaking deep affective engineering can 

be very beneficial for the field of AI research.  

He advances the biomorphic argument, which states that biological evolution has created 

much better autonomous beings than any laboratories and affects play an important role in 

autonomous behaviors. Thus, turning to biology can improve the engineering of autonomous AI 

systems. DeLancey advances six lessons to build a passionate engine and contrasting this engine 

with the current focus of AI research on the symbol-manipulating, number-crunching engine. 

 First, AI research should focus on the motion before emotion, action before abstraction. 

Second, in biological systems, affects are an important component of the decision-making 

process. Third, our affective sub-cognitive systems can be more accurate than the higher 



cognitive ones. Fourth, embodiment should be taken more seriously in AI research. The fifth and 

sixth point out the importance of parallel processing of affective sub-cognitive systems and 

vertical integration of these processes for producing intelligent, autonomous behavior. These 

lessons stem directly from DeLancey’s intuition that basic emotions have motivational and 

action-oriented qualities that evolved and adapted in our biological history.  

Would feelings be important for machines?  

I generally agree with DeLancey’s viewpoint on the potential of taking inspiration from 

biology for AI research, and affects are an important foundation for our intellect. However, there 

are several issues with this view. First, DeLancey did not define what it means to instantiate 

emotions and affects. Does that entail machines have feelings? Feelings are very important for 

humans and other animals to make goal-oriented behaviors. Still, without an account of machine 

consciousness, one cannot simply assume feelings are as important for non-organic, mechanical 

systems. And who to say feelings in a machine, if any, resemble our feelings?  

Moreover, it seems to me there is too much focus on motion and embodiment, which can 

render his passionate engine impractical in the foreseeable future. This issue is connected with 

the previous issue of instantiation. As DeLancey admits, a test of a good theory of emotions is 

whether it is programmable in a machine, why we need to give our machines the ability of 

motion before emotion, like DeLancey suggests in his first lesson.  

Would counterfactual reasoning help?  

Finally, an issue that I think could enrich DeLancey’s discussion is what role affects and 

emotions play in our counterfactual reasoning. Statistician Judea Pearl, the father of the 

Bayesian networks—a common approach in building AI (for more details on the use of Bayesian 

networks, see Vuong et al. (2020)), argues that AI research has not made much conceptual 



progress because of a failure to take counterfactual reasoning seriously (Bereinboim & Pearl, 

2016; Pearl, 2019). Lewis and Mitchell (2024)’s recent experiment shows that while humans’ 

performance remains consistently high on both the original and counterfactual analogies tests, 

performance of our most powerful AI models, GPTs, declines sharply on the counterfactual set. 

Here, we know a hallmark of how children learn is their ability to use counterfactual 

thinking (Gopnik, 2012). Decades of research on developmental psychology have demonstrated 

a deep connection between counterfactual thinking and emotions: Emotions such as curiosity, 

regret, and envy can generate motivations and eventually actions for they make research subjects 

think about how the outcomes would have been different if they make different choices 

(Fitzgibbon & Murayama, 2022; Gautam et al., 2022). Indeed, to move beyond the current 

shallow machine learning model of stimuli-responses association and reinforcement (Deustch, 

2020), modeling our counterfactual reasoning seems to be a good place to start. The question is 

without embodied or social selves, can AI agents, being super-advanced in information-

processing as they are, ever have feelings?  

Concluding thought 

In DeLancey’s word, our affects play an important role in appraisals, which factors in our 

decision-making process. Thus, it seems reasonable to argue that affects might play a large role 

in our counterfactual thinking. The straight line that one can draw among appraisals, decision-

making, counterfactual thinking makes me believe this is an important contribution I believe 

DeLancey could discuss, but he ended up missing in his book. Yet, one must acknowledge that 

his biomorphic argument is still an important contribution to the discourse on building intelligent 

autonomous machines and software. 



In an era where machines and algorithms have increasingly been delegated the task of 

decision-making, studying the blueprints of these algorithms—the field of “transparent AI” or 

“explainable AI” (Diwali et al., 2024; Gill, 2025), is not only a matter of improving the quality of 

our decision, but also a matter of trust in science and technology (Vuong, 2018). On that front, 

DeLancey’s work indeed serves as a bridge between humanities scholars and the technical 

community, making AI more transparent to the former.  
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