Right, Wrong, and Rule-consequentialism

Section 1: Introduction

In 1712, George Berkeley wrote, “In framing the general laws of nature, it is granted we must be entirely guided by the public good of mankind, but not in the ordinary moral actions of our lives. … The rule is framed with respect to the good of mankind; but our practice must be always shaped immediately by the rule.”
 There we find an early espousal of rule-utilitarianism. Rules are to be selected on the basis of their aggregate net benefits; actions are to be evaluated by the rules thus selected.

Rule-utilitarianism has been the most prominent kind of rule-consequentialism. Rule-utilitarians judge rules by only one kind of consequence — utility, impartially considered. To consider utility impartially is to give the same weight to a benefit or harm to any individual as is given to the same size benefit or harm to anyone else.

I know of no rule-consequentialists who think utility unimportant. The live question between various kinds of rule-consequentialists is whether utility is the only factor by which to judge rules. Rule-utilitarians say that it is. Other kinds of rule-consequentialists say that it is not.

By far the most common kind of not purely utilitarian rule-consequentialism is one that assesses rules not only by how much utility results but also by how equally that utility is distributed. Some philosophers interpret the classic utilitarians’ slogan “the greatest good for the greatest number” as vaguely suggesting this “utility-plus-equality” test. Whether or not that is what the classic utilitarians at least sometimes had in mind, later I will explain why rule-consequentialists might want, or might not want, to consider not only how much utility results from a set of rules but also how that utility is distributed.

In the next two sections of this essay, I discuss two different ways to argue for rule-consequentialism. I will then show how rule-consequentialism is superior to scalar consequentialism. In four subsequent sections, I explain how rule-consequentialism is best formulated. In the last of these four sections, I take up the questions from the previous paragraph about distribution. I then turn to objections to rule-consequentialism. In the essay’s penultimate section, I discuss objections that have been especially influential but have now been successfully answered. In the final section, I list some objections that move to the fore once the older objections fall.

Section 2: The consequentialist argument for rule-consequentialism
Suppose we start with the general idea that the central or overriding goal of morality is to produce good consequences impartially considered. From that general idea, we might infer that the best moral theory for people to accept is whatever one will result in the best consequences.


That inference needs explanation. If the goal of morality is to produce good consequences impartially considered, then presumably the point of people’s having moral commitments is to produce good consequences. Having moral commitments is partly a matter of having dispositions to act and react in certain ways, and partly a matter of having moral beliefs connected with those dispositions. Now consider a set of moral beliefs that form a system and that indicate what counts morally for or against actions in any situation. Such a set of moral beliefs constitutes a moral theory. So the thought that the central or overriding goal of morality is to produce good consequences might lead to the thought that the best moral theory for people to accept is whatever one will result in the best consequences.


Which moral theory is the one that, if people accept it, the best consequences will result? An initial thought might be that the theory whose acceptance would produce the best consequences is a version of maximizing act-consequentialism, i.e., the theory that an act is morally right if and only if it results in the best consequences. Wouldn’t a theory that requires each individual always to produce the best consequences be the theory that, if accepted, would produce the best consequences?


Well, in part the answer depends on whether accepting a moral theory involves trying consciously to use it. It might seem natural to suppose that, if one accepts act-consequentialism as the criterion of right and wrong, then one will try to make moral decisions by first calculating the expected value of the different consequences of various alternatives and then choosing the available act favored by this calculation. That is, the simplest and most obvious version of act-consequentialism puts forward an act-consequentialist criterion of right and wrong and an act-consequentialist procedure for everyday moral decision-making.


However, in fact, very few act-consequentialists recommend the procedure of always calculating the expected value of alternative possible actions so to choose what to do on the basis of that calculation. Such a decision procedure is unwise for a number of different reasons. Below, in barest outline, are some of the main ones.


Very often agents lack information about the probable effects of particular alternatives they are choosing among. For example, I might not have any idea whether my starting to wear my cowboy boots to class will impress (or even be noticed by) the students.


Furthermore, even if agents do know the probabilities of the possible consequences, they may not have a good grasp of the respective values of those consequences. Jack and Jill might reasonably predict that going on vacation together will cause them to fall in love, and then coming home will cause them to fall out of love. But they might not be able to make confident judgments about whether such adventures would have more value than disvalue, or vice versa.

Obviously, there is the related problem that agents very often lack of time or energy to collect information about the probabilities and values of all possible consequences of the alternatives. And even where agents could spare the time and energy to collect information, there is the risk of missing opportunities while collecting the information. There is also the sheer cost in time and attention of calculating the expected values of the consequences.


There is also the risk of mistakes in calculations. Human limitations and biases might well make us unreliable calculators of the expected overall consequences of our alternatives. A striking fact is that most people believe that the political party that would benefit them most would also benefit the country as a whole. This is strong evidence that people’s attempts at impartial calculation regularly go awry. So if people regularly try to choose acts that they have calculated will produce the best consequences impartially considered, in fact very often what they will be doing is ‘rationalizing’ the choice of acts that benefit themselves.


For that reason, perhaps there would not be enough mutual trust in a society of people trying to make decisions on the basis of act-consequentialism. We need firm assurances that others won’t physically attack us, steal from us, or break promises to us. We need firmer assurances than we would get from knowing that everyone would be attempting to make every decision in act-consequentialist fashion. Indeed, it has often been argued that we need firmer such assurances than we would have in a society of even the most rigorous and conscientious of act-consequentialists.


Let me make one more point about getting everyone to be willing to make every decision in as an impartial way as the act-consequentialist procedure would require. There would be enormous costs associated with getting everyone to be so impartial. The “raw material” for moral education is of course very young children. They are motivated mainly by immediate self-gratification and by the desire to identify with authority figures such as parents. Moral education is largely a matter of transforming children from that state to one where they are willing to forgo benefits for themselves for the sake of others. But if they were to become as impartial as the act-consequentialist decision procedure would require, then they would have to be willing to give up any benefit for themselves when doing so would benefit someone else more, even if only a little more. Imagine the costs in terms of time and energy and attention that would be involved in getting humans beings to have internalized that degree of altruism.


Many people do become very altruistic, at least to the extent of caring deeply about family and friends. If everyone is to become impartial, one way of doing this is to increase their concern for strangers up to the level of their concern for their family, friends, and even themselves. But given the limits of human nature, it might be impossible to increase people’s concern for strangers up to the level of their concern for their family, their friends, and themselves. So the only way to get people to become completely impartial might instead be to suppress their concern for their family, friends, and themselves down to the level of their concern for strangers. But if that were done, then the world would be populated by people with fairly weak concerns about everything. It is hard to believe this would be a very happy world. So, if the realistic choice is between a world where everyone cares strongly about some others but only weakly about the rest, or a world where everyone cares equally but weakly about everyone, the better world might be the first of these.


We have seen a number of reasons that act-consequentialists might oppose a moral decision procedure of always calculating the expected value of alternative possible actions and choosing what to do on the basis of that calculation. Operating such a decision procedure would take more information, time, energy, powers of reasoning, and impartiality than people have, or could cost-effectively be brought to have.


So what kind of moral thinking would in fact maximize the good? One standard answer is that, at least normally, agents should decide how to act by referring to tried and true rules such as ‘Don’t harm others’, ‘Don’t steal’, ‘Keep your promises’, ‘Tell the truth’, etc. And what moral theory should people hold? Well, some have argued that in fact rule-consequentialism is the ideal theory to support such rules.


Let us then review this argument for rule-consequentialism. The argument begins with the idea that the goal of morality is to produce the best consequences. It moves on to the suggestion that the moral theory whose acceptance would produce the best consequences is rule-consequentialism. Call this the consequentialist argument for rule-consequentialism.


The consequentialist argument for rule-consequentialism has three weaknesses.


The first is that the consequentialist argument for rule-consequentialism may be wrong to claim that the moral theory whose acceptance would produce the best consequences is rule-consequentialism. Actually, I think a very good case can be made that here the consequentialist argument for rule-consequentialism is not wrong. But I admit that the issue is hardly settled.


The second weakness in the consequentialist argument for rule-consequentialism is that the argument starts with a consequentialist premise, namely that the goal of morality is to produce the best consequences. This consequentialist premise is questioned by many. It needs defense. The consequentialist argument for rule-consequentialism cannot provide that defense. In a way, the consequentialist argument for rule-consequentialism starts further downsteam than it should.


The third weakness in the consequentialist argument for rule-consequentialism is that it conflates practical questions with epistemic ones. The question of which moral theory is the one whose acceptance would produce the best consequences is largely a question about the practical consequences of people’s having this or that set of beliefs. The question of which moral theory is correct seems to be a different question. Because the questions are different, they might get different answers. For example, theory A might be that the moral theory whose acceptance would produce the best consequences. The correct moral theory might instead be theory B. In short, this section’s argument for rule-consequentialism unjustifiably supposes that the moral theory whose acceptance would produce the best consequences is also the correct moral theory.

Section 3: The reflective equilibrium argument for rule-consequentialism

The other argument for rule-consequentialism does not start from a consequentialist premise. It starts instead from the idea that, other things being at least roughly equal, a moral theory is justified to us if it identifies a fundamental moral principle that both explains why our more specific considered moral convictions are correct and provides some impartial justification for those convictions. To use the term that John Rawls made famous, we seek “reflective equilibrium” between abstract moral theory and more specific moral convictions.
 Rule-consequentialism puts itself forward as a theory that can explain why our more specific considered moral convictions are correct and provide some impartial justification for them.


The idea that we should test proposed moral theories against our convictions strikes many as preposterous. Why not assume all our moral convictions are incorrect, or at least reserve judgment on them? Looking back at history, we see that many people’s convictions were wrongheaded. We ourselves might be similarly mistaken. Surely there is some more reliable fulcrum in moral thinking than contemporary prejudice.


On the other hand, some moral judgments seem virtually impossible to deny. One is that torturing people for fun is wrong. Another is that the fact that an act would make an innocent person suffer counts morally against it, that is, counts towards the act’s being morally wrong. These and other convictions of about the same level of specificity seem so secure that any moral theory had better agree with them. No moral theory seizes our confidence to the extent that we would be willing to take that theory’s side in a fight with such convictions.


So, how well do rule-consequentialism’s implications match our convictions? We have convictions that there are negative moral duties not to physically harm others, not to steal, not to break promises, positive moral duties to aid family and friends with one’s own resources, and weaker positive duties to help strangers, including those who will never be in a position to reciprocate. Let us crudely divide these into two groups: prohibitions on action, and duties to aid.


Rule-consequentialism claims that individual acts of murder, torture, promise-breaking, and so on can be wrong even when they result in somewhat more good than not doing them would. The rule-consequentialist reason for this is that the general internalization of a code prohibiting murder, torture, promise-breaking, and so on would clearly result in more good than general internalization of a code with no prohibitions on such acts.

Rule-consequentialism also holds that, over time, agents should help those in greater need, especially the worst off, even if the personal sacrifices involved in helping them add up to a significant sacrifice for the agents. The sacrifice to the agents is to be assessed aggregately, not iteratively.
 This general rule would apply in all sorts of cases. It isn’t about merely what the rich should do. So, although it would apply when a rich person can help a poor one, it would also apply when a poor person can help another poor one, and even when a poor person can help a rich one. The reason this rule does not become excessively demanding is that sacrifice is to be assessed aggregatively, not iteratively.


Rule-consequentialists contend that their theory does a better job of cohering with these convictions and providing some impartial justification for them than its rival theories do. Let me illustrate by considering three of rule-consequentialism’s consequentialist rivals — maximizing-act-consequentialism, satisficing-act-consequentialism,
 and scalar consequentialism.


Maximizing-act-consequentialism insists that the only acts that are morally required — or permissible — are ones that bring about the best consequences. This is a claim that satisficing-act-consequentialism rejects it on the grounds that it is too restrictive about which acts are morally permissible. Satisficing-act-consequentialism maintains that an act is morally permissible if and only if that act’s (expected) results are good enough. As long as its threshold for good enough consequences is set a fair distance from the best consequences, satisficing-act-consequentialism will hold that many more acts are morally permissible than just the ones with the best consequences. Satisficing-act-consequentialism seems correct  that maximizing-act-consequentialism is too restrictive.


Furthermore, maximizing-act-consequentialism very often demands more self-sacrifice for the sake of others than seems reasonable to demand. Making extreme sacrifices for others is highly admirable, but often beyond what true duty requires. Another attraction of satisficing-act-consequentialism is that the theory is less demanding than maximizing-act-consequentialism.


However, satisficing-act-consequentialism is open to devastating counter-examples — that is, examples where our considered moral convictions go strongly against the theory. Here is an example I have borrowed (and slightly altered) from Tim Mulgan.
 Suppose I can push one button that would save fifty people from terrible pain, or I can push another button that would save forty-nine from terrible pain, or I can do nothing, which would save none of them from any pain. Maximizing-act-consequentialism tells me to push the button that will save all fifty from terrible pain. Satisficing-act-consequentialism presumably tells me that saving fifty would be good but saving forty-nine would also be permissible.


Satisficing-act-consequentialism’s claim about that case seems plausible if there is a significant enough cost to me in saving the extra person from the terrible pain. But let us build into the example that there is no cost to me whatever I choose in this situation. Thus, in this case, maximizing-act-consequentialism is not at all demanding. Still, satisficing-act-consequentialism says that doing less than the best is morally permissible even in this case. That conclusion conflicts sharply with the confident conviction most of us have that, at least in such cost-free situations, failing to help people is morally wrong. So satisficing-act-consequentialism does not sit in reflective equilibrium with our confident moral convictions.


Scalar consequentialism is much more radical than satisficing-act-consequentialism. As Norcross says a number of times, the scalar approach claims that duty, obligation, right and wrong are not fundamental moral categories. Scalar consequentialism offers to make do with just the concepts morally better and morally worse. In effect, it rejects the concepts morally required, morally permissible, and morally wrong.


Of course there is difficulty about which acts are permissible and which ones are not. Rejecting the very distinction between permissible and wrong, however, creates enormously greater difficulties. First of all, we have very confident convictions that certain acts are morally wrong — e.g. torturing people for fun. Second, we have very confident convictions that certain properties of acts count towards the act’s being morally wrong. The example mentioned above is that an act would make an innocent person suffer counts towards the act’s being morally wrong. Scalar consequentialism seems ill equipped to agree with such convictions, since scalar consequentialism abandons the very idea of wrongness.


Furthermore, as Mill suggested, the distinction between permissible and wrong action is closely connected with the imposition of sanctions. Guilt, blame, and social exclusion and sometimes other forms of punishment are appropriated attached to impermissible (that is, wrong) action, and not appropriately attached to permissible action. So if the very distinction between permissible and wrong action disappears, then with it go the practices of imposing guilt, blame, and other sanctions. Scalar consequentialism thus seems to call for a radical transformation of our moral conceptual scheme.


Let me drive home this point by stressing just how counterintuitive the act-utilitarian and scalar utilitarian views of blame are. As Norcross rightly indicates, Sidgwick saw that the strictly act-utilitarian approach to blame is that an agent is not to be blamed just because he or she fails to maximize utility; rather, the agent is to be blamed just if blaming that agent will maximize utility. Well, true, blame and other forms of punishment really are inappropriate in some cases when they are very ineffective — or even counterproductive! Still, cases where they are inappropriate are exceptional. The normal and central kind of case is one in which wrongness and blameworthiness are intimately connected. Forms of utilitarianism that deny this intimate connection are swimming in the wrong direction.


Not all forms of utilitarianism do deny the connection. Norcross mentions the view “WA2: An action is wrong if and only if it is optimific to punish the agent.” But he makes two points against WA2.


One is that “it can sometimes be optimific to punish a utility-maximizer”. That point is right. Its implication is that, on such occasions, according to WA2, the utility maximizer did wrong. Norcross clearly thinks it implausible that the utility-maximizer did wrong, even if punishing him would be optimific. So Norcross thinks this undermines WA2.


Norcross also attacks WA2 on the basis of the principle that correct moral judgements must be universalizable. This he construes as the principle that, if you did an act exactly like mine in intention and consequence and you were in exactly similar circumstances to mine, then if your action was wrong so was mine. He points out that, though you and I were inexactly similar circumstances and had the same intentions and our acts had the same results, it may be optimific to punish one of us but not the other. According to WA2, since it is optimific to punish one of us but not the other, one of us acted wrongly and the other didn’t. But how could that be, given that our acts where in the same circumstances, had the same intentions, and produced the same consequences?


Actually, I do think WA2 is implausible in the light this objection of Norcross’s. But we can modify WA2 to sidestep the objection. Consider WA3: an action is wrong if and only if it is optimific to punish (or at least blame) more or less any mentally competent adult who does the act. This is a rule-consequentialist theory of wrongness and its intimate connection with punishment. WA3 may be faulty, but it is a lot less obviously so than maximizing-act-consequentialism or scalar consequentialism.


There are interesting arguments in favor of scalar consequentialism. To my mind, the most powerful is that scalar consequentialism bypasses the notorious problem of drawing a line between permissible and wrong action. However, if a moral theory is justified to us only if it can explain why our more specific considered moral convictions are correct, if a moral theory is justified to us only if it can make sense of the moral convictions in which we have most confidence, then scalar consequentialism is just too radical.


I will later consider whether there are equally strong objections to rule-consequentialism, but first I will explain certain aspects of the formulation of rule-consequentialism.

Section 4: The focus on internalization of rules

There have been a variety of different formulations of rule-consequentialism. The one I currently favor is:

Moral wrongness is determined by the code of rules whose internalization by the overwhelming majority of everyone everywhere in each new generation
 has maximum expected value in terms of well-being, with some priority for the worst off. 

Why the reference to internalization? Indeed, rule-consequentialism was frequently formulated as holding that moral wrongness is determined by the code of rules the compliance with which would produce the best consequences.


Although compliance with rules is often the most important consequence of internalizing them, compliance isn’t the only consequence of internalizing a rule. One example is that internalizing a rule might make you happy, or sad, quite independently of any acts that rule leads you to perform. More importantly, remember the point above about the choice between a world where everyone cares strongly about some others but only weakly about the rest, and a world where everyone cares equally though weakly about everyone. Suppose the only way to get everyone to have internalized the rule “maximize the good, impartially considered” to the point where everyone would comply with this rule on every occasion is to make everyone completely and fully impartial. And suppose the only way to do that is to bring about the arrangement where everyone cares equally though weakly about everyone. The lack of strong feelings would drain the world of much (if not most) of its charm. It would be a world where everyone is mostly apathetic about everything. This would not be good. So a consequence of internalizing the rule “maximize the good, impartially considered” would be a degree of apathy that would not be good, though it would be compatible with everyone’s complying with the rule “maximize the good, impartially considered”.


If we do a cost/benefit analysis of the internalization of rules, we include the costs and benefits of any acts of compliance with those rules that result from the internalization of the rules. But, as we have seen, there can be other costs of rule-internalization. Intuitively, any cost or benefit of rule-internalization should be considered, not just whatever acts of compliance result. So rule-consequentialism in formulated in terms of internalization instead of more narrowly in terms of compliance.

Section 5: The majority of people in each new generation

The reason for not framing rule-consequentialism in terms of internalization of rules by the present generation is that the present generation has already internalized a morality (or rather, one or another of many moralities). The present generation may have already internalized distinctions and taboos that really are not justified. In any case, the cost/benefit analysis of rule internalization should not be skewed by moral attitudes people have already learned.


Let me illustrate why this is important. Suppose we run a cost/benefit analysis on a code of rules that requires religious toleration and forbids religious discrimination. Now suppose the people who will have to internalize this code have already been brought up to think that (e.g.) people of one religion are greatly superior to people not of that religion. Suppose they also believe that, in competitions for responsible or prestigious jobs, people of that religion should be given preference over people not of that religion. The costs of unlearning those attitudes and replacing them with a wholehearted commitment to religious toleration and religious equality would be significantly higher than they would be if the religious toleration and equality were to be internalized by new generations, i.e. by humans who had not already been indoctrinated with religious discrimination and intolerance.


Of course, I am not denying that it is a good to try to get grown people to become more tolerant and accepting of others. Nor am I denying that the costs of doing so can be dwarfed by the benefits. What I am saying is that those costs of correcting people’s moral beliefs should not be part of a cost/benefit analysis of the ideal moral code. Rather, we should think about a moral code’s internalization by fairly young people, before they get indoctrinated into some alternative moral attitudes and beliefs. To be sure, there still will be considerable internalization costs. But they won’t be skewed by having to correct past mistakes.

Section 6: Expected rather than actual value of rules

Above I pointed to the rough match betweenrule-consequentialism’s implications and our considered convictions both about wrongness and about the intimate connection we take wrongness to have to blameworthiness. To the extent that we stress these points, we will need to formulaterule-consequentialism in terms of expected value rather than in terms of actual value.


Suppose that some change in social rules turns out to have much worse consequences impartially considered than people expected. For example, imagine a society where there are fairly pervasive prohibitions on sexual promiscuity. Suppose that at some point in time the sexual prohibitions are replaced by much more permissive rules about sex, and the reason for the change is precisely to permit more pleasure between consenting adults. However, let us suppose that, without anyone’s predicting this, a terrible sexually transmitted disease spreads through the population via the new promiscuity. Here is an example where the actual value of a new set of rules is very different from the expected value of that set.


Rule-consequentialists face a choice here. Should their theory claim that moral wrongness is whatever is forbidden by the rules that really would have the best consequences? Or should the theory be formulated in terms of the rules with the highest expected value?


Well, clearly it would be ridiculous to suggest that people should be blamed for failing to follow the rules that really would have the best consequences. The reason this would be ridiculous is that people cannot realistically be expected to know what those rules are. Far more plausible is the suggestion that people are blameworthy if they fail to follow the rules with the highest expected value.


So blameworthiness seems to be tied to expected value rather than to actual value. Wrongness is tied to blameworthiness. So, presumably, wrongness is also linked to expected value rather than to actual value.


There are lots of complexities about which perspective is appropriate for determining expected value. Is the right perspective merely the perspective of the agent? What if this agent is willfully ignorant of well publicized information? So should we instead think of expected value as determined by the expectations of the average person in the society? Or by the publicized expectations of experts of the time? These difficult questions are unresolved amongst rule-consequentialists.


This much is clear, however. If rule-consequentialists want to maintain a tight connection between wrongness and blameworthiness, they need to specify wrongness by reference to prohibitions with high expected value, not to ones with high actual value.

Section 7: Distribution

One of the main objections to utilitarianism has been that the greatest overall utility might be achieved by a distribution of benefits and burdens that leaves some very badly off and some very well off. In short, an equal distribution of utility might not maximize utility.


But, on careful reflection, not all increases in equality of outcome are good. To take the standard example of this, suppose the only way to equalize eyesight is to “level down” those with good eyes to the incapacity of the blind. Equality of outcome achieved through such levelling down is not in any way good.


So many who thought of themselves as attaching value to equality of outcome now favor giving priority to the worse off. Nevertheless, intuitively, it does seem very plausible that the worst off should have some degree of priority in our thinking. This idea has come to be called the principle of according priority to the worst off, or the principle of prioritarianism.


Aggregate well-being combined with some priority for the worst off can be expressed mathematically as a weighted sum of well-being. This brings the priority toward the worst off into the calculation of the sum of well-being.
For the sake of illustration, consider a comparison of two alternative possible moral codes, each of which could be internalized by a society containing only two groups of people. This example is highly abstract and artificially simplistic. But a more realistic example would bring in lots of detail and complexity that would be ultimately irrelevant to the point at issue here.

	
	Units of well-being
	   Total well-being

	First Code:
	Per person
	Per group
	   for both groups

	10,000 people in group A
	1
	10,000
	

	100,000 people in group B 
	10
	1,000,000
	

	
	
	
	Impartially calculated: 1,010,000

	
	
	 
	Weighted with worst off  x 2 & others x 1: 1,020,000



 Units of well-being
   Total well-being 

	Second Code:

	Per person
	Per group
	   for both groups

	10,000 people in group A
	8
	80,000
	

	100,000 people in group B 
	9
	900,000
	

	
	
	
	Impartially calculated: 980,000

	
	
	 
	Weighted with worst off  x 2 & others x 1: 1,060,000


The first code would produce more well-being if well-being is calculated strictly impartially: 1,010,000 > 980,000. But if our calculation of total good gives twice the weight to well-being of each of the worst off as it does to the well-being of each of the better off, then calculation comes out favoring the more equal distribution: 1,060,000 > 1,020,000.


Rule-consequentialism can indeed be formulated so as to give extra weight to the well-being of the worse off. Often such kinds of rule-consequentialism are called ‘distribution-sensitive rule-consequentialism’. Alternatively, rule-consequentialism can be formulated so as to insist on giving equal weight to each individual’s well-being, no matter how well off or badly off the person is. Rule-consequentialism of this second form is rule-utilitarianism.


Rule-utilitarianism has on its side that it so clearly is an impartial moral theory. But the choice between the codes outlined in the tables above seems to many people to suggest distribution-sensitive rule-consequentialism is more plausible than rule-utilitarianism. I think the matter is as yet unresolved.

Section 8: Old objections

One old objection to rule-consequentialism is that it could lead to disaster. The objection supposes that rule-consequentialism is very strict about no exceptions to rules. For example, the objection imagines that the theory tells one not to take others’ property without their permission no matter what.

But suppose the only way for you to get to the nuclear power plant in time to turn off the switch and prevent nuclear disaster is to take my car without my permission. Would rule-consequentialism forbid you to take my car in this situation? No, for one rule whose general internalization would be optimific is a rule telling us to break other rules when necessary to prevent disaster. Note that the injunction to break other rules when necessary to prevent disaster is not an invitation to break other rules whenever this would produce merely a little more good. (This is because, if the difference in the amount of good between two possible outcomes between which you are choosing is only slight, then either both outcomes must be disasters or neither outcome is.)

Turn now to another objection to rule-consequentialism. According to its critics, rule-consequentialism faces a dilemma: Either the theory is indistinct in that it collapses into extensional equivalence with act-consequentialism, or it is incoherent.

The objection that rule-consequentialism collapses into extensional equivalence with act-consequentialism has different versions.


One version claims that rule-consequentialism would endorse just one rule—‘maximize the good’.
 This objection assumes that, if each person successfully complies with a rule requiring each person to maximize good consequences, then good would be maximized. That good would be maximized under these conditions has been challenged. But whether or not everyone’s complying with the act-consequentialist principle would maximize good, we should consider the wider costs and benefits of rule internalization. Would good in fact be maximized by the internalization of a rule requiring everyone always to do what will maximize good? It would not. To internalize just the one act-consequentialist rule is to become disposed to try to comply with it. Here we have act-consequentialism made into the agent’s decision procedure. We’ve already seen why this is unlikely to be felicitous.

Another version of the collapse objection claims that, when some normally good rule calls for a sub-optimal action, rule-consequentialism must favour adding exception clauses to the rule so as to allow optimal action in these circumstances. And the same sort of reasoning will apply for all situations in which following some rule would not bring about the best consequences. Once all the exception clauses are added, rule-consequentialism requires the same actions as act-consequentialism.


This objection also won’t work against the kind of rule-consequentialism that ranks systems of rules in terms of the expected consequences of their internalization. Consider, for example, widespread awareness of a ready willingness to make exceptions to rules. This widespread awareness could undermine people’s ability to rely confidently on others to behave in agreed-upon ways. Furthermore, when comparing alternative rules, we must also consider the relative costs of teaching them. Clearly, the costs of teaching endlessly complicated and qualified rules to everyone would be too high. Once we admit that rule-consequentialism endorses rules that are limited in number and complexity, these rules would not be extensionally equivalent with act-consequentialism.

But critics of rule-consequentialism think this reply impales rule-consequentialism on the other horn of the dilemma. If the ultimate goal is the maximisation of good, i.e. if rules are really merely a means to an end, isn’t it incoherent to follow rules when one knows this won’t maximise good?


Many rule-consequentialists try to answer this objection by showing how acceptance of rule-consequentialism would actually produce better consequences than acceptance of act-consequentialism. People in a society of rule-consequentialists would be better able to rely on each other to keep promises, tell the truth, and so on.


Whether or not that reply to the incoherence objection works, there is another — and I think better — reply. Remember that the best argument for rule-consequentialism is not the consequentialist one, and so not one founded on an overarching commitment to maximise the good. As I see it, the best argument for rule-consequentialism is that it does a better job than its rivals of matching and tying together and providing an impartial justification for our moral intuitions.


Could one really be a rule-consequentialist without having maximising the good as one’s ultimate moral goal? Yes. Here’s how. Consider Sue, whose moral psychology is as follows:

• Her fundamental moral motivation is to do what is impartially defensible.

• She believes that acting on impartially justified rules is impartially defensible.

• She also believes that rule-consequentialism is on balance the best account of impartially justified rules.
Section 9: New objections

As old objections are overcome, new ones come into prominence. However, since these new objections are very much topics of current debate, I will merely try to indicate what they are, rather than try to address them.


One of these new objections is that rule-consequentialism turns out to be far more demanding than its defenders have appreciated.
 Another is that, even if rule-consequentialism’s implications are intuitively acceptable, its account of ultimate moral reasons is implausible.
 Another new objection is that that rule-consequentialism does not have a plausible story to tell about the situation in which new moral codes are taught. Rule-consequentialism, needs a coherent description of those who are supposed to do the teaching of new generations. How could the teachers have already internalized the ideal code themselves? If these teachers have not already internalized the ideal code, then there will be costs associated with the conflict between the ideal code and whatever they have already internalized.


Whether rule-consequentialism can survive these or other objections remains to be seen. The theory is resourceful. But its critics are penetrating and persistent.
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