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Among the goals of C.I. Lewis’s magisterial 1946 opus, An Analysis of Knowledge and Valuation, was ensuring the safety of formal logic from incursions by radical empiricists.  For Lewis, such security could not rely on rationalism; it had to be provided by a strictly scientific pragmatism.  With Vienna lurking on one side and the remains of British Hegelianism on the other, Lewis was forced to plot his course carefully.  Years earlier, he had taken his place among the tough-minded, arguing in “Experience and Meaning” (1934) that meaningfulness requires empirical criteria.  But in spite of his general accord with the Vienna Circle regarding the limits of what may be known, Lewis believed logical positivism had gone too far, not only with its support for verificationism, but in its treatment of the propositions he took to constitute logic and mathematics.[footnoteRef:1]  Lewis took the position that if necessary truths can both be known a priori and have comprehensible meanings distinguishable from other such truths, the explanation of analyticity would seem to be inconsistent with each of the following two standard empiricist approaches: [1:  Shortly thereafter he was chided by Schlick 1936 [1949] for being overly censorious regarding verificationism and too squeamish about positivism generally.] 


(i) Logical truths are inductive generalizations of factual information (even if taking their place among the most centrally-located and immune-to-criticism tenets of our belief “web”). 

(ii) Every logical truth is a tautology—an utterly meaningless expression that is useful only because of its form.  

Resolving tensions between necessity and factuality was (and remains) no easy task, and it can be said on Lewis’s behalf that there have been few attempts in the history of philosophy that compare favorably with the endeavor Lewis made in his Analysis.  A short paper cannot do justice to that undertaking, so I intend to restrict my discussion here to pointing out some of the methods Lewis employed to reach his results and commenting on a couple of apparent consequences of those methods.  It is important to remember, however, that the range of topics covered in Analysis—even in those sections devoted to explicating analyticity—is quite large, and many of them are handled with acuity and originality.  To give just one example, the “Modes of Meaning”[footnoteRef:2] (where one finds the basic semantic underpinnings of the work) utilizes a possible worlds heuristic that, prior to Lewis’s work, s had been mentioned mostly in connection with the philosophy of Leibniz.   [2:  The material first appeared as Lewis 1943.  A revised version became Chapter III of 1946.  Unless otherwise indicated, all page references here are to Analysis of Knowledge and Valuation.] 

The focus here will not be on modal logic or its correct interpretation, however.  Instead, I shall concentrate on another controversial novelty found in Analysis: the treatment of (both) predicates and propositions as (both) names and ascriptive terms.  I hope to show in this essay that this particular aspect of Lewis’s approach to meaning, while offering a picture of predicates and propositions that shares certain commonalities with that of several recent possible world sojourners,[footnoteRef:3] has important shortcomings, and, without alteration can provide only a shaky basis for logic—or for semiotics generally.  In particular, I will argue that taking all linguistic items and meaningful strings (including syncategoremata) to denote, comprehend, connote, and signify is ill-advised, and that relying on entities that are neither words, sentences, nor thoughts (tokens or types) to be ultimate ascription-makers and truth-bearers produces a metaphysical quandary.  I will argue, in fact, that Lewis’s approach leaves the issue of “the unity of the proposition”[footnoteRef:4] in a worse state than had either Wittgenstein’s Tractatus (1922) or Russell’s works between (and including) “On Denoting” (1905) and the Lectures on Logical Atomism (1918).   [3:  See, for example, Chalmers 2005 and Stalnaker 2003 and 2012.]  [4:  See, in particular, Gaskin, 2008 and Vallicella, 2010. ] 

As indicated above, Lewis was determined to explicate “meaning” in a manner that would leave room for a priori knowledge, but would be acceptable to empiricists.  He divided up that that single desideratum as follows: (pp. 37-38)

· Explicate and justify the traditional conception of analyticity.

· Arrive at a conception of ‘meaning’ via a more precise specification of connotation/intension, including the intension of propositions.

· Indicate the epistemological priority of various types of meaning, such as linguistic meaning and sense meaning. 
· Show that the principles of logic derive from intensional meanings involved in their statement.

· Demonstrate that there are no synthetic statements that may be known a priori. 

Lewis’s first step in accomplishing these objectives was the careful enumeration and definition of types (or “modes”) of meaning.  While various philosophers had distinguished between the members of these pairs: connotation/denotation (Mill, 1843); Sinn/Bedeutung (Frege, 1892a); and extension/intension (Carnap, 1947)—Lewis believed that, to secure the aprioricity of logic, a finer-grained analysis was required.  
He begins by defining term as “a linguistic expression which names or applies to a thing or things of some kind, actual or thought of” (p. 38)[footnoteRef:5] and then proceeds to distinguish four basic types of meaning that terms may be said to have.[footnoteRef:6] I reproduce his list (p. 39) here: [5:  It is important to distinguish this usage from that found in Russell’s Principles of Mathematics, 1903: §47 where “term” is used to apply to anything that is in any way, actual or not.  Clocks, dogs, facts, falsehoods, persons, sense-data, properties, numbers, unicorns, even impossible objects like round squares—anything that may be thought of—was considered a term by Russell at that time.  As Lewis’s four definitions indicate, he was not following Russell’s somewhat Meinongian idiom.  Lewis makes clear quite early in his book that his terms are expressions, items that may be used “in narrower or wider senses” (p. 9), have “definable meanings” (p. 24), have scopes (p. 25), etc.  There is no question that Lewis takes neither clocks nor facts to be terms.]  [6:  These four should not be considered to constitute an exhaustive list of Lewisian meaning types.  For example, he later adds analytic meaning (which he attempts to define in terms of these original four with the help of “elementary expressions” and “constituent intensions”) (pp. 82-95), and sense meaning (“a criterion in mind, by reference to which one is able to apply or refuse to apply the expression in question in the case of presented, or imagined, things or situations”). (p. 43) ] 


(1) The denotation[footnoteRef:7] of a term is the class of all actual things to which the term applies.  [7:  Lewis indicates (p. 39) that he has no objection to the use of “extension” in place of “denotation.”  Although “denotation” is sometimes used to refer to individual items in some class, Lewis uses it to refer to the class itself, taking terms that denote no object (having “zero denotation”) to nevertheless successfully denote the null class.  This distinguishes such terms from nonsense syllables, which don’t denote at all. (p. 40).  We may thus infer that on Lewis’s view classes are not objects, and referring to nothing isn’t the same thing as saying nothing.  ] 


(2) The comprehension of a term is the classification of all possible or consistently thinkable things to which the term would be correctly applicable. 

(3) The signification of a term is that property in things the presence of which indicates that the term correctly applies, and the absence of which indicates that it does not apply. 

(4) The intension of a term is to be identified with the conjunction of all other terms each of which must be applicable to anything to which the given term would be correctly applicable.

The first apparent oddity here is that it does not seem that any one of these allows for the designation of one or more individuals.  So, e.g., my cat is neither denoted, comprehended, nor signified by (and is not the intension of) either “cat” or “Dumbledore.”  He is, however, contained in each of the two classes which are the denotations of “cat” and “Dumbledore.”  We may therefore suppose that “named” or “designated” is taken to be shorthand for membership of that sort.  Something else that might strike one as strange here is that while Lewis has provided a definition of “denotation,” we do not find “connotation” on his list.  This is easily explained, though.  Lewis tells us that he uses “connotation” as a synonym for “intension.”  And while it may be customary to think of “connotation” as involving the properties that are implied by the connoting term, he prefers to use “signification” for that purpose.
	For Lewis, a term T signifies a property P[footnoteRef:8] just in case any item I comprehended by T must have P.[footnoteRef:9]  The comprehension of “the best guitarist in Massachusetts” would not include a person without musical skills in any possible world.  Thus, for any entity E and property P, it is only descriptions—the words—that make E essentially P.[footnoteRef:10]  Lewis notes that a term signifies every property entailed by (or “included in”) any other property it signifies.  It follows that—supposing there are disjunctive properties—we may understand some term T while understanding only a small number of the infinite quantity of properties that T signifies.[footnoteRef:11]   [8:  “Pness” would probably be preferable here, but for simplicity I use “P” in this paragraph to refer to both  the (saturated) property signified by T and as that which items comprehended by T are (rather than have).  Frege 1892b, Dummett 1973.  Use/mention considerations require me to add that in this paragraph (and this note) I  use “T” (without quotes) as the name of some word that comprehends (object) E and signifies Pness.]  [9:  Signified properties are thus nominal—rather than real—essences.  ]  [10:  In fact, Lewis says it is “meaningless to speak of the essence of a thing except relative to its being named by a particular term.” (p.41)  Again, that no non-animal is nameable by ‘cat’ “imposes no restriction on any actual or thinkable world,” and “no empirical state of affairs, whether actual or only thinkable, could dictate any relation of meanings, or forbid any....It is thus that analytic truth is a priori, incapable either of proof or disproof by any empirical fact or set of such observable facts.” (p. 94)  So much for “cutting up the world at its joints.” ]  [11:  This is part of Lewis’s explanation of how mathematics can be difficult in spite of containing only analytic propositions. (p. 96)] 

Lewis recognizes that we may want to refer specifically to the universal that is signified by some predicate.  He calls such referring terms as “roundness” abstract, and distinguishes them from concrete terms like “round,” although both “round” and “roundness” are said to name a character or property that is required for “round” to apply.  Every concrete term is said to have a cognate abstract term and vice versa, and we may say of things that are P that they are “instances of” Pness.  So abstract terms like “roundness” signify as well as denote, since roundness itself is said to be a property that anything correctly denoted by “redness” must have: “When roundness is presented, both ‘round’ and ‘roundness’ apply correctly: the difference is that ‘round’ applies to the individual object characterized by roundness, whereas ‘roundness’ names this property itself and has no other application.” (p. 42)  
As roundness is not itself round, it may seem that using “presented” in a manner that allows one to ignore the ambiguity between the “is” of identity and the “is” of predication—a conflation that played so important a role among British Hegelians like F.H. Bradley—might put one on a precarious path.  But Lewis is aware of the pitfalls here, noting that “red” may appear as a predicate on some occasions and as a grammatical subject on others.  Since Lewis seems relatively unconcerned about “redness” being used both to signify and to denote the same item, it is a little surprising that when he turns to connotation/intension, he warns that discussions of that topic have traditionally suffered from an arguably similar defect—that of ignoring the difference between a term connoting a property and a term connoting other terms.  “Man,” he cautions, cannot connote both the property animality and the term “animal”: we must choose.  As Lewis has proposed ‘signification’ for what has traditionally been called “connotation of properties,” he restricts his use of “connotation” to intra-linguistic referrals.  Thus, he tells us, it is the term “animal” that is included in the connotation or intension of the term “man,” though animality may be signified by “man.” (p. 43)  
When we reach Lewis’s discussion of singular terms and their connotations, we will find little that those with Kripkean intuitions[footnoteRef:12] regarding de re necessity will find congenial.  Lewis notes that there is nothing in the connotation of “the commander in chief of the Continental Army” to prevent the phrase from referring to the same man as “the first President of the United States” or from debarring any number of individuals comprehended by it from not denoting a U.S. President.  But there is no inkling of any view according to which the particular man who happens to satisfy one of those two sets of criteria in the actual world can (or must) be identical to a particular individual who perhaps does not happen to satisfy either set in some other possible world.  Obviously, Lewis ought not to be faulted for failing to consider the possibility of a direct causal or ‘baptismal’ relation between names and their referents, or for not anticipating what such relations might imply for “real essences”[footnoteRef:13] via “rigid designation,”[footnoteRef:14] for the upheavals in that area of linguistic philosophy began a couple of decades after Analysis came out.  What is a bit surprising, however, is that Lewis’s discussion is restricted to definite descriptions and contains no mention of proper names, in spite of the fact that Mill (1843) had held names to do no more than designate their referents (without use of anything like Lewisian signification).  Given Lewis’s taxonomy, it is unclear what sort of connotation, if any, should be associated with a term that denotes a single item without attributing any properties whatever.[footnoteRef:15] [12:  See, e.g., Barcan Marcus, 1961; Donellan, 1966; Plantinga, 1969; Kripke, 1970 [1980] and Putnam 1973.]  [13:  E.g., Putnam 1975 and Rosenkrantz 1993.]  [14:  Kripke 1970 [1980].]  [15:  Assuming such properties are not haecceities.  See Rosenkrantz, 1993.] 

So far, Lewis’s analysis of meaning might seem relatively conventional for his time, and so, perhaps, it would be if he had restricted his theory to singular terms and predicates.  But he gives almost exactly parallel descriptions of how and what propositions mean.  They, too, are treated as terms; and like names and predicates are said to denote, comprehend, signify, and connote.[footnoteRef:16]   Lewis takes all true propositions to denote the entire universe and all false ones to denote nothing whatever.  According to this picture, just as predicates ascribe properties to particulars, propositions attribute states of affairs to the world as a whole.[footnoteRef:17]  Similarly, a proposition P is said to comprehend every possible world in which P is true.  Thus, all true propositions have the same denotation, and all necessary propositions have the same comprehension.  Likewise, false propositions all share the same denotation, and all contradictions have the same comprehension.   [16:  Propositional functions are given analogous treatment.]  [17:  If this seems strange, it may help to think of every expression that-P as saying that the world is such that P.] 

Propositions are said to signify, rather than denote, states of affairs, just as property terms are said to signify, rather than denote, properties.  And just as descriptive words can be taken in either a concrete (“red”) or abstract (“redness”) sense, propositions may be taken as predicables (“that Joe is crying”) or as naming the states of affairs they are predicating of the world (“Joe’s crying”).  Finally, the intension or connotation of a proposition is taken to be comprised of whatever propositions are entailed by it—just as the intension of a predicate is constituted by whatever properties are entailed or included in that term.  As everything follows from a contradiction, contradictory propositions are said to have universal intension as well as zero comprehension.  Similarly, every necessary truth has zero intension, because everything that is entailed by a necessary proposition must itself be necessarily true: such propositions do not “impose any restriction or limitation on the actual which could conceivably be absent.” (p. 57)
That this is an interesting, even architecturally elegant (if in the manner of a gothic mansion) approach to the treatment of the meaning of assertions seems to me indisputable, but….is it plausible?  A couple of objections may quickly come to mind. First there is the peculiarity of claiming that, unlike most pairs of unrelated predicates (which can generally be expected to have different denotations from each other), every pair of true sentences has the same denotation, just as every pair of false ones does.[footnoteRef:18]  This is connected to the natural question of why propositions are said always to predicate something of the entire world and never of an identified particular (as, for example “Mary is ugly” certainly seems to; see Strawson, 1949).  And, of course, there are bound to be concerns about the ontological bloat likely to be connected with having so many types of meaning floating about.  As indicated above, however, I propose to focus on a couple of questions only: (1) Has Lewis made any sort of plausible case here for supposing the intermediation of propositions between assertions and states of affairs?  (2) Whatever it is that may be referred to by indicative sentences: states of affairs, facts, satisfaction conditions, etc.—does it make sense treat them as nameable objects?   I will take these up in turn. [18:  E.W. Hall 1952: 32 makes this complaint.  The view that propositions must denote one of the two truth-values may not seem strange to those familiar with the writings of Frege 1892b [1952], Carnap, 1947 or Davidson, 1967 on the subject. Lewis deals later in the book with the question of how all necessary truths manage not to mean the same thing if no mode of meaning distinguishes any one of them from any other.  ] 

Leaving aside niceties regarding types, tokens, symbols, signs, and the like, when we attribute redness to a ball by calling it red, we utilize some linguistic item—call it “a predicate,” “a term” or even “a word”—for this purpose.  It may not seem at first that anyone would think there is a need here for some intermediary entity to accomplish our attribution.  “Red” in English may mean what “rot” does in German, but it nevertheless seems that we need nothing but the words and (at least for those countenancing properties) the property—or, at any rate, whatever is named, meant, conveyed, expressed, designated or what you will by the English or German term.  However, Lewis tells us that, strictly speaking, the symbol “cat” ought not to be thought of as an expression naming feline animals, because “cat” might also refer to a type of whip used for punishment.  And he concludes that something else, something more particular, must do the actual referring or ascribing that specifies the type of “cat” meant, and is also able to unify such disparate words as “rot” and “red.”  He calls this entity an “expression” and says it is a “correlative abstraction.” (p. 74)  It is natural to suspect here, that a better way of looking at this might have been for Lewis simply to acknowledge that linguistic rules are needed to connect particular word-types to particular things and include such rules among the identity criteria for word types.[footnoteRef:19]  It is at any rate odd to think of anything like a designation rule (or a rule of use, generally) as itself being a referring term.[footnoteRef:20]  When we turn to the meanings of sentences, Lewis makes similar arguments for claiming that entities other than words and usage rules are needed to get to the fact or state of affairs to which we wish to draw attention by an utterance or written sentence.  These latter are said to assert or otherwise express facts only derivatively—by asserting or otherwise expressing particular propositions.   [19:  And we might then suggest looking to “the use” to discover the nature of these rules.  Such a move would seem particularly desirable given Lewis’s contention that even syncategorematic terms like “an” and “the” denote, signify and all the rest.  I believe that Lewis’s insistence that every meaningful word exhibits all four of his modes stems largely from his resistance to the idea that terms can get any part of their meanings from their surroundings.  He doesn’t deny that the meaning of a proposition P is partly a function of syntax—the way the terms are arranged in P, but insists that the meaning of no term within P can change as a result of rearrangement.  This insistence may have stemmed from concerns about holism and its consequences for analyticity.  As nothing external to a term can alter its meaning, term-versions must multiply to do this work.  As we shall see, a comparable move is made with propositions.]  [20:  It is interesting to note that Lewis utilizes a version of the “Chinese Room” argument (decades before Searle, 1980 and utilizing Arabic rather than Chinese) to show that a purely syntactical notion of intensional meaning cannot work. (p. 132)  ] 

That propositions—assuming they are needed at all—should be considered names may well be questioned, and that matter will be discussed below.  But our prior question is whether it is really necessary for words like “red” or statements like “Joe is crying” to utilize an intervening entity to “get to” a property, a set of satisfaction conditions, a state of affairs, a world or a truth value.  Lewis seems to take the existence of the intension of a predicate or a proposition—the “criterion in mind by which it is determined whether the term in question applies or fails to apply in any particular instance” (p. 43) as preventing “direct” reference by such terms.[footnoteRef:21]  Lewis tells us that [21:  The requirement that reference be mediated by “sense meanings” seems to constitute a disavowal of anything like direct Russellian acquaintance, whether conceived as some sort of knowledge of the intrinsic nature of an item (Sellars, 1974) or as a type of primitive presentation that is entirely negative with respect to discursive knowledge (Clark, 1974).] 

A proposition is a term capable of signifying a state of affairs.  To define a proposition as an expression which is true or false, is correct enough but inauspicious, because it easily leads to identification of the proposition with the statement or assertion of it; whereas the element of assertion in a statement is extraneous to the proposition asserted.  The proposition is something assertable; the content of the assertion; and this same content, signifying the same state of affairs, can also be questioned, denied or merely supposed, and can be entertained in other moods as well….The common content…would be expressible in the manner of indirect discourse [e.g., that Mary is making pies (now)’] or by a participial phrase [e.g., ‘Mary making pies (now)’]…signifies the state of affairs which they all concern. (pp. 48-49)

When considering this matter it is useful, I think, to turn to an analogous issue in the philosophy of perception, for the objectification of propositions in the context of expression is roughly parallel to the objectification of sense-data in perceptual ones.  I believe that both claims of intermediation rely on the conversion of (undisputed) causal factors involved in cognitive processing into either the contents or objects of such processes.  I have argued elsewhere[footnoteRef:22] that disjunctivism as well as more latitudinarian forms of direct realism involve recognizing that in the perception of some physical object O by S at t, there need be no separate (i.e., neither O nor any part of O) item E such that E would itself have to be perceived or otherwise apprehended by S at t.  We may, I think, similarly suggest that where a sentence or predicate O is understood by S at t, there need be no separate (i.e., neither a part or translation of O or any of its parts nor  O’s structure or “logical form”) item E such that that E would itself have to be understood or otherwise apprehended by S at t.[footnoteRef:23]  [22:  Horn, 2013a.]  [23:  The latter principle might actually be put more strictly (i.e., “there are no...”) than the former (“there need be no...), because while mirror images and the like do seem to satisfy intermediation requirements and so seem fatal to thorough-going disjunctivism with its strict denial of “common factors,” there may be nothing analogous to such images that can apply in the understanding of words.] 

There may (indeed must) be causal mediation between predicates or sentences and what they refer to, as much of what Lewis says regarding “sense meanings” makes clear.  The important point here is that, just as in the case of perception, we should be wary of the insistence upon entities, whether deemed “common contents” or objects, that are claimed to unite two separate acts of understanding the same linguistic entity (or those said to be synonymous).  In my view, we do not perceive sense-data or apprehend propositions: we see doors and refer to states of affairs (what might be called “putative facts”).  And we must not allow the undisputed fact that there are all manner of intermediating causal processes between doors and the perceiving of them and between sentences and the understanding of them to lead us astray.  Verbal expressions may assert, question, deny…generally MEAN…this or that without either expressing or referring to anything that is not the exemplification of qualities or relations by particulars—a way the world may or may not be.  No doubt these not particularly original[footnoteRef:24] claims have generated objections of their own, and certainly require many details that cannot be provided here, but we can at least say their favor that they have the obvious benefit of comporting with the Russell/Moore intuition[footnoteRef:25] that if there were no errors, there would be no falsehoods in the universe.  We should be concerned, at any rate, that Lewis has not only transformed linguistic rules into referring entities, but  has reified understanding an expression into something that an ordered batch of words means.  [24:  See for example Moore, 1953; Hall, 1952. Balaguer, 1998, and Yablo, 2001.]  [25:  Russell 1918 [1956]; Moore,1953. ] 

As I have suggested that Lewis might have tried to do without propositions, it may be asked why we should not go further and simply deny that sentences refer at all.  It’s a reasonable question: hovering near inquiries regarding whether there are any items that must be around to perform some function that is apparently being fulfilled, there generally lurk questions regarding whether we have been confused about the  entire operation.  David Lewis, 1980 has doubted whether there could really be a single type of entity that could perform all the functions thought to be carried out by propositions.  That concern seems to me legitimate.  Whatever sentences or utterances have been thought to accomplish, some species of proposition—or some new power of the single species—is dragged out to be given the credit for completing the task.  Would we just be better off supposing that the entire hunt has been a misadventure?  In the instant case, would it make more sense to deny that anything is expressed by sentences at all than to continue to fret about whether they are this and not that or that and not this?  How did we get to such a juncture in the first place?
For its part, “Modes of Meaning” puts us on the road to propositional reference when it takes the step of making assertive expressions terms: 
It will be sufficient to assure the fact that expressions such as 'that Mary is making pies' are really terms if we observe that they can stand as subject in sentences or as predicate. E.g., "That Mary is making pies is what I doubt"; "That Mary is making pies calls for three cheers"; "The gratifying fact is that Mary is making pies"; "We believe that Mary is making pies." Also, with some violence to customary idiom, the participial phrase, 'Mary making pies (now)' is always substitutable for this other manner of indicating a state of affairs: e.g., "The gratifying fact is Mary making pies now"; "Mary now making pies is what I doubt"….[footnoteRef:26] [26:  Pp. 50-51.  We see again here Lewis’s apparent indifference to whether “is” is functioning as part of a predicate or is being used to identify two items.  None of those examples really seems to support the claim that either “Mary is making pies” or “Mary’s making pies” can function as a predicate.  I put the best face on that claim that I could manage when I supported Lewis’s claim with locutions of the type “The world is such that p.” (where ‘p’ stands for a sentence).] 


It will be remembered that for Lewis terms are linguistic (quasi-linguistic) items that name or apply to anything that can be thought of.  We are now presented with the question of whether some bunch of words (or more abstract linguistic items) is or is not a term.  The test Lewis proposes is syntactic.  Whether or not some phrase “can stand as subject in sentences or as predicate” provides a purely syntactic criterion for whether or not some item or string of items is a term.  But consider  the sentence “Failure to talk about Jim turned out to be a mistake.”  “Failure to talk about Jim” obviously stands as a subject term, but why should we believe that anything of ontological significance follows from that?
An engaging paper on the nature of facts, Romane Clark, 1966, sets forth a useful taxonomy of what one might take to follow—or not follow—from claims about whether X or Y is a term in Lewis’s sense.  In particular, Clark says that a number of famous precedents are available on what is entailed by claims regarding the reference (“naming or applying”) of sentences, propositions or other terms:

· Only what can be named or is the legitimate object of singular reference ought to be said to exist, and no fact is actually nameable. (The Strawson Line)[footnoteRef:27] [27:  Strawson, 1949.] 


· Only what can be named or is the legitimate object of singular reference ought to be said to exist, and facts really are nameable. (The Austin Line)[footnoteRef:28] [28:  Austin, 1950.  The notion that the “canon of nameables” (Clark 1966)—the claim that whatever exists can be named—appealed to both Austin and Strawson is unsurprising.  It is a common-sense, Oxonian allegation, at any rate.  One can almost hear either of them bark, “Well, why in heavens can’t I name it, if it exists?!  I’ll name any fact you like right now!  Indeed, I hereby name ‘Alice’ the first fact you think of after I conclude this remark.”  Of course if either of them were to make such a boast, he would not be using “name” as Russell did.  Russellian names are not the names of ordinary language, but indicate a particular type of pure and simple designation that he claimed to be the necessary foundation of all understanding. Sellars, 1974.] 


· It is not the case that only what can be named or is the legitimate object of singular reference ought to be said to exist.  Facts cannot be named, but they are legitimately referred to when we assert them and so may be said to exist.  (The Hall Line)[footnoteRef:29] [29:  Hall, 1952.] 


· It is not the case that only what can be named or is the legitimate object of singular reference ought to be said to exist.  Facts not only may not be named, they cannot legitimately be referred to any other way, since assertions refer to truth-values, not facts.  (The Frege Line)[footnoteRef:30] [30:  Frege, 1892b [1952].] 


· As every linguistic form is subject to paraphrase, nothing follows from the use either of a singular term or a predicate.  We are committed to all and only what we say there is. (The Quine line)[footnoteRef:31] [31:  Quine 1948 [1953]; 1966 [1967].  I have argued 2012b that Quine’s test for commitment shifted in the 18 years between “On What There Is” and “Existence and Quantification.”  ] 


What is the basis for these various stories about connections between language and reality?  Consider this claim: 

Where there is a legitimate name, there must be an existing referent.[footnoteRef:32]. [32:  Note that this does not assert that only such items as can be named exist.] 


This principle was pressed by Wittgenstein, 1921, who gave a Leibnizian argument in the Tractatus to the effect that there could be no understanding unless we eventually reach meaning “atoms,” and, even earlier, by Russell, who not only made the same sort of foundationalist argument, but also provided a phenomenological (or at least psychological) basis for the claim in his various accounts of acquaintance with “presentations.”[footnoteRef:33]   [33:  E.g., Russell, 1913, 1918 [1956].  See also Sellars, 1974.] 

However, the same men denied that assertions can be names.  Wittgenstein provided a famous statement of this rule in the Tractatus,[footnoteRef:34] and eventually convinced Russell that the format term—copula—term is a faulty picture of the structure of facts.[footnoteRef:35]  Furthermore, since names—as construed in (1)—can only be meaningful if they have referents, if assertions name states of affairs, either false assertions must be meaningless or there must be false facts, and each of those results seems absurd. (Moore, 1953: 306-309; Hall, 1952: 24)  Russell summed up this position in his Lectures on Logical Atomism when he said that [34:  3.1432:  “Not: ‘The complex sign aRb says that a stands in relation R to b’ but rather: That ‘a’ stands in a certain relation to ‘b’ says that aRb.”]  [35:  Frege 1892b [1952] may have provided part of the impetus here.  If the concept horse is not a concept, surely the assertion that Trigger was a horse cannot be any sort of compilation or concatenation of Trigger and (the concept) horse.  Hence the “no copula” theory was born. For good discussions of this, see Dummett, 1973 and Clark, 1974.] 

You can apparently name facts, but I do not think you can really: you would always find that if you set out the whole thing fully, it was not so.  Suppose you say ‘The death of Socrates.’ You might say that is the name for the fact that Socrates died.  But it obviously is not.  You can see that the moment you take account of truth and falsehood.  Supposing he had not died, the phrase would still be just as significant although there could not be then anything you could name.” (p. 189)

Of course, the task at hand is to elucidate Lewis’s views on these subjects, and I may seem to have wandered off the trail.  But I believe the forgoing discussion is useful in determining what we might call The Lewis Line.  We should remember that Lewis was, first and foremost, a pragmatist.  Early in Analysis he writes, 
[I]f I act so and so, then the subsequent experience will include this or that (specified) eventuality.  When in the given circumstances the mode of action in question is adopted, and the expected eventuality actually follow, the pragmatic signification of the perceptual apprehension is verified, and the object, or character of the object, which it mediates is found to exist or to be real.... (p. 16)

I believe this sentiment suggests a dismissal of a directly referential linguistic idealism of the sort pushed by Wittgenstein in the Tractatus and by Russell around the time of the Lectures on Logical Atomism.  Since, for Lewis, what is real depends on what works, we should think of him as a pragmatic progenitor of The Quine Line—in spite of the teacher’s lack of sympathy for the holism of his student.  
But this is an answer regarding how Lewis might be expected to look at such issues generally; what shall we say regarding the specific question of whether he committed himself to the states of affairs he claims to be named by the terms of such sentences as “Joe’s crying upset Mary”?  And if they do exist, what are they like?  There is a discussion in “Modes” that I think provides an important clue.  Lewis tells us that we may glean from the fact that names of states of affairs are abstract terms,[footnoteRef:36] that the named items are themselves skeletal abstractions—not concrete “slabs” or “chunks” of reality.  One state of affairs may entail or include another, but we cannot—as the Hegelian might wish—infer everything about the world from a single fact:[footnoteRef:37]  [36:  As the sentence “Mary is baking now” doesn’t look much like a classical abstract term like “redness” or “singularity” I’m not sure how we know that the former is abstract other than that we have been told this by Lewis, but I won’t press that issue here.  ]  [37:  The issue of how some “objects” could be “incomplete” (or indeterminate with respect to every property—in spite of the Law of Excluded Middle) was also a central issue for Meinong.  See Findlay, 1963: 150-184.] 

The epistemological and metaphysical consequences which absolute idealism draws from the doctrine of internal relations rest on nothing more impressive than (1) the infinite specificity, logically, of any individual object...and (2) the ambiguity of the verb 'to know'; which may refer to, as its object, an individual thing or may refer to an apprehended fact. An individual object is a space-time slab; and is something which we can no more know, in all its infinite specificity, than we can similarly know the whole of reality which is required by the Law of the Excluded Middle What we know in the sense of apprehending as fact...is merely some limited state of affairs, which exhausts neither reality nor the object to which cognition is addressed, but comprises only those factualities about the object which our knowledge of it would enable us to state.  (p. 55) 

If this seems right with respect to apprehending that Mary is baking pies (or seeing that the door is green) it may nevertheless not ring true for the apprehension of Mary’s baking pies (or the seeing of the green door).  For if we have named the event, how can it consist only of abstracted residue?  Perhaps there’s much more to what we’ve named than we realize and we ought not to be sure that we are apprehending all of it.  What one might call “slabification” seems to be the unavoidable result of the insistence that states of affairs may be named.  Russell was sometimes receptive (e.g. 1913) to the idea that sense-data could just be parts of physical objects.  That’s because there’s a sense in which once we have afforded something a name, we lose control over it.  If the space-time slab of Mary’s day of baking either does or does not include Mary’s burning her fingers or wishing she were dead, this seems also to be true of “Mary’s day of baking” if the latter is really a name.  That we don’t know whether this sub-event is included is not dispositive.  
Let me conclude by noting that, traditionally, the problem of the unity of propositions has concerned such matters as how items  like Mary, baking and pies are related when Mary bakes pies.  Bradley’s famous regress, said to result from the claim that what concatenates relations with their relata must themselves be nameable, seems to have concerned both Wittgenstein and Russell.  The good news from Lewis’s quarter is that although he held that “Mary” “bakes” and “pies” are all names, he did not make the mistake of saying that the three items named are ordered by something else we may name.  He said explicitly that the syntax of an expression is “no mentioned constituent,” but rather is “conveyed by the order of explicit constituents.” (p. 83).  
But there is bad news here too.  Wittgenstein, 1921 had warned not only that logical form may not be named, but also that items exhibiting such form may not be. (3.1444)  Why not?  If the assertion of a proposition containing a relation requires terms not only for objects but for every relation connecting any term therein, a Bradleyan regress may be generated without making the syntax a “named constituent”: all that is required is that facts be themselves nameable.  Take “A is bigger than B.”  If there is a genuine relation-name in that sentence, it is itself related to the names of the related objects (in this case by being between those two names).[footnoteRef:38]  As the sense of “A is bigger than B” is different from that of “B is bigger than A,” a list consisting only of the apparently named items must be insufficient to determine the sense: the order or direction of the elements is also required.  But if we agree with Lewis that there are no names for the orderings that expressed propositions exhibit (because such structure may only be conveyed by expression, not named), a proposition consisting of the terms A, B, and Bigger than cannot pick out the state of affairs that is said to be expressed by “A is Bigger than B.”  And no augmentation of the list can rectify this deficiency. In our example, Direction/Order  could be added to A, B, and Bigger than.  Obviously, however, any such additionally listed item would itself need to be placed correctly.  Completeness sufficient to determine a unique sense thus seems to be unattainable through such additions, because what is actually expressed can’t be captured in a listing of elements, no matter how big.  According to Copi 1958, the Tractatus (4.22) sought to avoid this problem by eliminating all words for relations from any “adequate notation.”[footnoteRef:39]  I don’t myself agree that so radical a move as that is actually required to save propositional/sentential meaning.  Lewis’s recognition that structure cannot be a constituent of propositions would be enough to stop the regress—but only if states of affairs cannot be named and may be referred to only via assertion, denial, questioning, optation, etc. [38:  See Russell, 1927: 263-264 and Copi, 1958: 159.  ]  [39:  I hasten to remark that Gaskin 1995 has insisted that even this trick is insufficient.  ] 

As a wise man once suggested, the world is not entirely bereft of that which is the case.  If, as the young Russell and Wittgenstein believed, meaning ultimately rests upon a kind of naming that involves the strict determination of referents, then anything that exhibits a structure (i.e., is such that its logical form may be inferred from its expression) is essentially unnameable.  From this it follows that at least some of the world—that which is the case—cannot be named.  If that claim seems altogether too metaphysical, it might be put by a poetical grammarian this way: there are regions of meaning where mode can neither ignore nor incorporate mood.
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