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5.1  Introduction

Scientific modelling can have many purposes. Generating modal knowledge 
and justifying modal claims are two such purposes. Such claims may con-
cern, for instance, what is physically, biologically, and so on, conceivable, or 
they may concern possible explanations. In this chapter, I will focus on the 
relation between scientific modelling and objective or de re modal features 
of systems. More precisely, I will discuss how scientific modelling gives us 
knowledge about possible states of systems and about the ways in which 
the behaviour of target systems is constrained. I will argue that the concept 
of invariance is particularly helpful for exploring this relationship. After 
some stage setting (section 5.1), I will discuss the concept of invariance (of 
laws) and will argue that such invariances are typically empirically acces-
sible (section 5.2). In section 5.3, I will argue that (some) modal features of 
the behaviour of systems can be understood in terms of invariance relations. 
Section 5.4 then concludes by discussing the connections between empiri-
cally accessible modal features of the behaviour of systems and some aspects 
of our modelling practices such as abstractions and idealizations.

5.2  Stage Setting: Models and Laws1

5.2.1 Models

In order to situate the following discussion, it will be useful to introduce 
some of the distinctions that have been discussed in recent literature on sci-
entific modelling. Michael Weisberg stresses the flexibility of modelling by 
pointing to the variety of possible targets. Modelling can be used to study 
specific systems, for example, a specific fishery in the Adriatic Sea, clusters of 
targets, a generalized target (predator-prey-populations), or hypothetical tar-
gets such as species with more than two sexes. There is also targetless mod-
elling when the features of models are studied without considering whether 
the model in question represents a target system (Weisberg 2013, chapters 5 
and 7). In what follows, I will focus on models of generalized targets such 
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104 Modeling the Possible

as harmonic oscillators, free-falling stones, or economies. (This chapter will 
thus be complementary to Michaela Massimi’s paper (2019) on “Two kinds 
of exploratory models,” which focuses on hypothetical models and targetless 
fictional models and their relation to modal knowledge.)

Another useful distinction has been introduced in a paper by Reutlinger, 
Hangleiter, and Hartmann (2018). Models are either embedded in empiri-
cally well-confirmed theories or they stand on their own and are thus au-
tonomous. Quantum Mechanics and Newtonian mechanics are examples of 
theories within which models are embedded. Paradigm cases of embedded 
models are the harmonic oscillator, models of the hydrogen atom, and so 
on—the kind of models that Cartwright studied in How the Laws of Physics 
Lie (1983). These models typically serve the function of subsuming phenom-
ena under abstract dynamic laws such as the Schrödinger equation. Autono-
mous models, by contrast, stand on their own. Well-known examples are 
Schelling’s model of segregation and the Lotka-Volterra model. The focus of 
this chapter will be on embedded models, that is, how are models embedded 
in theories or laws?

5.2.2 Law Statements

With respect to laws of nature, their content (i.e., what the law statements 
state) can be distinguished from their nomic status. The latter will be dis-
cussed in section 5.3. Here I will focus on the content of law statements. Law 
statements (or theories) are not simply mathematical equations. Even if we 
know that in the equation s = 1/2gt2 s stands for a path and t for a time, the 
equation cannot be taken to be Galileo’s law of free fall. For instance, nobody 
takes Galileo’s law to be disconfirmed by spheres rolling on a plane. Galileo’s 
law is not simply a mathematical equation but the claim that the behaviour 
of a certain class of systems can be represented by the above equation:

Free-falling bodies behave according to the equation s = ½ gt2.

It is essential for Galileo’s law that it refers to free-falling bodies. They are 
the generalized target systems of the equation. For the purposes of this paper, 
I take the general form of a law statement to be the following:

(L) All physical systems of a certain kind K behave according to Σ

Σ is what I call the “law-predicate,” which includes the mathematical 
equations that are meant to characterize the behaviour of the systems. (L) is 
ultimately of the time-honoured form “All Fs are Gs,” but the latter hides all 
the interesting complexity in Σ that will be relevant for discussing the modal 
aspects of laws, models, and systems.

How are models and law statements related? Even though models have a 
plurality of possible functions (see Gelfert 2016 for an overview) within (L) 
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Invariance, Modality, and Modelling 105

models serve the function of representing a (generalized) target system. An 
example is the statement:

(H) All hydrogen atoms behave according to the Schrödinger equation with 
the Coulomb potential.

The hydrogen atoms are the generalized target systems. The Schrödinger 
equation with the Coulomb potential is meant to represent the behaviour 
of the system in question. The hydrogen atoms are modelled by the Cou-
lomb potential. Modelling assumptions, for instance, idealizations and ab-
stractions, are typically introduced when it comes to specifying the Hamilton 
operator. For instance, picking the Coulomb potential implies that certain 
variables are relevant while others are left out as irrelevant.

5.2.3 Internal and External Generalizations

Given the above characterization of law statements, we can draw a distinction 
between different kinds of generalizations that will play a role in what follows.

Law statements typically involve at least two different kinds of generali-
zations (see Scheibe 1991). A system-external generalization quantifies over 
systems. System-external generalizations explicitly occur in (L): “all systems of 
a certain kind K.” System-internal generalizations, by contrast, are not explic-
itly mentioned in (L), but they are assumed. They quantify over the values of 
the variables that occur in the law equations. To illustrate this distinction: in 
Galileo’s law (Free-falling bodies behave according to the equation s = ½ gt2), 
we can distinguish (1) a generalization that quantifies over systems—the equa-
tion is said to pertain to all systems of a certain kind K, namely to free-falling 
bodies. This is a system-external generalization: (2) generalizations that quan-
tify over the values of the variables in the mathematical equation in Σ, in this 
case, s and t. The equation is meant to hold for all values of, say, the variable t 
(within a certain range). This is a system internal generalization.

It will turn out that many interesting aspects of the modality of laws are 
connected to internal generalizations.

Working with embedded models is an important aspect of scientific prac-
tice (at least in physics), and the question of how modelling practices in this 
context are related to modal features of the behaviour of the target systems is 
the issue I will address in the remainder of this chapter.

5.3  Invariance

5.3.1 Different Kinds of Invariance

In what follows, the notion of invariance will serve to link modelling assump-
tions such as idealizations and abstractions on the one hand and (objective) 
modal features of systems on the other. But what is an invariance? The basic 
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106 Modeling the Possible

idea is that something remains the same while certain changes or transforma-
tions do or could take place. Invariance is a modal notion, so in arguing that 
modal features of systems are to be understood in terms of invariances I am 
not engaged in the project of explaining modal notions away.

In the philosophical literature, invariance has been linked to notions such 
as truth and objectivity. The fact that in the special theory of relativity, the 
space-time-interval (as opposed to the spatial interval) is invariant under Lor-
entz transformations has been taken to show that this is an objective non-
relative feature of the world (see, e.g., Nozick 2001). These implications of 
(some kinds of) invariance will not be the focus of this chapter. I will instead 
distinguish various kinds of invariances and explore their role in scientific 
practice.

Wigner, in a famous paper on invariance, observed:

The world is very complicated and it is clearly impossible for the hu-
man mind to understand it completely. Man has therefore devised an 
artifice which permits the complicated nature of the world to be blamed 
on something which is called accidental and thus permits him to ab-
stract a domain in which simple laws can be found. The complications 
are called initial conditions; the domain of regularities, laws of nature.

(Wigner 1949, 521)

So, according to Wigner, the very notion of a law presupposes a distinction 
of something that changes (according to the law) on the one hand and the 
law(-equation) itself, which remains invariant, on the other.

Let us illustrate this notion of invariance with Newton’s second law:

(N2): All bodies behave according to the equations F = ma.

Despite changes in initial conditions, that is, in the values of the force F, 
(N2) and thus in particular the law equation remains the same for all values 
of these initial conditions. The law and thus the internal generalization (as 
well as the external generalization) remain invariant.

Another example is Galileo’s law:

Free-falling bodies behave according to the equation s = ½ gt2.

Despite changes in initial conditions (e.g., the values of s), Galileo’s law 
and thus in particular the law equation remain the same. In this case, how-
ever, the law equation is invariant only for small s compared to the diameter 
of the earth. Invariance, in this case, is domain-restricted, that is, not univer-
sal as in the case of Newton’s second law. Furthermore, the domain restric-
tion may depend on pragmatic considerations, for example, on the question 
with which precision we need to know s. The more precise we want to be, the 
more the domain of invariance will be restricted.
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Invariance, Modality, and Modelling 107

This provides us with a first kind of invariance:

Invariance of the law equation with respect to the initial conditions: 
The law equation holds independently of the values (within a certain 
domain) of the initial conditions.

(see Woodward 2018, section 3 for discussion)

What is characteristic of the first kind of invariance of laws is that the 
quantities or variables that change are characterized in terms of variables 
which are explicitly mentioned in the law predicate. There are, however, also 
changes with respect to quantities or features of reality that are not explicitly 
mentioned in the law equation. This leads to a second kind of invariance:

Invariance of the law equation with respect to features of the target 
system that are not explicitly mentioned in the law equation:

i same-level properties, for example, colour, shape, and mass in the case 
of free-falling bodies.

ii lower-level or constitutional properties, for example, the molecular 
structure of the gases in the case of the ideal gas law.

Closely related is a third kind of invariance:

Invariance of the law equation with respect to changes (not of the target 
system but) in the behaviour of other systems.

Newton’s laws of motion and his law of gravity hold for the solar system 
whether or not other systems in the universe undergo changes. Another 
example is the ideal gas law. Its equation holds whether or not I am on 
time when I go to the dentist or whether or not a particular tree loses its 
leaves in New Mexico. Of course, the initial or boundary conditions of the 
system under consideration will change in the case of the solar system due 
to changes of other systems in the universe, but the law equations remain 
the same.

To sum up, the various types of invariance we have discussed so far (the 
list I presented is not exhaustive) differ with respect to the kind of changes 
that are envisaged.

The law equation of the particular system under investigation may remain 
invariant under changes with respect to:

• the initial conditions (first kind of invariance),
• features of the target system that are not explicitly mentioned in the law 

equation (second kind of invariance),
• the behaviour of systems elsewhere in the universe (third kind of 

invariance).
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108 Modeling the Possible

Let me briefly flag that there is one kind of invariance that, despite its 
prominence in the philosophy of physics literature, will not play an impor-
tant role in what follows (for reasons to be indicated later).

Given the first kind of invariance, the law equation remains the same un-
der changes of initial conditions. In general, however, the solutions of these 
law equations will change if the initial conditions change. Given Newton’s 
second law, if a different force is applied, the law equation will remain the 
same; the solution of the equation will, however, in general, be different.

Changes in initial conditions that not only leave the law equations un-
changed but also the solution of these equations lead to what might be called 
“transformational invariance”:

Invariance not only of the law equation but also of the solutions of 
the law equation with respect to certain changes of initial conditions 
(which are called ‘symmetry transformations’ if they leave the solutions 
unchanged).

Simple examples are spatial transformations or velocity boosts in Newto-
nian mechanics. In this case, it is not only Newton’s second law that remains 
the same but also the solutions of Newton’s second law. (It does depend on 
the law equation(s) in question whether or not such symmetry transforma-
tions are allowed.) It is this kind of invariance that has been the focus of the 
philosophy of physics literature (Brading and Castellani 2003; Brading and 
Castellani 2007; Brading, Castellani, and Teh 2021; Wigner 1949).

5.3.2 Invariance as an Empirically Accessible Relation

Invariance relations are accessible by ordinary empirical methods. This will 
turn out to be relevant because it implies that other modal features of the 
behaviour of systems, which can be accounted for in terms of invariance re-
lations, are empirically accessible too. Let me start with how we empirically 
investigate dependence claims. Suppose we are given claims like “The length 
of a metal rod depends on its temperature” or “The period of a simple pen-
dulum depends on the length of the string L.” Such dependence claims are (in 
principle) empirically accessible: we vary (in the first case) the temperature 
and figure out how the length of the rod changes as a result. Similarly, in the 
case of the simple pendulum’s period and the length of its string.

Independence claims are empirically accessible in exactly the same way 
as dependence claims. Take, for example, the claim, “The period of a simple 
pendulum is independent of the mass of the pendulum.” We now need to 
vary the mass of the pendulum and see how this affects the period. Provided 
other things have been kept equal, the period is independent of the mass if 
the period’s values remain constant despite changes in the value of the mass. 
Of course, if we want to figure out dependence and independence claims for 
more complex systems in more complex settings, things will become more 
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Invariance, Modality, and Modelling 109

complicated. Background theories will play their part, and so on. But there is 
no reason to assume that independence claims are more difficult to ascertain 
than dependence claims or vice versa.

The essential point is that invariance claims are independence claims, and 
they are empirically accessible as other (in)dependence claims are. Whether 
or not Hooke’s law or the Schrödinger equation continues to hold under 
changes of initial condition is something we can empirically check. In the case 
of Hooke’s law (which states that the force F that pertains to a body attached 
to a spring extended by a distance x conforms to the equation F = −kx), 
it turns out that the law equation holds only for values of x that are small 
compared to the possible extension of the spring. Similarly, whether or not 
a certain law equation is invariant under changes of certain features of the 
target system is empirically accessible. In the case of Galilei’s law, we can 
test whether or not colour, mass, and shape are irrelevant in free fall, and 
the same is true for changes in constitutive properties. Again, whether or 
not the behaviour of other systems leaves a law equation unchanged can be 
empirically accessed. The important point is that ascertaining whether or 
not law equations are invariant in any of the above-mentioned senses is not 
something that transcends our usual scientific methods.

5.3.3 Realism about Invariance

So far, we have talked about the invariance of laws or law equations. Within 
the frame of scientific realism (which I will assume here), we have good rea-
sons to hold that the entities and properties quantified in well-corroborated 
laws or theories exist as mind-independent features of reality. As a conse-
quence, invariances of laws—in general—translate into invariances of the be-
haviour of the target systems. Thus, for example, the fact that a law equation 
is invariant with respect to features of the target system that are not explicitly 
mentioned in the law equation can be translated into a claim about the target 
system: the behaviour of the target system (e.g., a falling body) is invariant 
with respect to features not explicitly mentioned in the relevant law equation 
(e.g., in colour of the body). This applies also to cases where the invariance 
relation pertains only to a restricted domain, as, for example, in the case of 
Hooke’s law. Even if the boundaries of the domain are set by requirements 
on precision, which are ultimately due to pragmatic considerations, it is an 
objective and empirically determinable feature of the spring under consid-
eration whether or not its behaviour (as described by Hooke’s law) remains 
invariant within a certain domain for the elongation of the spring.

I hedged the claim that the translation from the invariance of laws to 
the invariance of the behaviour of systems holds by the “in general”-clause 
because there are specific reasons to be more cautious in the case of trans-
formational invariance (the solutions of law equations are invariant with 
respect to certain kinds of symmetry transformations). There is an extended 
debate over whether or not this type of invariance is indeed indicative of 
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invariances of the target system or whether it is due to mathematical surplus 
structures in the relevant theories. The question is whether, for instance, in 
the case of Newtonian mechanics the invariance of the solutions with respect 
to spatial transformation shows something about the behaviour of systems 
or whether it indicates that the mathematical structure of Newtonian me-
chanics allows one to distinguish situations that are in fact identical (see the 
essays in Brading and Castellani 2003 or Dewar 2019). So, according to this 
latter interpretation, symmetries like translational or rotational symmetries 
of space indicate that the theory has some mathematical surplus structure, 
which should not be interpreted realistically. In the case of Newton’s Me-
chanics, absolute velocities or positions would have no physical meaning. 
I will not delve deeper into this debate. I have bracketed transformational 
invariance precisely because it is controversial as to whether it allows for a 
realist reading.

5.4  Nomological Modalities

Thus far, I have discussed the fact that laws and a fortiori systems that are 
characterized in terms of these laws may be invariant with respect to some 
changes. I have also argued that such invariance or independence relations 
are accessible by ordinary scientific methods. In this section, I argue that 
nomological necessity and nomological possibility—two modal features that 
are often associated with laws as well as the systems that are characterized in 
terms of these laws—can be understood in terms of invariance relations. This 
idea is not new; it has been put forward, among others, by Mitchell (2003, 
140), Lange (2009) and Woodward (1992, 2018). The following section can 
be read as fleshing out Woodward’s claim that “invariance-based accounts 
[of nomological necessity] provide a naturalistic, scientifically respectable, 
and non-mysterious treatment of what non-violability and physical necessity 
amount to” (Woodward 2018, 160).

To start, what qualifies as a modal feature of a system? A modal aspect 
of the behaviour of systems is an aspect that concerns not (only) the ac-
tual behaviour of systems but (also) possible behaviour or behaviour that 
takes place by some sort of necessity. To illustrate, laws tell us how systems 
might or would behave—provided certain conditions were to be met; that 
is, they tell us that this behaviour is possible. Laws furthermore tell us how 
the temporal evolution of systems is constrained, that is, that a certain 
necessary evolution is bound to happen. Nomologically modal features of 
systems are those modal features that are obtained simply by virtue of the 
fact that the behaviour of systems can be characterized in terms of state-
ments of the form (L). Thus, laws attribute to the target systems, by virtue 
of the domain that the quantifier of the internal generalization is restricted 
to, a space of nomologically possible states. The law equation constrains, 
for example, how these states develop over time. Let us have a closer look 
at these modal claims.
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5.4.1 A Space of Possibilities

By virtue of internal generalizations, laws attribute a space of possible states 
to systems. In the case of dynamical laws, it is assumed that the systems have 
a set of possible initial states. With respect to these states, we can distinguish 
two cases. Either the domain of quantification comprises all possible states 
(e.g., in the case of Newton’s second law or the Schrödinger equation) or, as 
is the case of more specific laws, the domain of quantification comprises only 
a restricted range of states. Hooke’s law, as we have seen above, holds only 
for a limited range of extensions of the spring.

The point to emphasize is that we are dealing with a modal claim because 
it is not only actual states or actual behaviour that the internal generaliza-
tions quantify. In fact, the internal generalization on its own does not even 
tell us which state of the system is the actual state.

The internal generalization’s concern is possible behaviour only (whether 
actual or non-actual). Thus, the fact that internal generalizations come with 
a domain of values for variables requires the assumption that law statements 
attribute a space of possible (and mutually exclusive) states to systems. The 
fact that laws of nature attribute a space of possibilities to systems is essential 
for scientific practice (at least in physics) and the application of laws. It al-
lows us to know what would happen if certain circumstances were to obtain 
(which we then might choose to bring about or to prevent to occur).

5.4.2 Constraints

Let me now turn to a second aspect of internal generalizations that is relevant 
for the examination of modal structure—the law equation. Law statements 
do not simply register the past, present, and future behaviour of systems; 
they describe how this behaviour is constrained. Internal generalizations put 
restrictions on the space of possible behaviour of systems by establishing 
relations between variables (i.e., law equations). These restrictions can either 
concern the synchronic co-possibility of values of variables that character-
ize the state of a system, as in the case of the ideal gas law, or the temporal 
evolution of the states of a system as in the case of the Schrödinger equation.

In the case of a synchronic law (law of co-existence), for example, the ideal 
gas law, the set of possible values for the variables p, V, and T is restricted to 
those that satisfy the equation pV = ν RT. Thus, the possible states of the gas 
are constrained to a two-dimensional hypersurface of the three-dimensional 
space that is generated by the variables p, V, and T. The internal generaliza-
tion does not only provide information about how the actual state of a sys-
tem (if known) is constrained. In addition, it tells us how all possible states of 
the system are constrained, whether or not they are actual. That the systems 
are constrained means that those states not on the hypersurface are not acces-
sible for the system. They are classified as states the system cannot possibly 
occupy, given the law equation, that is, as nomologically impossible states.

BK-TandF-KNUUTTILA_9781032379647-241020-Chp05.indd   111 12/11/24   3:47 PM



112 Modeling the Possible

The fact that the gas satisfies the equation of the gas law allows a scientist 
or an engineer who can manipulate pressure and volume to ensure that the 
gas will have a certain temperature. Similarly, the engineer might want to 
prevent certain situations, such as preventing a gas from having a certain 
temperature. In such cases, she will rely on the fact that the law tells us that 
certain combinations of pressure, volume, and temperature will not occur; by 
setting pressure and volume appropriately, we can make sure that a certain 
temperature value will not be obtained.

The same holds for internal generalizations that describe the temporal 
evolution of a state of a system. Provided we prepare the system under 
consideration in a certain state and provided the equation in question is 
deterministic, we can ensure that at a later time, the system is in a cer-
tain state, and we can also prevent the system from being in certain other 
states. In the case of prevention, it is not only that given certain combi-
nations of, say, pressure and volume, certain values for T simply do not 
occur. These values cannot occur. The use scientists and engineers make of 
internal generalizations in scientific practice is best understood by assum-
ing that internal generalizations represent modal, that is, nomologically 
necessary relations.

5.4.3 Nomological Modality and Invariance

In this section, I will argue that modal notions such as nomological necessity 
or nomological possibility can be understood in terms of invariance rela-
tions. The point is not that modal notions can be understood in terms of 
a non-modal notion. Invariance, as introduced in section 5.2, characterizes 
something as remaining the same while certain changes or transformations 
do or could take place. It is defined with respect not only to actual but also 
to counterfactual changes. Invariance is thus clearly a modal notion. The 
project is not an attempt to eliminate or reduce modal notions but rather 
that of showing that nomological necessity and nomological possibility can 
be understood in terms of something that is empirically accessible.

How is nomological necessity related to invariance? Let us approach this 
issue by contrasting nomologically necessary laws with accidental generali-
zations. Take, for instance, Reichenbach’s famous example of an accidental 
generalization: “All gold cubes are smaller than one cubic mile” and contrast 
it with Newton’s second law. The former is a paradigm case of an accidental 
truth; that is, it is an accidental matter that it has not been rendered false. 
There is enough gold in the universe to build large gold cubes, it would have 
been costly but otherwise easy to do this. It simply never happens, neither in 
the past nor in the future, but it could have happened, for example, by actors 
intervening appropriately. By contrast, there are no interventions or other 
natural changes (more about natural changes in a minute) that could render 
Newton’s second law false. It will hold, come what may. In other words, the 
difference between these examples for an accidental generalization and for a 
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law is a difference that can be spelt out in terms of invariance: while New-
ton’s law is invariant with respect to natural changes, an accidental generali-
zation, such as Reichenbach’s, is not.

Understanding nomological necessity in terms of invariance furthermore 
explains why we can rely on laws (e.g., when it comes to their application in 
technological contexts) while we cannot rely on accidental generalizations. 
We can rely on laws because they will not be rendered false, given a large 
range of circumstances. When we rely on Newtonian mechanics in building 
a bridge, we assume that the equations will continue to hold under a wide 
range of actual and possible conditions.

If we, as suggested, spell out the nomological necessity of laws (and a for-
tiori of the behaviour of the target systems) in terms of invariance, the fact 
that invariance relations may be domain-restricted translates to a domain 
restriction of nomological necessity.

Newton’s second law or Schrödinger’s equation may be invariant under 
any natural changes. Hooke’s law, as we have seen, is not. Even Reichen-
bach’s accidental generalization is invariant with respect to some changes. 
But that should not be considered to be a bug of the account. The traditional 
categories—accidental generalization on the one hand and law (nomologi-
cally necessary generalization) on the other—are the endpoints of a spec-
trum. This spectrum needs to be explored empirically. It may very well turn 
out that certain invariances (e.g., with respect to initial conditions) turn out 
to be more relevant for law status than others. But that is to some extent 
uncharted territory.

Let me briefly address a worry that has been raised (Psillos 2002, 185). 
I argued that Newton’s law is invariant under natural changes. But it seems 
that we need to spell out natural changes as changes that are in accordance 
with laws of nature, that is, that are nomologically possible. The account 
thus appears to be circular. There are two things to be said about this. The 
account would indeed be circular if the project were one of reducing modal 
to non-modal facts. But that is not the project envisaged here. The point is to 
draw a difference between the gold-cube generalization being accidental and 
Newton’s second law being nomologically necessary by relying on a class of 
natural changes that have been identified antecedently. (The same strategy is 
used in the causal interventionist literature vis-à-vis the objection that defini-
tions of causes in terms of interventions are circular (see, e.g., Woodward 
2003, 20–22.) Furthermore, it may very well be possible to characterize the 
class of what I have called here “natural changes” in terms that do not rely 
on the notion of law or nomological necessity (see Lange 2009, chapter 1, for 
such an attempt). However, for the purposes of this chapter, I do not need to 
commit myself to this position.

As we discussed above, laws ascribe a space of nomologically possible 
states to target systems by specifying a domain to which the quantifier of 
internal generalizations is restricted. In other words, nomologically possible 
states are those states of the target systems that are compatible with the law 
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equation. Changing the system’s state, if restricted to this domain of states, 
leaves the law equation invariant. Nomological possibility, when understood 
in terms of a space of possible states for a system, can thus be understood in 
terms of an invariance relation. The same holds if we use the term “nomo-
logical possibility” in a broader sense as referring to scenarios that are com-
patible with a whole set of laws. Again, compatibility with laws can here be 
understood as follows: switching from the actual world to such a scenario 
leaves the laws invariant. Thus, nomological possibility, both in a narrower 
as well as in a broader sense, can be accounted for in terms of invariance 
relations.

To sum up, what I have argued for is that our notions of nomological 
necessity and nomological possibility be explicated in terms of invariance 
or independence relations. While both the former as well as the latter are 
modal relations, the important point is that the latter are empirically acces-
sible relations.

5.4.4 Humeanism and Non-Humeanism

Can we say something more about the nature of the invariance relations? 
One may, for instance, ask “What underpins these invariances?” (Bird 2007, 
5). As is well-known, there are different accounts of nomological modalities 
in the literature on laws of nature. On the one hand, there are non-Humean 
accounts of laws which postulate via an inference to the best explanation 
that a necessitation relation obtains, which accounts for nomological mo-
dalities (e.g., Armstrong 1983). The idea is that this relation explains why 
a certain system is necessitated to behave as it actually does. Pieces of cop-
per, for instance, cannot help but be excellent electric conductors because a 
second-order necessitation relation obtains between the property of being 
copper and that of being a good electric conductor. Others (dispositional 
essentialists, e.g., Bird 2005) postulate that it is of the essence of copper to 
be a good electrical conductor. Thus, again, a piece of copper in virtue of its 
essence cannot avoid being a good electrical conductor. Humeans, by con-
trast, typically don’t believe in essences or necessitation relations. Ultimately, 
they think there is only the actual behaviour of systems and that there are 
the theories (maybe one ideal theory) about the actual behaviour that might 
serve as a basis for various counterfactual claims, which in turn underpin our 
modal talk (see, e.g., Lewis 1973).

The non-Humean is motivated by the idea that there needs to be some-
thing in nature, that is, de re necessities, to account for scientific practice. The 
Humean is motivated by the idea that we should refrain from postulating 
what is empirically inaccessible and thus rejects accounts such as Armstrong’s 
or Bird’s (see Earman and Roberts 2005). Both of these motivations seem 
plausible, and the invariance account allows you to take into account both: it 
argues that there are de re necessities which are this-worldly, immanent, and 
empirically accessible. That seems to be all we need.2
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5.5  Modelling the Modal

We are now in the position to explain how (successful) scientific modelling 
leads to modal knowledge, where I take modal knowledge to be knowledge 
of (objective) modal features of the behaviour of target systems.

The construction of models has many purposes or functions (see, e.g., 
Gelfert 2019; Grüne-Yanoff 2013; Knuuttila 2021; Knuuttila and Loettgers 
2017). Representing the behaviour of systems is (only) one of these—the 
one I have focused on here. When models are used for this purpose, the use 
of idealizations and abstractions may seem puzzling. I take idealizations 
and abstractions to be intentional misrepresentations of the properties or 
the behaviour of a target system, for example, by omission of properties 
of the systems or factors that contribute to its behaviour (abstraction) or 
by distorting the characterization of the behaviour or the properties of the 
system (idealization). The terms “idealization” and “abstraction” may refer 
both to the process or activity as well as to the product or result of a mis-
representation. The fact that idealizations are intentional misrepresentations 
is important in order to distinguish idealizations from hypotheses that turn 
out to be false (Hüttemann 1997). An idealization has to be distinguished 
from the hypothesis that a certain body is indeed a point particle. Because 
idealizations are intentional misrepresentations (in contrast to the case of 
hypotheses that turn out to be false), the question for the rationale for ide-
alizations arises.

Possible candidates for such a rationale can best be discussed in the con-
text of an (apparent) paradox associated with idealizations. The paradox 
arises provided certain assumptions about the aim of science or at least the 
function of law statements such as (L) are made: if, for example, the aim 
of science is representation of the phenomena, the question arises of why 
scientists idealize. Similarly, if it is assumed that science aims at explanation 
and explanations invoke laws that need to be true. Again, if understanding is 
what is sought, and understanding presupposes veridicality (see discussion in 
Gelfert (2019) and Reutlinger et al. (2018)). If the aim of science presupposes 
that the descriptions of the behaviour of systems which are invoked to realize 
this aim are truthful, the question arises of why scientists idealize. What is the 
purpose or rationale of idealizations and abstractions?

Various approaches to deal with this paradox can be distinguished. First, 
there is the pragmatic approach. It sticks with the assumption that truth or 
representation is a necessary component of what science aims at and ac-
counts for the use of idealizations as a compromise (see Strevens (2008, 298) 
for this characterization). We distort the characterization of target systems 
or leave out certain features in order to make the characterization math-
ematically tractable or tractable by simple mathematics. Furthermore, it is 
assumed that we can always de-idealize and thus make our characterization 
of the target systems more truthful (see Knuuttila and Morgan (2019) and 
McMullin (1985) for a discussion of the prospects of de-idealization).
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According to a second approach, truth is not a necessary condition for 
what science aims at (or for explanation in particular). One prominent ex-
ample is Cartwright’s simulacrum account of explanation, developed in her 
paper, “The truth does not explain much” (Cartwright 1983). Cartwright 
argues that explanatory power comes with unifying power rather than with 
truth only. As a consequence, laws (including the modelling assumptions that 
go into Σ) do not explain in spite of idealization but rather in virtue of ideali-
zations. The tension is resolved by revising assumptions about what science 
aims at. A third approach distinguishes between the occurrent behaviour of 
systems on the one hand and an underlying more fundamental structure that 
gives rise to the occurrent behaviour on the other. While idealizations may 
misrepresent the occurrent behaviour of systems, they may nevertheless be 
instrumental in correctly identifying the underlying structure, for example, 
the dispositions that underly the overt behaviour of the systems. This ap-
proach has been discussed by Cartwright as well (Cartwright 1989; see also 
Hüttemann 1998, 2014). The tension between idealization and truth is re-
solved by revising what kind of truths science aims at (revising what laws/
models are supposed to represent).

There is no reason to assume that the various kinds of idealizations and 
abstractions that have been distinguished and discussed in the literature (see, 
e.g., Hüttemann 1997, chapter 2; Weisberg 2007) can all be accounted for by 
the same approach. My aim in the remainder of this section is to argue for the 
claim that the use of some modelling practices indicates that scientists assume 
invariance claims about the behaviour of systems to hold. We employ idealiza-
tions and abstractions when we have reason to assume that certain invariance 
relations hold. This suggestion can be seen as falling under the third approach. 
Science is not (only) interested in the actual or occurrent behaviour of the 
target systems but rather in their modal profile: how the system might behave 
(provided the right conditions hold) and how its behaviour is constrained.

Let me illustrate this claim by discussing a simple example. Suppose the 
target of our modelling is the behaviour of a real physical pendulum. Let us 
furthermore suppose that we model the motion of the pendulum as a classical 
harmonic oscillator (Figure 5.1).

With Freturn the return force, L the length of the pendulum, m its mass, T its 
period, and θ the angular displacement from the vertical equilibrium position

θ= mg sin ( )returnF t

θ=ma mLd ( )/dtreturn
2 2t

For small amplitudes θsin ( )t  can be replaced by θ, which yields

θ θ+ =d ( )/dt / ( ) 02 2t g L t

and finally

= π2 /T L g
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If this model is empirically adequate (for small θ( )t ), it allows us to read off 
modal features of reality.

Why? First, the model is abstract. It leaves out features of the real pendu-
lum and its environment. It does not mention the colour of the pendulum, 
the material it is made of, the exact form of the bob, the time of the day, the 
position of Jupiter, and so on. The fact that these things are not mentioned 
implies (for an empirically successful model) that the model is invariant with 
respect to these features. The equation with the force function provides an 
adequate account of the system, whatever the material, the colour, the time 
of the day, or the position of Jupiter. Abstractions in empirically successful 
models allow us to infer modal features of the target system.

Second, the model is idealized. It is assumed that the bob can effectively 
be treated as a point particle, even though it does have a finite extension. 
The fact that we can ascribe this feature to the bob, even though it does not 
have it, indicates that the extension of the bob is irrelevant to the behaviour 
of the pendulum (see Strevens 2008, Chapter 8). The law equation with the 
force function is—again—invariant with respect to this feature. Idealizations 
in empirically successful models allow us to infer modal features of the target 
system.

The following objection may be raised: models are empirically success-
ful depending on pragmatic considerations, so that many models are ap-
proximate and simplifying yet very useful. But in those situations (which are 
ubiquitous in science), inferring modal features from the model invariances 
seems unjustified. This objection can be answered by pointing to the fact 

Figure 5.1  The harmonic oscillator.
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that even if one’s measures of precision depend on pragmatic considerations 
and other purposes, it is an objective modal feature that the behaviour of 
the target system under consideration is or fails to be invariant relative to 
changes in a certain variable and provided the behaviour is characterized in 
this or that approximate way. It is, for instance, true that Galileo’s law for 
free-falling bodies (and thus the fall of free-falling bodies) is invariant relative 
to changes in the height from which the body falls, given a certain accuracy 
of measurement.

Modelling practices assume that invariance relations hold. Conversely, if 
there is independent evidence (empirical or theoretical or both) for the ob-
taining of such invariance relations, the modelling practices in question may 
receive a post facto justification. Hüttemann, Kühn, and Terzidis (2015) have 
argued that the renormalization group approach to phase transitions pro-
vides a justification for abstractions that leave out the details of the systems’ 
constitution.

5.6  Conclusion

Modelling the modal needs to be spelt out differently depending on the func-
tion of the models. In this chapter, I assumed that models sometimes have the 
function to represent target systems. Given this function, the role of ideali-
zations and abstractions in modelling may seem puzzling. I argued that this 
puzzle can be resolved if what models and laws are meant to represent is not 
(only) the actual or occurrent behaviour but rather their modal profile. Ide-
alizations and abstractions in empirically successful models allow us to infer 
modal features of the target systems—that their behaviour is invariant under 
certain natural changes.

Notes

 1 This chapter uses and develops material from the first chapter of Hüttemann 
(2021).

 2 In Hüttemann (2021, 74–78), I argue that while dispositions are an important on-
tological category to understand certain features of scientific practice, the modal 
nature of dispositions is not primitive but should rather be spelt out in terms of 
invariance relations.
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