Empirical and Rational Normativity
Gerald L. Hull

Creative Focus

ghull@stny.rr.com
(607) 648-4082

Empirical and Rational Normativity
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Empirical and Rational Normativity

David Hume would no doubt be delighted that, approaching 300 years after A Treatise on Human Nature (1739) “fell stillborn from the press”, his ideas would continue to dominate philosophical discussions of practical reasoning and morality.  There are, of course, both Humeans and unHumeans, disagreeing as to the validity of those ideas but not as to their importance.  My fundamental claim will be that the relative irresolution of these Hume‑centric debates has been fostered by what can be called the fallacy of normative monism, i.e. a failure to distinguish two very different kinds of normativity:  empirical vs. rational.  Humeans take the empirical normativity of personal desire to constitute the only real kind, while unHumeans insist that only the objective rationality associated with categorical morality can provide reliable normative guidance.  However, once it is realized that normativity takes both forms, each with its own distinctive characteristics and role to play, it becomes possible to mediate if not mitigate the differences between these opposing approaches.  Hume, I will argue, is spot-on with respect to empirical normativity, but spot‑off, so to speak, when it comes to the rational kind. 
One consequence of the fallacy of normative monism is confusion regarding the implications of desire’s causality, especially with respect to the process of practical reasoning.  As we shall see, the failure to recognize the dual nature of normativity also helps engender what can be called motivational obscurantism.  Who could deny that motivation is a central concern of practical reasoning?  However, “motive” and “motivation” are inherently causal notions, and their employment has the effect of obscuring the essentially rational processes that lie at the heart of deliberation and choice.  Choice, I argue, is the key to understanding practical reasoning, and its analysis will provide the basis for a belief/desire model that significantly upends conventional wisdom regarding the nature of motivation and desire.  
Here’s a brief outline of what’s to follow.  Section 1 examines the distinction between empirical and rational normativity, while Section 2 looks at special issues raised by the notion of empirical normativity.  The concept of agency is explored in Section 3, and the ur‑belief/desire model of practical reason is introduced in Section 4.  Nagel and other philosophers (Parfit, Korsgaard and Searle) raise problems with the causality of desire in Sections 5 and 6; the implications of desire’s rationality are reviewed in Sections 7 and 8.  Section 9 discusses the nature of motivation, and motivational obscurantism is investigated in Section 10.  Williams’ equivocation on the notion of reason is examined in Section 11.  Then the distinction between motivating and normative reasons is analyzed in Section 12.  Finally, Section 13 reviews the role of motivation in categorical morality, and Section 14 concludes by reprising the distinction between empirical and rational normativity.  An appendix featuring an example of deductive means-end reasoning is in Section 15.
1.  Two Kinds of Normativity

Fundamental to the Humean view is Hume’s famous declaration that

H.  “Reason is, and ought only to be the slave of the passions, and can never pretend 

to any other office than to serve and obey them.”  (Treatise, II, III, III.)
This has two significant components, though they are not always clearly distinguished.  First is an explanatory account of the causal factors responsible for action:

H1.  Actions are caused by beliefs and desires, and desires are solely 
responsible for providing motivation.

The second component of Hume’s maxim is a justificatory account with normative implications:

H2.  Desires are the sole legitimate source of moral distinctions.

It may seem that H2 is an unavoidable consequence of H1, and that establishing the independent normative legitimacy of rational morality, i.e. refuting H2, requires establishing, contra H1, the motivational relevance of desire‑independent moral distinctions.  However, their differences should not be understated:  H1 concerns what people do, while H2 concerns what people morally ought to do.  Determining exactly how these two Humean components relate to one another is pretty much the crux of what follows.  In particular, I will argue that H1 is largely on point with respect to empirical normativity, and indeed can be understood as a more-or-less self-evident analysis of the factors involved in deliberation, practical reasoning and action.  However, H2 will be found to concern the possibility of rational normativity, and the ability to derive it from H1 will be found to depend upon questionable assumptions regarding the nature and importance of motivation.
To begin, let’s look at the claim that there are two types of normativity.  First, what is normativity?  This notion is fundamental, of course, and has been studied extensively.
  I will not attempt here to curate the variety of approaches, but instead offer a relatively “thin” specification that aims at maximal inoffensiveness.  To wit, a claim is normative iff it is choice‑ and action-guiding and expressible as an ought. This notion applies in the first instance to claims, and then by association to anything intimately related to them:  scope, justification, process, etc.  As you can see, this prescinds from any assumptions regarding the content of normative claims, or what might be thought to warrant them, or why people might abide by them.  By this measure, the sign on the lawn that says “Keep Off the Grass” is normative – implicitly asserting “You ought not to step on the grass” – regardless of whether anybody obeys it, or whether the person who put it there was authorized to do so.  On the cognitive realist approach assumed here, normative claims are truth-status-worthy.  Now there are two accepted means by which a claim can be determined to be true or false:  namely, empirically or rationally – or, as Hume would put it, as a matter of fact or as a relation of ideas.  The view being advanced is that normative claims can be shown to be true (or false) in both of these ways.

Empirical normative claims involve preferences and desires:  whether someone prefers or desires something is a purely empirical matter.
  The most important characteristic of such claims is that the normativity has restricted jurisdiction – that is to say, what can be determined empirically is, not that something is normative sans phrase, but rather that something is normative for someone.  For A to find X desirable is for A to find that it is a ground for A to choose X, at least all other things being equal.  This is not the determination that X is really desirable, regardless of what A actually feels, nor is it A just taking X to be desirable.  We believe something is desirable as a consequence of discovering its preferability; we don’t bring about the preferability by adopting the belief.  We find, for example, that we like chocolate, and subsequently use our discovery of that preferability in our decision‑making during the dessert course.  And then we may find, despite our prior belief, that our taste for chocolate does not extend to a cloyingly sweet mousse.  So our beliefs about desires properly arise from our empirical determination of their preferability:  A discovers, at some particular point in time, that A finds X attractive.  Still, A ought to do X only if all other things are equal.  They will not be equal if there are other possibly overriding desires, or if doing X violates moral constraints.
  Importantly, empirical evidence that A prefers X doesn’t establish that A ought to prefer X, but rather only that A ought to choose X, all other things being equal.  Empirical oughts – i.e., preferences and desires – are thus personal oughts, in contrast with the categorical oughts of rational morality. 
So far as rational normative claims are concerned, it is necessary to be somewhat circumspect.  While there is wide agreement that morality is fundamentally rational, there is great divergence as to the nature of that rationality.  Consequentialists, deontologists, decision theorists, social choice theorists, contractualists, etc. all have different stories regarding the rational basis of morality.  My personal preference is to start from the assumption that ceteris paribus everyone should be treated equally, requiring thereafter that any exceptions to that equality must themselves treat everyone equally.
  Fortunately, it is not necessary here to resolve such differences – we only need assume that some such basis is available to provide a rational foundation for moral normativity.
Still, some may question the possibility of a rational basis for normative claims, so it is highly relevant that there are other kinds of rational normativity whose supposition is less tendentious.  Epistemology, in particular, supposes norms of truth and validity, to wit:  one ought to believe only what is true, and one ought to trust only inferences that are truth‑preserving.  Unlike empirical normativity which is literally unavoidable – it’s how one works – the rational norms of truth and validity are optional.  One can choose whether to be truthful or to seek truth, and one can choose whether to use or require valid reasoning.  But this is the catch:  some commitment to truth and validity is necessary for agency itself.  You cannot accomplish anything insofar as you are unaware of how things are or are incapable of drawing appropriate conclusions from what you believe.  Alas, agency does not require a full commitment to epistemic norms:  success at life seems to be compatible with even a relatively fulsome embrace of falsehood and unreason.  The distinction between empirical and rational normativity may seem just another reworking of Kant’s distinction between hypothetical and categorical imperatives, but in fact it represents a curious inversion.  For it is the empirical norms that are inescapable, at least in the sense that they willy-nilly constitute one’s psychology, and the rational norms that are conditional, to the extent that commitment to them is a matter of choice.
  
Nonetheless, the epistemic norms are categorical, not in that they are universally observed by everyone, but rather in that the constraint they embody holds for everyone irrespective of whether they observe it.   Commitment to the truth is necessary if anyone is to have reliable beliefs, and commitment to validity is necessary if anyone is to have trust‑worthy inferences.  So these norms are hypothetical on the outside and categorical on the inside, as it were.  That is, while commitment is conditional upon one’s interests, the commitment, if made, is to something that constrains everyone equally regardless of their interests.  Let’s call such normative claims core hypotheticals when they have categorical content and when some acceptance of the hypothetical is necessary for agency itself.
  So the question becomes:  is morality also a core hypothetical?  We may certainly assume that rational moral normative claims are categorical.  After all, that is their common characterization, in particular as obligations that apply to everyone independently of their beliefs and desires.  But for what is moral normativity necessary?  And is that necessity a requisite for agency?
It is not uncommon for unHumeans to argue that a commitment to morality is an implicit presupposition of practical reasoning as such, even when ostensibly purely prudential.  For example, in different ways Thomas Nagel and Christine M. Korsgaard have advanced the view that (true) agency cannot be separated from moral involvement.
  Without putting too fine a point on it, I find this view mistaken.  Animals, young children, psychopaths, etc. are all able to do things without the intrusion of moral complications.  I believe that morality is fundamentally a social matter, a concern that arises from engagement with the interests and actions of others.  The hermit alone in the forest can go about deciding what to do without any consideration, explicit or implicit, of others.  Instead, I submit, morality is necessary only for social agency:  it is the rational basis for resolving issues involving the interests of multiple agents.  One might argue that “true” agency must be social-capable agency; this may be, in part, what Nagel and Korsgaard are advocating.  Nonetheless, it remains the case that one can handily go about deliberating and deciding what to do without ever entertaining moral considerations, however relevant they may be supposed to be.  (This will become more evident with the discussion of practical reasoning below.)  Consequently, the view here is that practical reasoning and mere agency do not inherently involve moral concerns.  Much more would need to be said in its defense, of course; fortunately, the distinction between agency and social agency is moot so far as present purposes are concerned.  For rational moral normativity is indispensible in either case – moral claims are core hypotheticals regardless.

Thus, we find two kinds of normativity that concern action in general.  First, there is empirical normativity in the form of persons’ desires:  e.g., one who is thirsty ought to choose to quench their thirst, all other things being equal.  And second, there is moral rational normativity in the form of core hypotheticals:  e.g., if one wishes social agency – if one wishes one’s choices to be rationally compatible with those of others – then one ought to choose to treat others fairly.  Despite the fundamental epistemological differences between empirical and rational methods, each in its own way warrants a kind of normativity.  Both generate oughts, as we have just seen, and it’s hard to deny that those oughts function in a choice- and action-guiding way.  Who can pretend that persons never rely on what they find desirable in deciding what to do?  It would be no less absurd to cast rational morality in any role other than guidance counselor.  Consequently, empirical and rational methods bid fair to be equally legitimate sources of substantive normative claims.
2.  Is’s, Oughts, and Reasons
However, the presumption of empirical normativity faces special obstacles.  First, it appears to violate Hume’s proscription against deriving an ought from an is, or as it is now understood, against deriving normative facts from natural facts.  Second, since generally there is no reason to have the desires we have – they are brute matters of fact about ourselves – they seem unable provide any reliable reason for anything dependent on them. 
First, while there is no doubt that people do find choice- and action-guidance in their desires, it can be argued that they ought not to do so. This is a matter that particularly concerns Derek Parfit.  He casts the Humean/unHumean distinction as one between Subjectivists and Objectivists, who differ as to the source of legitimacy of normative claims: 
According to [Subjectivists], our reasons for acting are all provided by, or depend upon, certain facts about what would fulfil or achieve our present desires or aims.…  According to Objectivists, though many reasons for acting can be claimed to be given by the fact that some act would achieve one of our aims, these reasons derive their force from the facts that give us reasons to have these aims.
  
When Parfit speaks of “force” he must be speaking of probative significance as opposed to anything causal, since he is explicitly focused on normative as opposed to motivational reasons.
  He is not denying that people (e.g. Humeans and Subjectivists) may take their aims and desires as choice- and action-guiding – rather he is arguing that such reliance is unwarranted.
[T]heories of both kinds often agree that we have reasons to try to fulfil our

present desires ….  On many subjective theories, the strength of these

reasons depends on the strength of these desires, or on our preferences.  On

objective theories, the strength of these reasons depends instead on how good, or

worth achieving, the fulfilment of these desires would be.  (P. 46.)
As a cognitive realist, Parfit sees moral claims as posing objective facts.  Since it is clear that they cannot be empirical – that would make them natural! – we can infer that the objective “good” and “worth” of which he speaks are to be unpacked in terms of rationally-based categorical moral claims.  Normative claims based on a subject’s personal desires, by comparison, appear inherently unreliable.  He gives this example:
Many of us often have stronger desires for what would be less worth achieving.  Many such cases involve an attitude to time that we can call the bias towards the near.  We may prefer to have enjoyable experiences in the nearer future, though we know that, if we waited, our enjoyment would be greater….  By fulfilling such desires and preferences, many of us make our lives go worse.  (Ibid.)
On Parfit’s view, this kind of mistake is unavoidable:  empirical, desire-based normative claims cannot be trusted because their use commits the metaphysical error, as per Hume, of trying to derive an ought from an is.
It’s pretty obvious, of course, that moral normativity cannot be derived from natural facts – categorical, rational truths do not depend on contingent, empirical matters.  But Parfit believes that no normativity of any kind can be found in desires.
According to objective theories, some things matter in the normative sense that we have reasons to care about these things.  When Subjectivists claim that some things matter to particular people, they mean only that these people do care about these things.  That is not a normative but a merely psychological claim.  We all know that people care about certain things.  We hoped that philosophers, or other wise people, would tell us more than that.  (P. 107.)
That someone cares about something is indeed a psychological fact, and it indeed has no categorical normative implications; in particular, there is no implication that the person ought to care about that thing.  But for that person (and that person alone) that fact carries an obvious normative implication:  to wit, all other things being equal, that fact gives that person a reason to choose the thing they care about (cf. Chung 2004).  Indeed, to identify a thing as desirable or preferable is to explicitly identify it as a thing to choose, i.e. as choice‑worthy.  It is, I submit, an analytic truth that, if A desires X, then ceteris paribus A ought to choose X.  Of course, if other, weightier desires are involved, or if choosing X violates moral (or other) rational proscriptions, then the ceteris paribus clause kicks in.  Nonetheless, pace Parfit, it takes no particular wisdom to recognize that what we care about has normative implications with respect to what we should choose and do.
Second, it is supposed that reliance upon desires inevitably proves ill-founded because their possession is a brute, contingent matter of fact, not something that happens for a reason.  In the example above, the strength of a person’s desire leads to a “bias toward the near”.  What this overlooks is that nothing prevents that person from desiring to resist this bias, from preferring to wait when that would make their enjoyment greater.  Indeed, the case can be made that all our rational commitments have teeth precisely because we find those commitments desirable.  In this respect, passion is not so much the slave-master of reason as it is its progenitor.
Parfit and others (e.g., Joseph Raz 1999 and Thomas Scanlon 1998) argue that the mere fact that one desires or prefers something fails to establish its normative significance; it requires further validation by objective values.  But there’s an obvious problem with this view:  adopting an objective value is itself something people do, not something foisted upon them involuntarily.  We choose to embrace objective values because we find it preferable to understand the world in their terms.  But according to Parfit et al. the mere fact that we find those values desirable or preferable cannot justify their choice – that requires validation by … objective values!  But, of course, the question at hand is whether to adopt any such values in the first place; one cannot presuppose them in order to warrant their own normative significance.  Parfit justly rejects the possibility that any desire could validate itself:

Subjectivists might say that 

(J) when we have some present fully informed desire or aim, this fact gives us

a reason to have this desire or aim.

If (J) were true, all such desires or aims would be rationally self-justifying. ….  Whatever we want, our having such informed desires would give us reasons to have them.  Since these claims are clearly false, Subjectivists must reject (J).  (P. 86.)
Since therefore desires for objective values cannot self-justify, then clearly – if one wants to accept those values – they cannot themselves require objective validation.
    
Parfit, however, believes that nothing can ever be justified by a desire which lacks objective validation:

We can have desire-based reasons to have some desire, and we can have long chains of instrumental desire-based reasons and desires.  But at the beginning of any of these chains … there must always be some desire or aim that we have no such reason to have.  …. [W]e cannot defensibly claim that such desires or aims give us reasons.  (P. 91.)
This argument has the following structure:  A is not justified, therefore there is no B such that A justifies B.  Its superficial plausibility is arguably responsible for much of the fruitless flailing over freewill and determinism.  However, the argument overlooks the obvious fact that any chain of justification, to be human‑accessible, must be finite.  That is, there must a beginning to the chain which lacks the kind of warrant that that beginning can provide subsequent elements.  In Euclidean geometry, for example, theorems are warranted by their derivation from other, more basic principles, i.e. the axioms, but those axioms themselves possess no such warrant. The fact that agents do not choose to have their ability to choose – they are just born with it – does not imply they lack that ability.  That there is thus “no reason” for agents to have the ability to choose does not imply that their choices must therefore be unreasonable.  On the ur‑desire/belief model (see below, Section 4), desires provide one with defeasible grounds for choice even when one has not chosen to have those desires. There is no reason for me to like chocolate, but the mere fact that I like it gives me nonetheless a good reason to choose it when the opportunity arises.
 
I have made a prima facie if not pro tanto case for there being two kinds of normative oughts, each equally choice- and action-guiding but otherwise very different.  The empirical ought of desire is particular – it holds only for the person who has the desire – whereas the rational ought of categorical morality holds universally for everyone, regardless of their desires.  Now let’s see why Hume was more or less on the money at least so far as empirical normativity is concerned, but how Humeans and unHumeans alike have missed the mark with regard to the role of rational normativity.
3.  Agency
Practical reasoning is a three-stage process of deliberation followed by choice followed by action.  As we shall discover, the details, complexity and implications of this process have generally gone underappreciated.  Desires sustain throughout, but their characteristics differ fundamentally at each stage:  evolving from phenomenological to logical to causal.  We can build up our account of practical reasoning by starting with the concept of agency.  Like any significant philosophical concept, there are multiple opinions regarding the nature of agency (see Scholosser 2019). Without wading through those complications, the following seems to provide a relatively simple and benign account of the basic notion.  

While I am working, my cat Bigfoot gets my attention by knocking desktoys off the table.  Seeing he has caught my eye, he walks toward the front door, briefly looking back to make sure I’m following.  When I open the door, he looks out, back inside, back out and, after a pause, finally dashes outside.

My Bigfoot story may not impress those who find it afflicted with an “anthropomorphic fallacy”.  On the other hand, non-philosophers who are cat-lovers or -owners will find it unremarkable, and will readily top it with more elaborate and amusing feline anecdotes of their own.  Indeed, some philosophers will also find it unexceptionable, including Hume, who begins the section of his Treatise titled “Of the reason of animals” with the following:

Next to the ridicule of denying an evident truth, is that of taking much pains to defend it; and no truth appears to me more evident, than that beasts are endow'd with thought and reason as well as men.  The arguments are in this case so obvious, that they never escape the most stupid and ignorant.  (I, III, XVI.)
Hume saw the “reason” of animals as most evident in their employment of instrumentality:

We are conscious, that we ourselves, in adapting means to ends, are guided by reason and design ….  When therefore we see other creatures, in millions of instances, perform like actions, and direct them to like ends, all our principles of reason and probability carry us with an invincible force to believe the existence of a like cause.  (Ibid.)
In my story, Bigfoot reveals this means-endiness by knocking down the desktoys to gain my attention and by walking toward the door to show he wants to go out.  But my interest is in something more basic, viz. Bigfoot’s agency – the simple fact that his behavior reveals what he wants and prefers. 
I submit that beings are agents insofar as their behavior can be attributed to their own preferences and beliefs.  Bigfoot believes (indeed knows) from past experience that he can catch my eye by knocking the desktoys to the floor.  One’s skin crawls to contemplate the different things he might do to gain my attention, but Bigfoot enjoys this particular tactic.  And there is no doubt that, at the moment at least, he is showing interest in going out.  Fundamentally, then, agents exhibit intentionality – a capability to represent things in the world – in the ability to take such representations as depicting how things are (beliefs), or as indicating how things ought to be (preferences).
  Thus, agency is inherently normative:  an agent’s behavior reflects its norms, its own empirically discovered preferences.  Preferences and beliefs determine agents’ behavior by determining their choices.  Consequently, agency essentially consists in a being’s ability to choose and do what it finds most preferable of the options it believes are available.  
A basic concept of agency and the correlative notions of belief and desire have arguably been around since the beginning of humanity.  Indeed, having a “theory of mind” is nowadays considered a test for higher cognitive abilities in other species, e.g. apes, monkeys, canines, corvids, etc. (Lurz 2011).  But attributions of agency can be problematic.  In earlier periods of human cultural development, agency was freely invoked for things like geographical features (e.g., sacred grottos) and natural phenomena (e.g., thunder and lightening).  We no longer do this, of course:  grottos and lightning cannot be ascribed beliefs and preferences stricto sensu.  Nowadays it may still be wondered if agency can be literally attributed to things like plants or computers.  But however intricately interconnected the trees in a forest, for example, they seem to have no internal capacity to represent things in the world.
  And while computers can indeed represent things, at least in a sense, there is no need to accord them any ability to value things in the way we do.  A Turing machine can do anything with numbers that can be done with numbers, except correlate them with non-numerical things.
  We can explain everything a computerized system can do in terms of purely physical constituents:  electron flow, conditional switches, transducers, etc.  But, notwithstanding notable naysayers,
 we cannot do this for humans or most other animals.  For these, we have yet to find any more insightful and useful way of accounting for their behavior apart from attributing “beliefs” and “desires” in their full‑blooded, intentional senses.  Enlightened common sense, consequently, restricts the ascription of agency to the extent that a presumption of cognitive and evaluative intentionality provides the most plausible account of a being’s behavior:  those e.g. with enough neural density to accommodate internal representations.  Arguably, this at least includes all mammals and fowl, surely fish and reptiles, probably even bugs and insects, but maybe not paramecia or bacteria.
 
4.  The Ur-Belief/Desire Model
As we have seen, agents are beings able to do what they choose to do, i.e. able to effectively choose what they find the most preferable of the options thought available.  We can strip choice down to three essential elements:  

(1) multiple available options; 

(2) one or more grounds for preferring options; and 

(3) a rational process that determines, from (1) and (2), 

a preferred option.

This analysis of choice has a fair claim to self-evidence.  You cannot choose if there are not multiple options to choose between; you cannot choose between options without some ground for that choice; and you cannot assess options with respect to their relative preferability without some rational process for doing so.  There are significant differences of opinion regarding the nature of (3).  At one extreme is the decision-theoretic process implicit in Bayes’ Theorem.  But there is strong disagreement with the assumptions therein involved (e.g. Searle 2001); others suggest more principle-based approaches (e.g. Korsgaard 2009), or different forms of calculation (e.g. Simon 1956), and so forth.  For the time being, we may simply consider (3) to be some reasoning process that takes (1) and (2) as input and that outputs a preferred option, without worrying overmuch about how that option has been determined.
 
However, while (1)-(3) appears unobjectionable as an analysis of choice, to understand its role in deliberation and practical reasoning we need to regard the matter from the point of view of the deliberator.  That is to say, choice from the 1st-person perspective involves, more specifically, 

(1′) beliefs regarding multiple available options; 

(2′) beliefs regarding one or more grounds for preferring options; and 

(3′) supposition of a rational process that determines, from (1′) and (2′), 

a preferred option.

The most significant difference with (1′)-(3′) in contrast with (1)-(3), as we shall see, is that beliefs and suppositions can be mistaken.

In light of (1′)-(3′), it’s very easy to see why someone might adopt a Humean perspective on practical reasoning and action.  For if we correlate the philosophical notion of “belief” with the options in (1′), and the notion of “desire” with the preferences in (2′), we arrive at what is clearly a form of the belief/desire model.  If we then add in effective choice, we have vindicated the Humean claim that actions are caused by beliefs and desires.
  This causal significance can easily be misunderstood, however, so it behooves us to spell it out carefully.  Beliefs a la (1′) and desires a la (2′) rationally determine a la (3′) a preferred option.  The effective choice of that option causally determines its enactment.  If we accept that human reasoning abilities are realized through an underlying neurophysiology, then that rational determination is itself coincident with causal determination.  So it is not incorrect to say simply that beliefs and desires cause actions, but it can be misleading.  For what is essential about this causal process is that it embodies a rational constraint on the choosing process, to the end that the causal significance of choice depends entirely on the rational significance of the beliefs and desires that determine it.
Choice is the rational gate through which all practical reasoning passes.  It shapes both the process that leads to it and the behavior that proceeds from it.  Choice is preceded by a deliberative stage in which the materials of choice are gathered and clarified, and succeeded by an effective stage in which the conclusions of choice are expressed in action.
  So, overall, practical reasoning looks like this: 
Stage One:  DELIBERATION.  A situation has arisen that requires a decision.  If there is time and need, the effort begins to assemble the rational materials required for making that decision, i.e. determining what options are available and what makes one option preferable to another.  This process is heuristic; the investigations are empirical; there is no effective procedure for determining e.g. the best construal of available options in the situation (see Section 7).  Desires at this stage are phenomenological:  one discovers that one likes something, i.e. prefers it to its absence.
  How much one prefers it, in comparison to other things, is also empirical but often difficult to pin down with any precision.  The importance of the decision will dictate how much effort need be put into the refinement of such questions – one works on the materials until one feels they are resolved sufficiently to enable the evaluation of the options in terms of the preferences.
Stage Two:  CHOICE.  The available options and the preferences relevant to their evaluation have been clarified enough to determine which option is most preferable.  This choice is deductive, regardless of the rational process determining preferability.  For example, on a Kantian approach the deduction might look like this (using curly brackets to delimit options):

Choose the preferable option;


{Abiding by the CI} is preferable to {lying};


Therefore, {abiding by the CI by not lying} is preferable to 
{not abiding by the CI by lying};


Therefore, choose {abiding by the CI by not lying}.

It is assumed that the reasoning of any agent can be represented in a similar manner.
  The justifiability of the conclusion is determined by the epistemic core hypotheticals of truth and validity.  That is, the preferred option needs to be validly inferred from true beliefs regarding options and preferences – as per Bernard Williams, a “sound deliberative route” (see Section 11).  Desires at this stage have become logical entities, insofar as they now have logical relevance qua input parameters to a rational procedure.  
Stage Three:  ACTION.  Having determined a preferred option, that option is taken up – i.e., intended – and effected.  Agents are beings that can not only decide what to do, but that can implement those decisions.  This is a materially effective process, and desires at this stage – qua essential contributors to an effective choice – have become causal entities.  Choice is not always effective, of course, for reasons both trivial and profound.  What is taken up is not always effected; our intentions are not always satisfied.  But people generally assume correctly that they can bring about what they have chosen, and of course one engages in serious reasoning about what one ought to do only on the presumption of the effectiveness of one’s decision.
  
As an analysis of practical reasoning, this three-stage process has the great advantage of apparent obviousness.  What is agency, if not the domain of effectively choosing beings?  What is deliberation, if not a process culminating in choice?  What is choice, if not a rational, belief‑ and desire-based selection of a preferred option?  What is action, if not the effective enactment of what has been chosen?  Notwithstanding the ostensible self-evidence, this analysis has profound consequences for many contemporary issues regarding practical reasoning.  Choice is at its heart, as laid out in (1′)-(3′).  Let us call this analysis of choice, and the three-stage account of practical reason and agency that it undergirds, the ur-belief/desire model, or the ur-model for short – the “ur” indicating a more fundamental, more detailed rendition than the standard belief/desire model.
  In the ur-model, choice is both the culmination of purely rational processes and an essential causal determinant of action. The former is concerned with truth and validity, the latter is concerned with material efficacy. A normative story governs a deliberation that concludes with choice; a causal story emerges in the impact of that choice on the behavior of the chooser. These are essential but separate stages in practical reasoning.  As we shall see, all Hell breaks loose when they are confused.
We are supposing that (1′), beliefs about the available options, and (2′), beliefs about what is preferable, correspond to what a Humean would consider beliefs and desires, respectively.  These beliefs and desires cause action by rationally determining the choice that brings it about.  And since desires in this sense are obviously essential to choosing, if we read “providing motivation” as determining which option gets chosen, the ur-model vindicates not only the Humean claim that actions are caused by beliefs and desires, but also that desires are solely responsible for providing motivation.
  While there may be dialectical skirmishes around the edges, it seems hard to contest the central contentions of the ur-model:  namely, that deliberation resolves the elements of choice, that choice rationally determines a preferred option, and that determination of a preferred option causally leads to action.  Notwithstanding, the model directly undercuts some of the basic arguments of unHumeans.  Two will receive particular attention:  first, the claim that the causal nature of desires renders them incapable of adequately accounting for our practical reasons for doing things (Sections 5 through 8); and second, the belief that there are desire‑independent reasons that are adequate for that task, which also (as an added benefit) bypass the incompatibility between the particularity of desire and the categoricality of morality (Sections 9 and 10).
5.  Desire and Causality – Nagel 
Wittgenstein-inspired action theorists in the second half of the 20th century argued that causality was inapt to represent the relation between “the intention to do X” and “doing X”  because the description of the former necessarily involves reference to the latter, seemingly contrary to the contingent nature of causal relations (e.g. Melden 1961).  This was not a particularly successful argument:  for instance, a Xerox machine takes “page 1” and makes what need be described as “a copy of page 1”, but no one will suppose its operation to be other than causal.  However, suspicion regarding the role of causality in understanding action persists among unHumeans in the view that it is desire’s causality, in particular, that renders it incapable of playing a central role in practical reasoning.
Nagel’s The Possibility of Altruism (1970) is seminal in this regard.  He sees desire as exemplified by thirst, the sensation of a physiological condition that exists at a particular place and time.  As such, it is hard to see its connection with something like inserting coins in a soda machine:
Upon reflection, it can seem mysterious that thirst should be capable of motivating someone not just to drink, but to put a dime in a slot.  Thirst by itself does not motivate such technical undertakings ….  (P. 33.)
Understanding this connection, according to Nagel, requires seeing desire as supplemented by a “system of reasons” (p. 32) that illuminates the relation between means and ends.  
Reasons are transmitted across the relation between ends and means, and that is the commonest and simplest way that motivational influence is transmitted.  No further desires are needed …. (P. 33.)
He contrasts this unHumean approach with that of the Humeans, who need to posit an additional, present desire, e.g. a “prudential desire”, to connect means with ends.
The issue … is whether the effect on present action of beliefs about my future interests must be explained by an intervening desire, or whether the connection can be made through a requirement of practical reason by which such actions are governed.  (P. 36.)
Nagel argues that a desire like thirst should make sense even without the supposition of some such prudential desire.  But the attempt to do so results in practical reasoning absurdity:
First, given that any desire with a future object provides a basis for reasons to do what will promote that object, it may happen that I now desire for the future something which I shall not and do not expect to desire then, and which I believe there will then be no reason to bring about.  Consequently I may have reason now to prepare to do what I know I will have not reason to do when the time comes.  (P. 39.)
So Nagel concludes that the causal nature of desire – and the physical and temporal limitations imposed thereby – requires augmentation by the “formal aspects of practical reason” (p. 46) if one is to rationalize the connection between means and ends.  For, unlike desires, reasons can be timeless:  “the influence of reasons is transmitted over time because reasons represent values which are not time-dependent.  One might even describe them as timeless values.”  (Ibid.)  
6.  Desire and Causality – Other Philosophers

This argument, that the causality of desire renders it incapable of accounting for practical reasoning, has become a staple of unHumeanism.  However, different philosophers have identified the disadvantages of this causality in different ways.  Parfit, although not concerned with rationalizing the means-end connection, adopts Nagel’s view that, in virtue of their causal identity, desires are time-bound entities:
Subjective theories can have implausible implications.  Suppose that, in 

Case One, I know that some future event would cause me to have some period of agony.  Even after ideal deliberation, I have no desire to avoid this agony.  Nor do I have any other desire or aim whose fulfilment would be prevented either by this agony, or by my having no desire to avoid this agony.  

Since I have no such desire or aim, all subjective theories imply that I have no reason to want to avoid this agony, and no reason to try to avoid it, if I can.   (Pp.73-74.)
This example is passing strange since agony is exemplary of something inherently undesirable.  Surely desiring agony – even not desiring to avoid agony – is logically incoherent, regardless of when it might happen.  Parfit demurs; qua temporally limited causal states, desires cannot be ascribed that kind of rational significance.
This case might be claimed to be impossible, because my state of mind would not be agony unless I had a strong desire not to be in this state. But this objection overlooks the difference between our attitudes to present and future agony. Though I know that, when I am later in agony, I shall have a strong desire not to be in this state, I might have no desire now to avoid this future agony.   (P. 74.)
Like Nagel, Parfit finds these kinds of dubious consequences unacceptable.  In short, the causal, time‑bound nature of desire renders it incapable of rendering an intelligible account of practical reasoning.
Korsgaard is another prominent unHumean who finds the causal nature of desire incompatible with the rational, normative requisites of practical reasoning:
… Hume has no resources for distinguishing the activity of the person herself from the operation of beliefs, desires, and the other forces in her. …  [H]is model does not allow us to see a person as guided by normative principles … because it leaves no room for the person to act and choose at all.  Desire, fear, indolence, and whim shape the Humean agent's ends, and, through them, her actions.  When her passions change, her ends change, and when her ends change, so do her actions.  We can explain everything that she does without any reference to her at all.  (Pp. 233‑234.)
This goes beyond the arguments of Nagel and Parfit that we have looked at – it’s not the temporally determinate nature of desire that’s a problem so much as its very causality.  For Korsgaard, to believe that beliefs and desires have a causal role in practical reasoning is to suppose they determine behavior entirely independently of the normative concerns of the agent.
John Searle, in turn, takes the critique one step further:  namely, to a full and explicit embrace of acausality.

    In the normal case of rational action, we have to presuppose that the antecedent set of beliefs and desires is not causally sufficient to determine the action.  This is a presupposition of the process of deliberation and is absolutely indispensable for the application of rationality.  We presuppose that there is a gap between the “causes” of the action in the form of beliefs and desires and the “effect” in the form of the action.  (Searle 2001, p. 13.)
Like Korsgaard, Searle finds any causal influence of beliefs and desires to be only at the expense of rational considerations:
…[C]ases of actions for which the antecedent beliefs and desires really are causally sufficient, far from being models of rationality, are in fact bizarre and typically irrational cases.  These are the cases where, for example, the agent is in the grip of an obsession or an addiction and cannot do otherwise than to act upon his desire.  (Searle 2001, p. 12.)
In sum:  from the unHumean point of view, the causal nature of desires (and beliefs) precludes them from playing any rational role in deliberation and practical reasoning.  
7.  Desire and Reason – Nagel 
If the ur-belief/desire model is correct, however, this unHumean view regarding the causal disability of desires and beliefs is singularly amiss.  It gets things completely backwards:  for it is only because of their rational role in choice that beliefs and desires acquire any causal power.  Necessary (and sufficient, assuming effective choice) for those Humean ingredients to eventuate in action – to motivate – are their rational contributions in deliberation and choice.  The deliberation stage shapes and clarifies beliefs regarding available options and beliefs regarding grounds for preferring options until they are sufficiently apt for a rational derivation of a most preferable option, which the choice stage then determines.  These initial stages are purely rational (or “proto-rational” for deliberation, if you will), with choice indeed a deduction in the manner described above.
  If the chosen option is effectively taken up, action follows.  Beliefs and desires are rationally necessary elements of choice, which is a necessary constituent of effective choice, which is a necessary precondition for there being anything that might be considered motivated behavior.  
Let’s reconsider Nagel’s soda machine example.  To begin with, thirst is not itself a desire – it is the sensation of a physiological condition that people usually prefer not to experience.  But not always:  one may disregard the sensation while busy with some consuming task, or ascetically embrace it as a sign of one’s mortification.  Typically, however, the experience of thirst activates a preference to quench it, where an activated preference is an occurrent desire, i.e. one determining choices currently being effected.  But, as we have seen, on the ur‑model the determination itself is entirely rational, unlike the causal nature of the effecting choice.  For recall, on the ur-model desire passes through three different stages, with the deliberation and choice stages being rational and only the third stage being causal.  As a rational consideration, the desire not to be thirsty is a concern applicable to any contemplated option, past, present or future, and imaginary or real.  And while the final, activated stage of a desire is something bound in time, the rational preference leading to that activation is “timeless” in that there are as such no temporal restrictions to its range of relevant applicability.
If one is thirsty, of course, then all things being equal one will prefer options in which that thirst gets quenched to those in which it doesn’t.  In the presence of a coin-operated soda machine and in possession of the requisite dime (how times have changed!), then the relevant available options become two:  {quenching one’s thirst by way of getting a soda by putting a dime in the machine} and {not quenching one’s thirst by way of not getting a soda by putting a dime in the machine}.  Not available under the imagined circumstances, it should be noted, are {quenching one’s thirst not by way of getting a soda} and {quenching one’s thirst by way of getting a soda by not putting a dime in the machine}.  Therefore, given one’s preference for thirst-quenching over the loss of a dime, and the lack of other, overriding considerations, one chooses thirst‑quenching via getting a soda from the machine – one rocks the coin right into the slot.  
The first problem with Nagel’s account is one that afflicts unHumeans and Humeans alike.  He understands choices like that above as ones in which “Reasons are transmitted across the relation between ends and means, and that is also the commonest and simplest way that motivational influence is transmitted.”  (P. 33, my emphases.)  Although this “transmission” has become a common conceit, we will see it’s not necessary to view means-ends relations as involving the quasi-mechanical transference of a kind of pseudo-energy.  The conceit has its origin in an instrumentalist paradigm that goes back at least to Immanuel Kant, viz. that practical reasoning is essentially a matter of deriving means from ends:  “Whoever wills the end also wills (in so far as reason has decisive influence on his actions) the indispensably necessary means to it that is in his control.”  (Kant 1785, 4, 417.)
In other words, the instrumentalist paradigm supposes an argument that looks something like this:

S1:
If one ought to choose an end, then one ought to choose the necessary means.

One ought to choose end A;


B is a necessary means to A;


Therefore, one ought to choose B. 
There are obvious problems with S1:  what if there are other ends (things that ought to be chosen) in addition to A; what if not-B is preferable to A; what if there were other means to A in addition to B; and so forth.  Searle, after reviewing objections like these, concludes that logical inferences in the spirit of S1 are simply not available (2011, “Why There is No Deductive Logic of Practical Reason”).  I agree, at least so far as arguments like S1 are concerned; for example, one can never derive the best means to some end.
  Suppose that what is to be chosen is a verbal response – since the number of possible intelligible responses is literally infinite, there is no way to traverse them all to determine which is best.
But, contra Searle, there is a deductive logic of practical reason:  not one of deriving means from ends but rather one of inferring, from one’s available options (beliefs) and preferences (desires), which means-end option is most preferable.
  Here’s a simple example that makes that point.  Assume under the given circumstances that all other things are equal – i.e., A and B are the only relevant preferential concerns – and that B is necessary and sufficient for A.  For example, take {A} to be {quenching one’s thirst} and {B} to be {putting a dime in the soda machine}:

S2:
One ought to choose the preferable option;

{A} is preferable to {not-B};


Therefore, {A by way of B} is preferable to {not-A by way of not-B};



Therefore, one ought to choose {A by way of B}.
 
For S2, the reasoning in practical reason does not require a quasi‑mechanical transmission of motivation from one’s ends to one’s means, but rather involves a logical deduction of what one ought to choose from one’s preferences and the available means‑end options.  The “transmission” is a cognitive illusion.  You don’t go from considering ends ({A}) to considering means ({B}), as S1 would have it.  Instead, a la S2, you go from considering ends ({A}) to considering ends by way of means ({A by way of B}).  In other words, the object of choice does not change to something different, but rather expands to include something else.

The second, more fundamental problem with Nagel’s account is his supposition that the causal stage of desire is all there is to it.  According to the ur-model, on the contrary, desire plays a causal role only because it first plays a rational role.  In effect, Nagel amputates the deliberative and choice stages of desire, and accords their rational significance instead to an encompassing structure of reasons.  But those rational considerations – e.g., timelessness and means-end reasoning – have all been misappropriated from the rational stages of desire, stages that are essential precursors of desire’s causality.
8.  Desire and Reason – Other Philosophers

Parfit, as we have seen, leans heavily on Nagel’s distinction between present and future desires.  On the presumption that the ur-model’s causal stage is all there is to desire, they are fixed in time to their bodily manifestation in action.  Thus, if indeed Subjectivists believe that only present desires can provide reasons for choosing and doing things, as Parfit supposes, then the future desire I will have to escape agony may right now leave me cold:  “Though I know that, when I am later in agony, I shall have a strong desire not to be in this state, I might have no desire now to avoid this future agony.”  I earlier called this “passing strange” – let me up that to “immeasurably bizarre”.  For Parfit is supposing, not only that Subjectivists cannot be motivated in the absence of a concurrent desire, but that they cannot reason about desires unless those desires are actively present:  “This case might be claimed to be impossible, because my state of mind would not be agony unless I had a strong desire not to be in this state. But this objection overlooks the difference between our attitudes to present and future agony.”  (P. 74.)  It is hard to understand this other than as a presumption that, for Subjectivists, the incoherence of desiring the inherently undesirable becomes evident only when that undesirability is actually present.
Suppose it is correct to believe that desires only exist when they are actively moving someone, and that Subjectivists believe desires must be present to provide reasons to choose and do things.  It hardly seems to follow that Subjectivists must also believe that desires must be present for one to reason about them.  The incoherence of desiring the undesirable is a rational matter, and as such its determination is independent of empirical events.  Parfit defines Subjectivists as those who believe reasons are “subject-given”, i.e. that it is the mere having of a desire that provides a subject a ground for doing things, as contrasted with an “object-given” reason based on an independent evaluation of the object of the desire (pp. 43‑47.)  But even were a future desire fail to give a present reason to choose and do something, how does it follow that one cannot at present rationally evaluate that future desire?  One does not need to be currently trying to move something to know that one cannot move an unmovable object.  I do not need to be looking at bright orange now to realize that it would be a bad color for shoes to tonight’s formal gathering.  I don’t have to try to square a circle with compass and straightedge to know that it cannot be done.  Surely I do not need to touch the hot stove again to know in advance I will find the experience no less inherently undesirable the second time around.
So it is definitely bizarre that Parfit would think anyone believes that the causal nature of desire somehow renders it inaccessible to non-contemporaneous rational assessment.  Again, it’s one thing to claim that desires fail to provide reasons for choice and action unless they are present; it seems something quite different to claim that desires fail to be subject to reasoning unless they are present.  Were it indeed the case that Subjectivists were committed to such a view, that would provide a much simpler and succinct refutation than the great effort Parfit expends in his magnum opus (Parfit 2011/2017).  For, if the Subjectivist cannot reason about desires unless they are present, then rational deliberation becomes immediately impossible.  How can you ever try to decide what to do in the future on the supposition that you do not now have, and therefore cannot rationally assess, the desires which will then be in play?  Perhaps Parfit believes that, as Subjectivists, the Humeans are disbarred from rational consideration of the objects of their desires – as if they cannot have knowledge of what it is they find desirable!  (Cf. Markovits 2017.)  But of course it is only objective normative facts to which they are disallowed access, not objective natural facts.
It’s one thing to argue that Subjectivist deliberations are unreliable or muddled; it’s very much another to claim that Subjectivist deliberations are impossible.  But that’s the view to which Parfit seems committed.  Perhaps he has little choice in the matter:  for if one admits that the desirability of options is a rational matter that can be ascertained regardless of when they might occur, that scuttles the idea that the role of desire is time‑bound to its causal emergence.  Parfit will argue that, on the Subjectivist approach, this ascertainment must itself be the consequence of an occurrent desire.  Indeed, to rationally deliberate one must desire to rationally deliberate.  But this is not, as Nagel supposes, a “prudential desire” that is “simply one of the present desires” (p. 41) and “unnecessary as a bridge to one’s own future” (p. 43) – instead, it is the very ground for engaging in deliberation in the first place.
Of course, this is something of a diversion.  The more fundamental problem with Parfit’s view is the same faced by Nagel:  desires are not simply causal, nor are they temporally confined to their causal realization.  On the ur-model desires are beliefs regarding preferability that can be applied to options wherever and whenever they might occur, and the causal powers of those desires are entirely dependent upon their prior rational role in deliberation and choice.  Every unHumean attack on the causal nature of desires – every claim that that causality rules out a proper deliberative role in practical reasoning – founders on the fact that it is only in virtue of their rational role in deliberation and choice that desires become causally consequential in the first place. 
Korsgaard, on her part, shows how – even though choice is the soul of agency, and beliefs and desires are the heart of choice – it is still possible to view their causal consequentiality as alienating:

We may say that she herself must combine the belief and the desire in the right way.  A person acts rationally, then, only when her action is the expression of her own mental activity, and not merely the result of the operation of beliefs and desires in her.  (P. 221.)
UnHumean sympathies, it seems, are capable of rendering someone insensible to the fact that her desires are what she desires, that her beliefs are what she believes, and that it is she herself who is in charge of any operations in her.  For how could their operations not be expressions of her own mental activity?  And how could her own mental activity express itself in action without the cooperation of what she believes and desires?  After all, assuredness in something like the categorical imperative would itself be one of those beliefs.  But Korsgaard, as a proper Kantian, instead imagines the moral self as a purely rational thing that dwells far above the gritty give-and-take of one’s empirically‑grounded convictions and inclinations.  If those beliefs and desires were merely causal entities, that would estrange them from the rational self, and one would indeed wind up as an unHumean divided against oneself.  On the ur‑model, on the contrary, beliefs and desires are only causal because they are rational, that rationality being essential for the causal consequentiality of agency.  For it is the agent (and not-necessarily-moral self) who rationally operates on those beliefs and desires and – who else? – the self-same agent who bestows their causal powers by effectively enacting the option they determine. 
Searle takes the Korsgaardian estrangement from one’s own beliefs and desires to the ultimate extreme, and argues that true agency requires not only their irrelevance but their complete impotence:
[I]n a typical case of rational decision making … I have a choice and I consider various reasons for choosing among the alternatives available to me.  But I can only engage in this activity if I assume that my set of beliefs and desires by itself is not causally sufficient to determine my action.  (Searle 2001, p. 13.)
In this he embraces the standard unHumean view that any causal role for one’s beliefs and desires can come only at the expense of rational decision-making.  But according to the ur‑model he has things exactly upside down, for it is only in virtue of their rational role in “choosing among the alternatives available” that beliefs and desires become causally active in the first place.  How does he propose to choose without his “set of beliefs and desires”?  Searle supposes instead that their causality can only undermine the rational process.
To see this point you need only consider cases where … the belief and the desire are really causally sufficient.  This is the case, for example, where the drug addict has an overpowering urge to take heroin, and he believes that this is heroin; so, compulsively, he takes it.  In such a case the belief and the desire are sufficient to determine the action ….  But that is hardly the model of rationality.  (Ibid.)
Of course, he is correct to point out that beliefs and desires are capable of disrupting deliberation and choice.  The same things that are involved when practical reasoning goes right can be involved when it goes awry.  Analogously, the same computer program and rocket motor that can lead an interplanetary probe to its proper destination can also, if mistaken, lead it to crash and burn.  However, that doesn’t mean we need to construct probes that are motor- and program-independent; rather, we just need to get the motors and programs aright.  
Note that in Searle’s case the drug addict is still acting as an agent.  For it’s not that the latter’s agency as such has been compromised – he’s still making effective choices – but rather that we think he misestimates the importance of heroin in comparison with the other things he should hold dear:  job, family, friends, health, etc.  Were he in fact correctly estimating the relative importance heroin has for him, his lotus eating would simply reflect an enfeebled, pitiable kind of agency, given the grand spectrum of goals, other than simply being high, that humans are capable of pursuing.  However, Searle believes that beliefs and desires will steal away one’s agency like a mind‑controlling alien in a young adult novel:
If my actions are really completely caused by my beliefs and desires, so that I really can’t help myself, then I have no choice and rationality can make no difference at all to my behavior.  If I am in the grip of causally sufficient conditions, there is no room for deliberation …. (Searle 2001, p. 142.)
But it’s absurd to suppose that my beliefs and my desires could somehow determine my behavior without me being involved:  an absurdity that springs entirely from the mistaken unHumean notion that the causal significance of our beliefs and desires comes only at the expense of any rational role.  Searle fails to realize that our beliefs and desires can (indeed must) play a rational role in our deliberations before their causality is unleashed in deliberate behavior.
9.  The Nature of Motivation
At this point it will help to review the basic details of the ur-belief/desire model.  The following claims appear to be, if not conceptually true, then near enough as to make little difference.  Effective choice is essential to agency.  The point of deliberation is to facilitate choice.  Choosers select among what they believe are the available options (“beliefs”) on the basis of what they believe is preferable (“desires”).  Insofar as they determine choice, beliefs and desires function as purely rational entities, governed by the epistemic norms of truth and validity.  The point of choice is to bring about action; it is effective when it does so.  Insofar as beliefs and desires determine effective choices, their rational significance leads to causal significance.  In action, the causal prowess of beliefs and desires derives entirely from their rational role in determining choice.  
I emphasize the plausibility of these claims because they lead to radical conclusions regarding the nature and importance of motivation.  Humeans and unHumeans alike misinterpret desire by failing to appreciate its dual rational/causal citizenship.  This engenders in turn a fundamental misconception of the role of motivation in practical reasoning and morality.  The ur-model approach does not deny one can intelligibly speak of motivation, but it accords it little of the significance supposed by Humeans and unHumeans.  Specifically, motivation has nothing to do with either the content of deliberation and choice or the significance of rational normativity – its indirect involvement in each having been misconstrued as a central concern.  These are large claims, to be sure, but on the ur-model as outlined above they become more or less inevitable. 
But first, assuming the ur-model, what is motivation?  Desires and motives are essentially one and the same thing, which is to say empirical normativity, but as seen from two different perspectives.  Prospectively, prior to action, empirical normativity reveals itself within the 1st-person point of view as desire, as evident preferability.  Here it plays a normative role as one of the rational determinants of choice.  Retrospectively, often consequent upon action, that same normativity from the 3rd‑person point of view appears in the guise of motive or motivation, as an efficient determinant of action.  Here it plays a causal role.  From the 1st‑person point of view, desire is the primary (rational) mover, determining which option gets chosen; from the 3rd-person point of view, the beliefs about available options can also be ascribed a motivational role, along with desire, in virtue of their contribution to effective choice.  Understanding action in terms of motivation is like seeing it through a filter that highlights causality.  And indeed beliefs and desires do have causal potential, but only as a consequence of their logical role in decision-making.  The problem is that the focus on causal significance tends to obscure any rational significance, turning deliberation and action into a quasi‑mechanical process in which motivation replaces reasoning.  But to misperceive motives as causally responsible for choice is to illicitly interject causality into a purely logical process.  In reality, the causality does not determine the rational choice but rather is determined by it.  

As an illustration of motivational obscurantism, take this typical description of the Humean approach (Michael Smith 1994, following Davidson 1963):
R at t constitutes a motivating reason of agent A to φ iff there is some ψ such that R at t consists of an appropriately related desire of A to ψ and a belief that were she to φ she would ψ.  (P. 92.)
There are a couple of issues with this account.  First, it is fixated upon the instrumentalist paradigm of practical reason, which we found above to be wanting (Section 7).  But second, and more important, instead of choosing to do ψ because it leads to φ, the focus is entirely on being motivated to do ψ because it leads to φ.  Whether a desire’s being “appropriately related” involves anything inherently logical is anybody’s guess.  Based on accounts like this, it is not without cause that Korsgaard remarks:  “This suggests that Hume’s view is that there is no such thing as practical reason at all.”  (P. 222.)  
10.  Motivational Obscurantism
The emphasis on motivation in practical reasoning is pernicious.  It plays no role from the 1st-person perspective – the deliberator is concerned with desires, not motives.  And from the 3rd-person perspective the causal emphasis of motivation obfuscates the purely rational nature of choice.  On account of this, it is regrettable that both Humeans and unHumeans have made motivation a central focus of practical reason.
At the start of The Possibility of Altruism, Nagel states an unHumean case for a motivational approach:
I conceive ethics as a branch of psychology.  My claims concern its foundation, or ultimate motivational basis.  If the requirements of ethics are rational requirements, it follows that the motive for submitting to them must be one which it would be contrary to reason to ignore.  So it must be shown that susceptibility to certain motivational influences, including altruism, is a condition of rationality ….  (P. 3.)
His account goes something like this.  A substantive normativity, i.e. a significant normativity regarding behavior, must be capable of motivating people.  Desires are supposed to motivate people, but because they are subjective – i.e., represent contingent, empirical facts about specific individuals – they cannot provide the “inescapability” required by morality (Nagel’s way of accommodating categoricality).  As we have seen, Nagel argues that desires are also incapable of explicating practical reasoning, e.g. about sodas, thirst and such.  Reasons, on the other hand can account for practical reasoning;
 and since reasons are capable of being objective, and therefore independent of the empirical subjectivity of desire, they seem to provide a basis for the inescapable motivatability that categorical morality requires.  UnHumeans have since taken up the banner of “desire‑independent reasons”, usually coupled with the more specific claim that beliefs as well as desires can provide motivation.  Since, unlike desires, beliefs are capable of being objectively true, even necessarily true, they again promise to provide the basis for moral motivational inescapability that contingent desires cannot.
There are two elements of Nagel’s unHumeanism that deserve special attention:  the idea that reasons and/or beliefs can provide motivation separately from desires, and the assumption that motivational capability is a requirement of substantive normativity.  These elements are intimately related.  The latter, plus the second part of H1 – “desires are solely responsible for providing motivation” – entails H2:  “desires are the sole legitimate source of moral distinctions.”  If one accepts the Humean claim that “actions are caused by beliefs and desires” in the first part of H1, then one has no recourse but to turn to beliefs for the desire‑free motivation needed to reject H2 and validate categorical morality.  Korsgaard describes the reasoning:
When we act in accordance with hypothetical imperatives, it is alleged, motivation is provided by the combination of a belief and a desire ….  Since categorical imperatives are by definition not based on the presupposition of an existing desire, we must in following them be motivated by belief alone ….  (P. 220.)
Regardless of whether one supposes that beliefs and desires are the only factors involved, the notion that beliefs can independently provide motivation has pretty much become unHumean boilerplate; as, for example, with Parfit:
    Some Humeans claim that, for some belief to motivate us, this belief must be combined with some independent, pre-existing desire.  As Nagel argues, we can reject this claim.  When we come to have some belief, such as the belief that we ought to act in a certain way, this belief might motivate us by causing us to have some new desire.  Nor do we even need to have some new desire.  Whenever we act in some voluntary way, Humeans say, we must have wanted to act as we did.  But our having this desire, we can reply, might consist only in our being motivated by some belief.  (Parfit 2011, 2, p. 381.) 
Given the ur-belief/desire model, however, four interrelated points reveal the futility of this idea.  
First, ironically, on that model it is beliefs that determine what action gets chosen:  “desires” are beliefs regarding what is preferable in options, as per (2′) above.  This, of course, will hardly satisfy unHumeans.  They are claiming, rather, that there are sources of motivation outside of what are standardly considered “desires”, even allowing that the reasoning deliberator must perforce deal with beliefs about those things rather than the things themselves.  Second, according to the ur-model it is literally incoherent to suppose that desires are inessential or that something else might substitute for them.  Choice necessarily requires grounds for choosing between options, otherwise nothing ever gets chosen.  And any ground of preference – any basis for preferring one option over another – is by definition a desire on the ur-model.  The unHumean will again demur:  this begs the question by presupposing that every ground of preference is a “desire” as that term is commonly understood.  G. F. Schueler, for example, writes:
[W]e need to distinguish the sense of “desire” in which this agent must have wanted to do whatever he or she decided to do since the act was fully intentional, and the sense of “desire” in which the agent might easily have decided, after thinking about it, to ignore all his or her desires and do what the law required or prudence recommended or morality obliged.  (Schueler 1995, p. 2.)
The third point, in response, is that it doesn’t really matter whether one supposes that all preferences are desires, or whether there is some important difference between e.g. responding to one’s urges and obeying the moral law.  The problem with desires, so far as morality is concerned, does not lie primarily in the fact that, unlike beliefs, they are incapable of truth or falsity.  The problem with desires, as Nagel indicates, is that their possession is a contingent, empirical matter, and therefore incapable as such of supplying the “inescapable” motivation required by morality.  And any grounds for preferring one option over another, whether they be desires or beliefs or reasons or whatever, face the same problem.  To wit:  it is a purely contingent, empirical matter whether that ground influences a given person on a given occasion.  If morality really does require inescapable motivation, then “desire‑independent reasons” are no more capable of providing it than are plain old‑fashioned desires.  It simply does not matter whether such a factor is “susceptible to rational assessment”, because regardless it is “something to which one is subject or not.”  (Cf. Nagel, p. 4.)  Some people are sometimes moved by moral beliefs and objective reasons, and some people sometimes are not – this contingency is no less debilitating to the motivational inescapability of categorical morality than is the accidentality of desire.
The fourth point is the most fundamental and controversial, for both Humeans and unHumeans:  deliberation and choice are not concerned with motivation.  This is an immediate readout from the three-stage analysis of practical reason given earlier.  Causality only becomes relevant in the third stage, after deliberation in the first stage has culminated in rational choice in the second – when it becomes time for putting that choice into action.  Deliberation and choice are concerned with preferability, not motivation.  Of course, as we have seen, desires and motives both amount to the same thing, namely empirical normativity.  But from the perspective of deliberation and choice, the task is to find out what is most preferential; that one is motivated to carry it out is presupposed.  Choice depends on having preferences, which already provide the ground for carrying out a decision.  And deliberation in many cases is completely nominal, e.g. when we snatch our hand back from a hot stove.  No need to ponder what options are available or what might be preferable in the situation – those things are already quite obvious.  We only engage in a distinct deliberative process when we find that engagement desirable, when we feel the gravity of a decision requires closer examination of what’s available in the situation and what’s most important in the outcome.  In other words, the motivation – the causal potential of our desires – is already there.
Most importantly, we don’t engage in our own deliberations without the presumption that our choice will be effective.  Otherwise, why bother?  And we can ensure that our choice will be effective by correctly identifying the relevant options available and what we really want.  For anytime someone’s choice proves ineffective, one can infer that either they supposed an option to be available to them that actually wasn’t (e.g., the box turned out to be too heavy to lift), or it really wasn’t what they wanted (e.g., the fermented skate was enticing on the menu, but not so much on the plate).
  Because the effectiveness of choice is presupposed, there is no question as to whether one will be motivated to do what has been chosen.  To deliberate is to assume one’s choice will get carried out; the motivation is given – what’s in question is how it should be directed.  This does not mean one cannot discover new preferences during the course of deliberation, or reevaluate those one already recognizes.  It only means that the ultimate goal of deliberation is not to ensure that one’s choice will be motivated, but instead to figure out which option is most to be preferred.
11.  Williams’ Different Reasons
I have argued that because of its obscurantism – its tendency to blot out the role of rationality – motivation is an unreliable ally in the analysis of practical reason.  But, assuming that choice is effective, decisions indeed bring about the chosen action.  What is so wrong about proleptically presupposing that connection and equating preferability with motivatability?  An analogy will help explain the problem.  You are a ballplayer, and love hitting the ball with your bat.  However, it occurs to you that every time you swing to hit the ball your bat is also knocking about molecules in the air.  Alas, bemusement and preoccupation with this fact takes your focus away from hitting the ball, and your batting average consequently suffers.  Something like this can happen when one concentrates on the causality of motivation instead of the rationality of preference.  
Bernard Williams provides a case in point by performing a remarkable switcheroo on the notion of having a reason.  In the first part of his famous essay on “Internal and External Reasons” (1981) he accounts for a person having a reason to do something in terms of the rational process leading to that result – a process very much like the explication of choice in (1′)-(3′).  First, according to Williams, one needs true beliefs about what options are available; e.g. one will lack an internal reason to make a drink if one has mistakenly taken petrol for gin:  “A member of [agent A’s subjective motivational set], D, will not give A a reason for φ-ing if … the existence of D is dependent on false belief”.  (Williams 1981, p. 79.)  Second, one needs true beliefs about one’s interests.  For one may mistakenly think one desires something that one actually does not, or fail to recognize desires that one actually has:  “A may falsely believe an internal reason statement about himself, and … A may not know some true internal reason statement about himself.”  (Ibid.)  Third, the evaluation of the available options in terms of one’s desires must be logically correct:
The claim that somebody can get to the conclusion that he should ϕ (or the conclusion to ϕ) by a sound deliberative route involves, in my view, at least correcting any errors of fact or reasoning involved in the agent’s view of the matter.  (Williams 1989, p. 36; my emphases.) 

Just as with (1′)-(3′) on the ur-model, Williams here describes having a reason in terms of having true beliefs about the available options and one’s desires, and reasoning correctly from those beliefs,

In the latter part of his essay, however, he offers a conspicuously different account of what constitutes a reason:

What is it that one comes to believe when he comes to believe that there is a reason for him to ϕ, if it is not the proposition, or something that entails the proposition, that if he deliberated rationally he would be motivated to act appropriately?  (Williams 1981, p. 85.)  
Strictly speaking, this second account is not incompatible with the first, at least if you assume the effectiveness of choice and that deliberating “rationally” is to do so a la the first.  However, as practical advice there is conspicuous incoherence.  If the deliberator wants to know if he has a reason to φ, it hardly helps to tell him he has a reason if that’s what he would rationally conclude – he’s still trying to figure out what to rationally conclude!  It’s like asking which horse to bet on, and being told “the winner”.  But the more fundamental mistake is allowing the focus on motivation to draw attention away from the rational determination of preferability.  If you concentrate on the motivational requirement in the second account, you may lose sight of the rational requirements in the first.  And indeed, this is what happens to Williams; he asks
    Does believing that a particular consideration is a reason to act in a particular way provide, or indeed constitute a motivation to act? …  The claim is in fact so plausible, that the agent, with this belief, appears to be one about whom, now, an internal reason statement could truly be made:  he is one with an appropriate motivation in his [subjective motivational set].  (Williams 1981, p. 83.)
It is, in fact, a relatively simple matter to motivate persons by altering their beliefs regarding what is preferable:  just persuade them, rightly or wrongly, that it is in their interest to ϕ.  But if those beliefs are mistaken, then persons clearly do not “truly” have a reason to ϕ.  To believe that something is in one’s “motivational set” is not the same as that thing actually being in one’s motivational set.  So by focusing on motivational success, as per the second account, Williams loses sight of the rational requirements in the first – in particular, that beliefs regarding one’s preferences need to be true.
12.  Motivating and Normative Reasons

Few distinctions are thought more fundamental in the analysis of practical reason than that between motivating reasons and normative reasons.  From the perspective of the ur‑belief/desire model, however, the distinction represents a perfect storm of misconception:  motivational obscurantism joining forces with the fallacy of normative monism.  The notion of normativity in “normative reason” goes back to Williams:
It is important that even on the internalist view a statement of the form ‘A has reason to ϕ’ has normative force. ….  The claim that somebody can get to the conclusion that he should ϕ (or the conclusion to ϕ) by a sound deliberative route involves, in my view, at least correcting any errors of fact and reasoning involved in the agent’s view of the matter.  (Williams 1989, p. 36.)
The somewhat ironic thing about this concept is that it has nothing to do with practical reasoning as such – the normativity is purely epistemic, viz. the normativity of truth (“fact”) and validity (“reasoning”).  These norms determine rationality regardless of subject matter, whether it’s algebraic theorems or physical engineering or logic itself.  Truth and validity have no unique relevance for deliberation and choice.  Nonetheless, this epistemic concept of normativity has since been taken up by both Humeans and unHumeans, and is conventionally contrasted with motivating reasons.  Parfit provides a typical account of the distinction:

[W]e can have either kind of reason without having the other.  Thus, if I jump into the canal, my motivating reason was provided by my [false belief my hotel was on fire], but I had no normative reason to jump.  I merely thought I did.  And, if I failed to notice that the canal was frozen, I had a reason not to jump that, because it is unknown to me, did not motivate me.  (Parfit 1997, p. 99.)
Generally, motivating reasons are understood to be causal and explanatory, and normative reasons are understood to be rational and justifying.  But there are different opinions as to what the distinction amounts to, e.g. as to whether normative reasons can also be motivating reasons.
  Fortunately, we can defer forays into these frays because, on the ur-model, the distinction itself is multiply misconceived; in particular, motivating reasons turn out to be justifying as well as explanatory, and rational as well as causal.  On the ur‑model, the fundamental distinction is between what people actually do and what they ought to do, the latter according to some external norm.  Now if the only kinds of normativity are empirical and rational, it follows that because empirical norms are not shared – they hold only for the person that has them – any applicable external norm regarding what one ought to do must be categorical and therefore rational.  On the other hand, the ur-model explicates what people do in terms of empirical norms:  a being is an agent to the extent that what it does reflects its choices and values.  Consequently, on the ur‑model the supposed distinction between motivating and normative reasons turns out to “really” be a distinction between empirical and rational normativity. 

The ur-belief/desire model accepts the constraints of rational normativity, but additionally recognizes the empirical normativity of preferences.  For even if one’s beliefs and reasoning are thoroughly mistaken, deliberation remains a justificational process.  That is, regardless of the epistemic status of the beliefs and reasoning involved, the ur-model recognizes their normative content, e.g. “{A} ought to be chosen, all other things being equal”, or simply “Choose {A}”.  And there are additional normative concerns that arise regarding deliberation itself.  First, ought one deliberate, i.e. with what degree of effort from none to Bayes’ Theorem?  For often the deliberation stage is completely nominal:  we act instinctively, habitually, reflexively, recklessly, spontaneously, absent‑mindedly, carelessly, reactively, unthinkingly, etc.  We don’t need to ponder our options and preferences when we snatch our hand back from a hot stove.  So whether to engage in a distinct process of evaluation and assessment is itself a matter of choice – i.e., should I rush right in or should I take some time to think things over?  And second, when deliberation is concluded and an optimal option is identified, there still remains the question of whether one ought to enact – effectively choose – that option.  Not infrequently we may carefully identify and weigh all the options, assiduously evaluate the relevant preferential criteria, fastidiously identify the most desirable option, and then throw everything out the window when the time comes to choose.  We are all runaway brides on occasion.  Consequently, practical reasoning on the ur-model is riddled through and through with justificational, normative concerns, regardless of whether that reasoning meets rational criteria of truth and validity  The characteristic normativity of practical reasoning is not epistemic but empirical – the contingent preferability of our desires that determines the effective choices that determine our actions. 
According to the ur-model, explanation is not opposed to justification because every action has normative, justifying stages as well as causal, motivating stages.  The notion of “normative reason” retains its rational, Williamsian significance – i.e., a conclusion regarding what is to be preferred that meets external standards of truth and validity.  On the other hand, a so‑called “motivating reason” is also something normative, something empirically normative – i.e., a preference that acquires causal significance through a justificational decision-making process.  Now empirical normativity and rational normativity are essentially distinct:  neither can be reduced to the other.  In particular, rational norms as such are impotent truths.  But this does not mean that empirical and rational norms cannot align.  We can prefer to be rational, we can desire for our beliefs to be truthful and our reasoning to be valid – we can even desire to be moral.  And when what we actually desire is identical with what we rationally ought to desire, it is not incorrect on the ur-model to say that we are motivated by rationally normative as well as empirically normative reasons.
13.  Motivation and Morality
The misapprehension of motivation also carries over to its role in categorical morality.  But before we shift attention to rational normativity, let’s sum up the findings for empirical normativity.  We have found that, so far as the latter is concerned, the Humean claims in H1 – that actions are caused by beliefs and desires, and that the latter are solely responsible for motivation – have been largely borne out.  For we have seen that beliefs (beliefs regarding the available options) and desires (beliefs regarding preferability in options) do indeed rationally determine the preferable option, and that effective choice of that option does indeed causally bring about what has been chosen.  And we have learned that, if not “desires”, then equally contingent preferences (“beliefs”, “reasons”) are solely responsible for determining which option to choose.  
Consequently, the ur-model approach largely validates the H1 component of Humeanism.  But what about H2, the claim that empirical normativity is the sole legitimate source of moral distinctions?  Here, of course, it diverges from the Humean claim:  it allows for a  rational normativity in addition to the empirical, i.e. constraints that apply universally and necessarily.  People are bound to these constraints because some commitment, at least, is essential for agency or social agency.  But the extent of these kinds of commitment is easily overstated.  For example, Williams blithely assumes that concerns for truth and validity are in everyone’s subjective motivational set (“S”):  “any rational deliberative agent has in his S a general interest in being factually and rationally correctly informed.”  (Williams 1989, p. 37.)  But this wildly underestimates the extent to which persons can thrive through the embrace of dishonesty and self-deception.  And when it comes to categorical moral constraints in particular, the need to take them into account may be even less obvious.  On the ur-model, rational normativity is concerned not with what people do but only with what they ought to do – that is to say, rational normativity as such is not in the motivation business.  However, if so, what significance can it hold for practical reasoning?  On the one hand, a Parfitian unHumean can find some vindication in the recognition of an objective categorical normativity distinct from the empiricality of desire.  But on the other, the unHumean with Nagelian leanings will inquire as to the point of an impotent morality.  How many divisions has the Pope?  How does one avoid the assumption that motivational capability is an essential requirement of any substantive normativity, i.e. of any behavioral normativity that need be taken seriously?  
To begin with, note that even though categorical morality does not itself provide motivation, that hardly implies one cannot be motivated to be moral.  As an empirical matter, some persons – and arguably most persons to some extent – believe moral claims and desire to abide by their constraints.  This may be as a means to an end:  one’s shop may not thrive if one fails to make a practice of treating one’s customers fairly.  Or indeed, as an integral part of one’s character, one may simply find unfair treatment repugnant, whether by oneself or others.  This is not to suppose that rational moral truths themselves possess causal powers, but rather to suppose that beliefs in those truths, and desires to abide by them, can be no less influential in a person’s life than more self‑directed concerns.  This possibility is pretty much universally recognized.  The problem is that, again, it is a purely contingent matter whether a given person in a given circumstance desires to do what is right.  And of course – look around! – the world is a‑broil with behavior unconstrained by morality.  What is the use of categoricality if the actual acceptance of that universal requirement is far less than universal?
This latter point will be recognized as the gist of Williams’ argument against the existence of “external” reasons:
Suppose, for instance, I think someone … ought to be nicer to his wife. ….  I try various things on him, … and I find that he really is a hard case:  there is nothing in his motivational set that gives him a reason to be nicer to his wife as things are. ….  The question is:  what is the difference supposed to be between saying that the agent has a reason to act more considerately, and saying one of the many other things we can say to people whose behaviour does not accord with what we think it should be.  As, for instance, that it would be better if they acted otherwise.  (Williams 1989, pp. 38-39.)
This makes it pretty clear that, as long as our focus is on the individual agent, it is a purely empirical matter whether moral beliefs and desires play any role in determining what is chosen and done.  But what if morality is something that does not directly concern the individual as such, but rather the social situation of the individual?  This is where the notion that morality is a core hypothetical, not for mere agency but rather for social agency, shows its worth.  For it implies that moral considerations play out, not in the behavior of persons regarded in isolation, but in the significance their behavior has for those around them and for society at large.  If we feel this man is treating his wife wrongly, the “external” categorical requirements of morality may variously justify – i.e., provide a social reason for – reprimand, censure, ostracism, and so forth.  We don’t just say it would be better if he acted otherwise – we show why it would be better if he acted otherwise by explaining the societal consequences of not so doing.  Williams seems to believe that he also has access to such measures, on the grounds that one can “proleptically” leverage off someone’s “disposition to have the respect of other people” to create reasons the person would not otherwise have (1989, p. 41).  But what, on his view, can possibly justify this imposition of societal demands obviously distinct from – i.e., external to – what the person wants to do?  Where does Williams propose to find values that extend beyond the jurisdiction of the individual?  For values that apply to everyone, you need categorical morality.  It may not provide rules for individuals considered in isolation, but rather inescapable rational requirements for the conduct of individuals insofar as they socially engage with others. 
14.  Two Kinds of Normativity Redux
The problem for unHumeans is that they face an impossible task:  to provide reasons which explain both what people do do and what they ought to do.  Nagel embraces this task with little reservation:
This solution may appear to involve an illegitimate conflation of explanatory and normative inquiries.  But a close connection between the two is already embodied in the ordinary concept of a reason, for we can adduce reasons either to explain or to justify action….  But though the explanatory and normative claims can diverge, this does not mean that we are faced with two disparate concepts finding refuge in a single word.  (Pp. 14-15.)
But it does mean we are faced with two disparate concepts!  The fact that empirical and rational notions can overlap with respect to normativity is not proof they are the same concept.
  The categorical nature of morality, I have argued, is best understood as a form of rational normativity.  Rational norms, like the epistemic norms of truth and validity, hold universally and necessarily.  They are explained here as core hypotheticals, forms of reasoning that represent universal and necessary constraints that are to some extent indispensible for agency as such.  I have speculated that moral rationality is a core hypothetical, not for agency as such, but for social agency.  Regardless, morality would achieve its categorical nature – in particular, its independence from persons’ beliefs and desires – from its rational universality and necessity qua core hypothetical.  The difficulty this poses for Nagel’s unified theory of reasons is that, while such categorical norms are completely independent of persons’ beliefs and desires, persons’ actions are completely dependent upon their beliefs and desires, as per (1′)-(3′) and the three stages of practical reason. These are explicitly contradictory requirements – it is impossible to satisfy both with the same concept.  The ability to explain what ought to be the case does not explain what is the case, and vice versa.  Rational claims as such cannot explain persons’ actions, because necessary truths cannot imply contingent truths – else the possible falsehood of the latter would absurdly imply that of the former.  And contingent truths about what people do as such can tell us nothing about what they morally should have done.  You can’t get a rational ought from an empirical is. 
However, Humeans face their own problem:  how to cobble together something resembling categorical morality – something independent of persons’ beliefs and desires – from persons’ beliefs and desires.  How do you get something rationally necessary from a mess of matter of fact?  Mere contingent or nomological universality is scarcely sufficient.  (Cf. Nagel, pp. 4-5.)  For example, in the previous century the Nobel Prize-winning sociobiologist Konrad Lorenz argued that humans were subject to a species‑wide genetic disposition towards aggression (On Aggression, 1967).  Evolutionary psychology has since evolved well beyond such rudimentary speculation (see Sterelny 2013), but even supposing Lorenz were correct it would hardly follow that “Be aggressive!” would be a categorical moral requirement.  Despite this, Humeans return to the hope of finding some common interest like moths to a flame.  Julia Markovits, for example, writes:
if we can, through a collective search for systematic justifiability, identify goals we all have desire-based reasons to share – then what appears to be a weakness of the subjectivist account of reasons may turn out to be its greatest strength.  One of the appealing features of the subjectivist analysis of reasons is that it offers us something non-question-begging to say in defense of our reasons ascriptions. …. [T]he Subjectivist defends her claims about what someone has reason to do by appealing to that person’s own commitments.  (Markovits 2017, p. 50.)
Someday, it is hoped, if we quest steadfastly enough we will find the Grail at the bottom of everyone’s subjective motivational set:  a universally shared desire that can serve as an “Archimedean point” for resolving interpersonal disputes.  Let’s have faith that what we find is not aggressiveness, or cannibalism, or brute selfishness, or anything else unpleasantly antisocial, and that it fortuitously happens to be more important to each person than any of their other, non-shared desires.  In reality, of course, this quest is a snipe hunt – persons’ preferences are a purely empirical matter, and nothing in principle precludes there being, for any one of your preferences, someone in the world with the exact opposite preference.
  As Hume puts it, “`Tis not contrary to reason to prefer the destruction of the whole world to the scratching of my finger.” (Treatise, II, III, III.)  And again, even if everyone did share some desire, even as a matter of natural law, one can hardly infer they all should share it.
Both Humean and unHumean approaches to practical reason fall victim to the fallacy of normative monism:  believing that only a single normativity need be supposed in accounting for both what people do and what they ought to do.  But there can be no such thing; as we have seen above, the respective requirements are logically opposite.  But if there are two substantive normativities available, one for each requirement, then the incoherence goes away.  As such, rational morality is not in the motivation business; as such, contingent desires are not in the categorical norm business.  Empirical normativity accounts for what people actually want to do, for their motivations, for the particular beliefs and desires that explain their particular decisions and actions.  Rational normativity – especially morality – accounts for what people ought to want to do, with maxims that willy-nilly rule us all, however we may neglect, gainsay or spite them.  No single normativity can account for both.

15.  APPENDIX – A Deductive Method for Means-End Reasoning
It is widely assumed that practical reasoning is paradigmatically instrumental:  the derivation of means from ends.  However, no one seems to have identified a plausible deductive method for doing that.  So maybe it’s the wrong paradigm.  Perhaps practical reasoning is not deriving means from ends but rather choosing the best available means-end option.  That can be deductive, as illustrated below.

Statements in square brackets (“[“, “]”) must include all available options.  Also “~” for “not”, “∨” for “or”, “◊” for “possible”, and “>” for “more preferable than”.  Capital letters represent available options (“A”, “B”, “C”, etc.), individual options can occur (“A”) or not occur (“~A”), and combinations of logically independent options are also options (e.g. “BC”, “A~B~C”).

Suppose that the basic options we are concerned with are:  A = Attending the concert, B = going by Bus, and C = getting a ride with an obnoxious Cousin.  Assume that that all other things are equal, i.e. that no other options are relevant to the decision.
The point of preference is choice.

1.  Choose the most preferable of the available options.

We start with all logically possible combinations of the basic options.

2.  [ABC ∨ AB~C ∨ A~BC ∨ A~B~C ∨ ~ABC ∨ ~AB~C ∨ ~A~BC ∨ ~A~B~C]
B and C are mutually exclusive alternative means to A:  by bus or with cousin but not both.

3.  ~◊  BC

Pare down the available options accordingly.
4.  [AB~C ∨ A~BC ∨ A~B~C ∨ ~AB~C ∨ ~A~BC ∨ ~A~B~C]
We need either B or C to bring about A:  bus and cousin are the only means of attending.

5.  ~◊  A~B~C

Again, we pare down the available options.
6.  [AB~C ∨ A~BC ∨ ~AB~C ∨ ~A~BC ∨ ~A~B~C]
Attending concert is preferable to not attending; going by bus is preferable to going with cousin.

7.  A  >  ~C  >  ~B  >  B  >  C  >  ~A

We can now order the remaining available options preferentially.

8.  [AB~C  >  A~BC  >  ~A~B~C  >  ~AB~C  >  ~A~BC] 

Draw the conclusion:  take the bus to the concert.


9.  Choose AB~C
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� The difference between H1 and H2 correlates somewhat with a distinction in the literature between the Humean Theory of Motivation and the Humean Theory of Reasons (see e.g. Finlay and Schroeder, 2017).  However, reasons are notoriously slippery (cf. Finlay 2009).  The question here is not whether persons have reasons to do things, but instead simply whether they ought to do them.  As we shall see, the latter question can be given determinate truth conditions, both empirical and rational.


� Wedgwood (2007) has a helpful bibliography.


� I treat “preference” and “desire” as more or less synonymous, save for an argument in Section 10.


� There may also be rationally-based prudential constraints, but I am here primarily concerned with morality.


� See Frankena (1962) and Schwartz (1999) for a discussion of a similar “principle of equality”.


� The argument here is largely consonant with Foot (1972).


� Mark Schroeder (2007) adverts to something like core hypotheticals when trying to show that desire-based reasons can have agent-neutral implications in the way that a concern for truth is required for agency regardless of one’s desires.  However, truth is an epistemic norm not a moral norm, and he makes no attempt to provide a plausible example of the latter that shares the same status.  Moral concerns will be explained below as core hypotheticals for social agency (Section 13).


� See Nagel (1970), Korsgaard (1997).  Subsequent page references to Nagel and Korsgaard are to these works.


� Parfit (2011, 1, p. 45).  Subsequent Parfit page references are to this volume unless noted otherwise.


� “Since I shall not be discussing why people act as they do, I shall say little about motivating reasons.”  (P. 37.)


� If we accept Parfit’s “all or none argument” (pp. 83-91), it would follow that no object of desire would need further warrant.  But neither is it the case that all desires or preferences need be accorded equal legitimacy.  As we have seen, they provide a ground for choosing all other things being equal, and other things may not be equal when other desires, or categorical claims, are involved.


� Parfit argues that “hedonic reasons” such as the “liking” for chocolate do not need objective support (pp. 52�56), but the question is whether they themselves can provide reasons.  If some preferences (i.e., grounds for choosing options) can provide reasons without having reasons, why not any and all of them?


� This account is not too dissimilar from that in Korsgaard (2018, p. 20):  “An animal is an organism that functions, at least in part, by representing her environment to herself, through her senses, and then by acting in light of those representations.”


� See Richard Powers’ Pulitzer Prize-winning novel The Overstory (2018) for a sympathetic look at the agency�like abilities of trees.


� This is essentially the Searle (1980) distinction between syntax and semantics.


� The Churchlands are perennial advocates of a neurobiological account of human behavior; see e.g. Paul Churchland (1995) and Patricia Churchland (2011).


� See however “Paramecium Learning:  New Insights and Modifications”, Alipour et al. (2017).


� Below we will see that choice is deductive, regardless of one’s metaphysical sympathies or affiliations.


� Whether “belief” and “desire” in the following are used ordinarily or in these special Humean senses should be evident from context. 


� Arpaly and Schroeder (2012) question whether deliberation is necessary for action, arguing that it is itself a “mental activity” (p. 211) and therefore cannot be essential on pain of infinite regress.  However, if deliberation is understood as the assemblage of the elements of choice ((1′)-(3′)), then at the limit it is completely nominal, i.e. nothing more than the realization of those elements, something which requires neither choice or action.


� Pettit and Smith (1990) suppose that a desire can “figure in” an agent’s choice of an option without his “recognition that he has that desire and that the option has the desirable property” (p. 568).  But if the (1′)-(3′) account of choice is correct, their supposition is nonsensical.  They are led to it by the surmise that a distinction between “background” and “foreground” is required when e.g. a person acts on the false belief that D is desirable.  Since the nonexistent (foreground) desire D can hardly account for the action, they presume the need for a background desire “meta�D”.  But the presumption is otiose.  Though D does not exist the belief in D surely does, and no additional desire is needed to account for the person’s effective choice.  As we shall see, it is only through their rational significance – through the recognition of their logical implications – that desires have an impact on one’s choices and behavior.  


� This and other examples of deduction in the main text are relatively simplistic.  See the Appendix in Section 15 for a more robust and flexible implementation of deductive means-end reasoning.


� This includes animals.  Even though they are without syntax, we can still represent their reasoning deductively.


  


	Choose the preferable option;


{Getting food} is preferable to {not taking path A};


Therefore, {getting food by taking path A} is preferable to 


{not getting food by not taking path A};


Therefore, choose {getting food by taking path A}.


� Arguably, if one has correctly determined both the available options and one’s preferences, then choice will necessarily be effective – for the only explanations, if one fails at effecting some option, will be that it was not really available or that one did not really prefer it.  See Section 10.


� Donald Davidson’s primary reason (1956) deserves recognition as precursor of sorts to the ur-model; it is more or less equivalent to the determination of a preferred option.  However, he fails to make clear – despite the use of the word “rationalize” – that it is the rational relation, between e.g. the belief that flipping the switch will turn on the light and the desire to have light, which causes the flipping.


�  The concept of motivation raises special issues, which we will look into more extensively below in Sections 9 and 10.


� Both Raz (1999) and Searle (2011) seem to suggest a deductive process is contrary to freedom of action.  This erroneously supposes that purely rational considerations can somehow restrict contingently available options.


� Cf. Williams (1989, p. 38):  “[I]t is impossible that it should be fully determinate what imagination might contribute to a deliberation.”


� “[T]he idea of a sound deliberative route …. does not merely involve perceiving means to an end that has already been formulated”, Williams (1989, p. 38).


� Compare Section 15.


� Searle (2011, p. 249) is one of the few to recognize this:  “Where a state of affairs is desired in order to satisfy some other desire, it is best to remember that each desire is part of a larger desire.”


� Doing so with the advantage, I note, of the rationality stolen from desires.


� Akrasia is a lot more complicated than this, obviously, but the text shows how one might approach that issue.  


� Parfit (2011, Vol. 2, pp. 269-270) also distinguishes Williams’ two accounts of reason.


� Dancy (2000), chap.1, has a useful discussion of the distinction and its problems.


� I submit that debate regarding what is a “reason to do φ” will remain irresolute as long as “reason” remains ambivalent with respect to empirical vs. rational normativity. 


� Korsgaard (1986, p. 22) argues that rational considerations can place items in everyone’s subjective motivational set, but therein conflates the capability of being motivated by the categorical imperative with actually being motivated by it.  Everyone, with the possible exception of the psychopath, perhaps could be moved by moral concerns.  But it remains a purely empirical question whether they actually are so moved.





