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Abstract: In ‘Process Reliabilism and the Value Problemiduee that Erik Olsson and Alvin
Goldman’s conditional probability solution to thealwe problem in epistemology is
unsuccessful and that it makes significant intéshaloncessions. In ‘Kinds of Learning and
the Likelihood of Future True Beliefs’ Olsson andaMin Jonsson try to show that my
argument does “not in the end reduce the plausibitif Olsson and Goldman’s account.
Here | argue that, while Olsson and Jonsson claufgg amend the conditional probability
approach in a number of helpful ways, my case agairremains intact. | conclude with a

constructive proposal as to how their account nmeagtbered in a more promising direction.

1. Introduction
Alvin Goldman and Erik Olsson have responded to toenmon charge that process
reliabilism cannot account for the surplus valu&mdwledge over mere true belief. The heart
of their proposal is what they call the ‘conditibpaobability solution’. It maintains that “the
probability of having more true belief (of a simmiland) in the future is greater conditional on
S's knowing that ghan conditional on’S merely truly believing that’p(Goldman & Olsson

2009, 28). Their argument proceeds as follows:

The conditional probability solution (CPS):

(1) If an epistemic subject &quires a true belief By employing a reliable cognitive
process (or methdR, then — given certain ‘empirical regularities’ ¢y discussed
below) — Sis likely to re-employ Fon suitable future occasions.

(2) The (objective) probability that Scquires more true belief, of a relevantly similar
kind, on those future occasions, given thatresemploys_R is greater than the
(objective) probability that &cquires more true belief of a relevantly simkard on

those future occasions, conditional on the fadt 8@does not re-employ.R

' In earlier work, Goldman distinguishes belief-famp processes from belief-forming
methods (Goldman 1986, 92-95; 1992, 128 f.). Thmé&v are, roughly, “wired-in features of
our cognitive architecture”. Methods, by contraate “learnable algorithms, heuristics, or
procedures for forming beliefs” (1992, 129). CPSamparently supposed to work for both



(3) Hence forming Bthrough a reliable cognitive process (or method$ Rore valuable

than forming Bwithout employing R

| don’t wish to dispute that, if (1) and (2) wemad, (3) would be true, in which case the
authors would indeed have presented a promisingisolto the value problem as it arises for
(process) reliabilish.However, as | argue in ‘Process Reliabilism arel \talue Problem’
(PRVP, this volume), CPS confronts two crucial peafs. First, Olsson and Goldman do not
provide a convincing argument for premise (2). $€e¢aertain ‘empirical conditions’ they
postulate in their argument for (1) involve higlmeder doxastic conditions. CPS thus makes a
concessive bow before internalism, thereby viotaten central tenet of Goldman-style
reliabilism.

In their reply ‘Kinds of Learning and the Likelibd of Future True Beliefs: Reply to
Jager on Reliabilism and the Value Problem’ (KLstkiolume), Erik Olsson and Martin
Jonsson argue that my reasoning against OlssoGaltthan’s argument for premise (2) of
CPS is mistaken. Second, although they concede @wmdiman and Olsson’s original
argument for premise (1) draws on higher-order twaimgs, Olsson and Jénsson believe that
this problem can be remedied by introducing a ‘haired’ hypothesis concerning people’s
dispositions to learn about, and reuse, belief-logmmechanisms. Olsson and Jonsson’s
piece contains a number of helpful clarificationsd a&mbellishments of CPS. Yet their
defence of premise (2) is still unsuccessful (sec). Moreover, even if we agree that a
hard-wired account of the learning condition wondd betray externalism, the authors owe us
an argument that human epistemic subjects actaa#lyhard-wired in appropriate ways. An
alternative, much more plausible view is that peopnd to re-employ belief-forming
mechanisms if they belieubat these mechanisms are epistemically reliadetion 3). Must
this be anathema to reliabilism? | do not think Beliabilists can stick to an externalist
analysis of the concepif knowledge, but they had better bite the budletl incorporate
higher-order doxastic constraints in their solutiorthe value problem (section 4).

2. Does re-employment of reliable mechanisms raisiee probability of having more true

belief in the future?

belief-forming processes and belief-forming methddswhat follows | shall often use the
term ‘mechanism’ as an umbrella term covering lpwttesses and methods.

2 For a discussion of Goldman and Olsson (2009) e questions the validity of their
argument see Davis and Jager (forthcoming).



CPS has primarily been spelled out by Olsson, w@itddman has mainly formulated the
account of ‘value autonomization’ proposed in (Godh & Olsson 2009).Note, however,
that the latter account is designed to explain whyg that, while “reliabilist knowledge is
normally but not_alwaysnore valuable than mere true belief ... some phpbers think that
we are_alwaygrepared to attribute greater value to knowledgmn tto mere true belief”
(Goldman & Olsson 2009, 31). Goldman’s accountafig autonomization is based on CPS;
its declared aim is merely to explain why some peopay reject the restriction that only
under certain contingent conditions should knowéedgunt as more valuable than mere true
belief. Olsson and Jonsson’s statement that, while Olssomare inclined to defend CPS,
“Goldman has reported that he favors the [valuermization] solution” (KL, ###) is thus
somewhat misleading. Goldman’s account works wite assumption that CPS is a viable
solution to the value problem and on that b&ises to elucidate “the psychological mechanisms
whereby reliable belief-forming processes comeg@dcorded ‘autonomous’ value” (Goldman &
Olsson 2009, 31). CPS is thus the more fundameuatdl of the overall account proposed in
Goldman and Olsson (2009), and my discussion héitd¢fore focus on CPS.

Why should we think that (2) is true? One questinat raises its ugly head here is
how to individuate ‘beliefs of a similar kind'. the present context, this notion had better not
bring in the belief-forming mechanisms that produtige original belief. Otherwise, the fact
that one acquires true beliefs of a similar kindthe future would_entaithat the belief-
forming mechanism_Rs re-employed, while the probability thatv8ll acquire more true
belief of a similar kind, conditional on the fattat Sdoes not re-employ ,Rvould be zero.
So, premise (2) would be true if the probabilityattts acquires more true belief on the
relevant future occasions, given thateésemploys Rwere greater than zero. (2) would then
only require that it be possibthat Sacquires more true belief if ®-employs RThat is an
easy standard. Even if you don’t (re)employ a bddiacognitive mechanism it is possible that
you acquire a true belief by using that mechanislence under this interpretation, Olsson
and Goldman’s argument would not show that usimgliable belief-forming mechanism is
any better from an epistemic point of view thamgsan unreliable mechanism, and (3) would
not follow. Here | shall put this problem to onéesi however, and for the sake of argument
assume that ‘beliefs of a similar kind’ can be undinated without invoking the processes that
produce them.

Another problem is that Olsson and Jonsson ingetatk about ‘objective probability’

in premise (2) in terms of statistical probabilitydoubt that this is a promising course.

% Personal conversation and correspondence witautiers.



(Where are the relevant statistics? What about amesims that are employed only once?)
However, let us postpone this problem until the efdhis section. The main issue with
premise (2) is this. Olsson and Goldman’s case(2pris unsuccessful, | argued, because
nothing in their account “rules out that, if soneiable epistemic mechanism \Rere not
operating in a given belief-forming process, thigm cause a still more reliable mechanism
R* to operate ... on the relevant future occasioRPR\(P, ###), in which case the subject
would acquire more true belief if he/she had eiployed R

Suppose for example that in a situation such asotie just sketched n@liable
mechanism were operating on the original occagiothat case it is more probable thawvil
acquire more true belief on the relevant futureas@ms if on the present occasioer8ploys
neither _Rnor any other reliable process or method, and thoes not generate reliabilist
knowledgé. In support of this argument | presented a coewanple, which Olsson and
Jonsson however reject as mistaken. It is wortbflgrrepeating the example and trying to

make the case as clear as possible:

Scenario 1: You are travelling to Larissa and wilme upon five crossroads. During
your whole trip, you employ a navigation system Niht by suitable (process)

reliabilist standards counts as reliable. N1 giyes the correct route at the first and
second crossroads, but not at following three.d&ireliable mechanisms can fail to
deliver correct results, this scenario is of cowmesistent with the assumption that N1
is generally reliable. Moreover, suppose that wiiea make your first and second
wrong turns there will still be, in both cases,ght and a wrong option at the next
crossroads, the right choice being one that waakd tyou back on a road to Larissa.)
Compare this to scenario 2: You do not use N1ngragher navigation system, at the
first or second crossroads, but on both occasioss guess correctly where to go.
(Suppose for example that you believe that N1 ifunetioning.) Suppose also that in

this alternative scenario, when you have passedir$tetwo crossroads, you buy a
new top-quality navigation system N2 at the nexvise station and start using it for

the rest of your trip. Unlike N1 in scenario 1, §i&es you the correct results at the

three remaining crossroatls.

* | use the term ‘reliabilist knowledge’ as shorttigor ‘knowledge acquired in a reliabilist
way’.

® It may be doubtful whether guessing can be coedtms a belief-forming method at all.
Readers who are skeptical about this may replases'gng’ in my argument by their favorite
unreliable belief-forming method.



This is a counterexample to premise (2) of CPS.vi®have the following situation: were S
not to use some reliable mechanisn{NR, in the example), $ould employ another, more
reliable mechanism RfN2, in the example) on suitable future occasidnsonsequence S
would — contrary to what CPS predicts — acquire entoue beliefs on the relevant future
occasions, compared to a situation (scenario 1lyhich S employs _Ron the original
occasion.

Olsson and Jonsson object that one of the negessarditions that had been
postulated for CPS — conditions the authors claitet typically fulfilled in the actual world —

is violated in my story. Here is how they desctitbese ‘empirical conditions’:

“By non-uniqueness, the same kind of problem vatid to arise more than once. ...
By cross-temporal access, a method that was ussdwifi tend to be available when
the problem arises in the future. The method ofgishe GPS navigation device in
your car would be a case in point. By the learrasgumption, if a particular method
solves a problem once, and you have no reasorinio dkherwise, you will tend to use
the same method again. By generality, finally, hathod was reliable in the past, its

reliability is unlikely suddenly to be discontindg@L, this volume, ###).

Now, an “immediate problem” with my (alleged) coargxample, Olsson and Jonsson argue,
is that

“the learning condition is not satisfied in the btipetical scenario [scenario 2, C.J.] in
which you simply guess (correctly) where to go, Il top N2 system and use that
system from there on. The switch from guessing gmgi N2 violates the learning
condition because it constitutes an unprovoked &ioifn one method to another” (KL,
this volume, ####).

This objection misses its mark. | have three contsen

(i) First, note that both Olsson and Goldman'gjioal characterization of the learning
condition (in Goldman and Olsson 2009) as well &ss@n and Jonsson’s portrayal quoted
above strongly suggest that this condition conceensmployment of reliablenechanisms.
(Their illustration is a well functioning GPS, aftall.) In the N2 scenario of my

counterexample, however, there is no such re-empay of reliable mechanisms at the time



in question. When Starts using N2, there has been no prior conguitatf N2 or any other
reliable mechanism. Hence the learning conditiomeu this interpretation, is not violated in
my counterexample.

(i) There is a more liberal construal of the l@ag condition, however, according to
which people tend to re-employ any belief-formingeamanism, whether or not it is
(perceived as) reliable, as long as it has ‘solaeproblem’ on a given occasion and the
subject has no reason to think otherwise. In faeth an idea seems to underlie the official
account Olsson and Jonsson eventually settle faill Ehortly discuss this account in more
detail. To begin with however | should like to ndibat, if we interpret the learning condition
along these lines, what it requires is most celgtdaise.

Suppose that in a given epistemic situation yostmely on guesswork. For example,
consider a choice between two trails in the momstaonly one of which will take you back
into the valley. You have no idea which trail i® thght one (you have lost your maps, GPS
device, etc.); but being under practical pressune gventually decide, on the basis of sheer
guesswork, to take the trail on your left. As ateradf luck you get it right. Will you continue
to rely on guesswork when on your next hike you @vafronted with a similar choice?
Certainly not if this time you are well equippedthwimaps, compass, GPS, etc. Anyone who
is minimally rational and has the background bsligpical of a human adult will be aware
that guessing is an unreliable method (and heratdltle former success was a matter of sheer
luck) whereas using maps and a GPS is a reliablbadefor acquiring true geographical
beliefs. The unqualified claim that people tenddeemploy processes or methods whenever
they think these processes or methods ‘solved lalgard on a given occasion, is false.

A more promising suggestion would be that peopledtto re-employ mechanisms
which they have no reason to think are unreliaBlg.that’s a horse of a different colour (to
be investigated in some detail below). And what'eren it would not help Olsson and
Jonsson’s criticism of my counterexample. For iat thxample, the subject — conceived as a
standard, minimally rational human adult — doeseh@ood reason, in scenario 2, for
believing that guessing is an unreliable beliefforg method and thus that switching to
using the reliable GPS will raise his chances atsess. So the switch from mere guessing to
using N2 is by no means ‘unprovoked’ or unmotivatdcthus conclude that the learning

condition is clearly not violated in my counterexdenif we interpret that condition as

® What may reasonably be argued with respect togupterexample is that I8as not learned
that guessing is unreliable from employing that hodtin the situations mentioned in the
example(i.e., when getting to the first two crossroa@s} act of guessing was successful in
these situations. However, | cannot see how ttosilshbe relevant for the present argument.




applying to reliable processes or methods. Andrpméted more liberally as concerning
belief-forming mechanisms in general, the condittome-employment of any mechanisms
that solved a problem — is false. No wonder, tlleat a realistic (counter) example does not
fulfil that condition.

(iif) The advocates of CPS construe the learnimgddion as a condition for premise
(1) of CPS. My version of the Larissa story howeigest counterexample to premise (2). The
crucial point is that, for whichever reasons yotemgploy a certain reliable belief-forming
mechanism, it is — contrary to what CPS claims “aitt notguaranteed that chances are
higher that you acquire more true belief. In angrdgy Olsson and Jonsson themselves argue
that my counterexample could quite easily be retoated in a way that meets the empirical
constraints proposed for premise (1). A slightlielsd thought experiment, they maintain,
would indeed warrant the conclusion that “reliatiknowledge may fail to make [true] future
beliefs more likely, even if the learning conditimnsatisfied, and even if the other empirical
conditions are satisfied as well” (KL, this volunigt#). Olsson and Jonsson appreciate this as
“a novel observation that is worth making” (###)t msist that it

“... doesn’t threaten the CP solution to the vadublem. The CP claim is a statistical
claim about the relation between conditional praligs or, in frequentist terms,
proportions. As such it is not jeopardized by refere to special cases involving some
rarely occurring happenings, and this is so eveiaf empirical conditions that are

central to the CP solution are not violated in éhoases” (###)

| do not think that it is wise to appeal to statest probability in this context. If thas the
idea, then where are the relevant statistics? Wékereéhe data about people’s success when
they reuse cognitive processes? Olsson and Jodssant present any such data. This may
not be surprising, for so far — at least to my klemlge — such data do not exist. On a
frequentist reading, the proportion of times a rodtproduces the desired result has to be a
proportion of some total. But where does this totahe from? Note that, even if we could
avail ourselves of empirical data about succesafidl unsuccessful performances of a given
cognitive mechanisms Msuch data would not allow us to determine whelhes reliable. In

all samples considered, May have delivered true beliefs, and yetrMy be unreliable. (In

all or most future performances, the mechanism dediyer false beliefs). At the same time, a
competing mechanism Mmay have delivered only, or mostly, true beliafs all its

employments so far considered, and_yé&trivay be unreliable. (As a limiting case, consider



mechanism that operates just one time, but is ssfulehat time.) | shall not press this point,
however, for even if we put this problem to oneesdisson and Jonsson’s defence founders.

The authors maintain that my objection to prem(&g is unsuccessful because
counterexamples of the kind | suggest involve vepgcial cases and “rarely occurring
happenings”. Hence, they think, these examplegjaite compatible with CPS since it is a
mere statistical claim. It is not clear to me whg should think my example involves a very
special case. As far as | can see, Olsson andalodss't tell us, and it may be doubted that
their claim is correct. First, note once more thatder a statistical interpretation, whether
such happenings are ‘rare’ depends entirely on wietotal number of events is on which
this claim is based. Moreover, it does seem traé-thmaybe due o ‘cognitive conservatism’
— we frequently continue to employ cognitive mecgb@ans that have occasionally proven to be
successful but which, were we to stop using themywould replace with better ones. In any
event, the main problem with Olsson and Jonssobjection is that it misconstrues the
dialectic.

Premise (2) does not maintain that re-employinmesaeliable cognitive process or
method under the conditions in question entitd one acquires more true belief; that much
is correct, since (2) only talks about probabil®lsson and Goldman’s claim does maintain
however that wheneveme employs some reliable cognitive procegsiitler the conditions
in question), one raises the relative probabilitgt one will acquire more true belief (of a
similar kind) on suitable future occasions. (2) sloet just say that, under the conditions in
guestion, the probability that one acquires moue tbelief on suitable future occasions is

sometimes or occasionally or often greater. Olsson and Goldman’s claim was that the

probability is always greater. And precisely thatfalse, withess my counterexample. The
twist of the tale is that, even under the contingemditions Olsson, Goldman, and Jénsson
sketch, employing a reliable process or method duas always raise the conditional

probability that one will acquire more true beljef a similar kind) in the future.

3. Can CPS avoid higher-order constraints?
| now turn to premise (1) of Olsson and Goldman'airmargument. Olsson and Jonsson
concede that the reasons given for the truth of 4%)presented in Goldman and Olsson
(2009), draw upon higher-order doxastic conditidiitie subject is said to “have reasons to
believe that [the reliable mechanism used on angoexasion] ... should work again”, etc.).

This does not blend well with externalism. As a stamctive proposal on behalf of



externalism | considered the following move. Contt CPS claim that we are simply hard-
wired in such a way that we reuse reliable belkefring processes?

There are two reasons, | argued, why this repluldvmot take us very far. First, is
such a wired-in hypothesis true? We don’t know, smdar as | can see neither Goldman and
Olssson (2009) nor Olsson and Jonsson (KL) premgntdata, or any argument, to the effect
that it is true. Note that, since we are dealinghvan empirical claim, an argument for it
would have to rely on empirical data. It may notabphilosopher’s task to collect such data,
but so long as none are on the table the hard-vypdthesis remains a mere speculation.

The second problem, | argued, is that such a hgsd fails in any event to answer
our original question, which is why an arbitraryngle instance of reliabilist knowledge is
more valuable than a corresponding instance of rre belief. A wired-in mechanism
which is not accessible on reflection alone butolhhs responsible for re-employing reliable
processes and methods, | maintained, must be abl#istinguish between reliable and
unreliable cognitive mechanisms. This however wanlalve complex inductive procedures
of assessing those mechanisms’ track records. Buthis case the objects of surplus
axiological value would not be single beliefs bather entire series of beliefs and their
cognitive histories.

Olsson and Jonsson think that this argument “magkesi sense” on a certain strong
understanding of the learning condition, but th&SCworks perfectly fine with a more

parsimonious requirement. Consider the idea that:

“(Strong learning) a) People have a dispositiometase a belief formation process if
that process has been shown to be reliable.
b) People have a disposition to replace a beligh&ion process if that process has

been shown to be unreliable” (KL, this volume, ###)

Contrast this with:

“(Learning) People have a disposition to reuse kebéormation process if that

process has not been shown to be unsuccessfuly. (###

CPS, Olsson and Jonsson maintain, requires onlgrifiieg). One crucial difference between
(Learning) and (Strong Learning) is that accordingthe latter the “retention [of belief-

forming processes or methods] is conditional orabdity”, whereas according to (Learning)
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people continue to employ cognitive processes ahous “until unsuccessfulness obtains”

(###). Hence in contrast to (Strong Learning), (bhesy)

“does not require that the reliability of a procdss demonstrated prior to the
reemployment of that process. ... It doesn’t regjuirat anything be demonstrated
before a process can be reused. In order to sdé&afying, it is sufficient that an

organism is hard-wired in accordance with the laiwleast resistance, the most
economical way of reacting to stimuli being to ¢oné responding in the old way
rather than trying something new. This clearly doeesrequire higher order powers of

representation” (###).

One question here is how we are to understandatpabcess or method has been “shown” or
“demonstrated” to be reliable or unreliable. Bebaven to whom? Presumably to the subject
of the process. | agree (and never argued to thieary) that people need not be shownbe
in a position to show (or demonstrate, or prova} thbelief-forming process or method they
used is reliable, in order to be disposed to (nepJey it. My claim is that — just as Olsson and
Goldman’s original formulation of the learning caimwh suggested — the re-employment of
reliable processes and methods can most plaustbixplained by appealing to certain beliefs
on the part of the subject concerning his or hestemic situation. These beliefs will typically
include the belief that certain belief-forming manisms are reliable and others unreliable.
But this is weaker than the requirement that thgesit have (true) beliefs to the effect that a
certain mechanism has been shown, or conclusiwhodstrated, to be reliable. In fact, if we
take problems of epistemic circularity and othezpdical worries seriously, such a task may
be impossible to accomplish.

Apart from this it remains unclear how we are talerstand the suggestion that a
belief-forming process will be reused. Processeslmareused only qua types. Qua tokens
they constitute events and are thus not repeat@dson and Jonsson’s (Learning) may thus

be interpreted in two different ways. Either theaim is that:

(Learning*) If a belief-forming process tyger method) Ran instantiation of which S
has employed on a given occasion has not been stoo#to be unsuccessful, Ifas a
disposition to reuse processes (or methods) oftypaton suitable future occasions.
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It is not clear however what it would mean to shibhat a process qua type is unsuccessful.

(Learning*) does not seem to be the intended readirsecond interpretation is:

(Learning**) If a belief-forming process tokefor method) of type PRhat has
generated a belief in 8n a given occasion has not been shown to Bave been
unsuccessful on that occasionh& a disposition to use processes (or methodbpbf

type on suitable future occasions.

As a general claim however (Learning**) is — atsiefor normal, minimally rational human
adults — in all probability false. When is a befiefming process token unsuccessful, in the
epistemic sense under consideration here? Presymhabliails to produce a trubelief. Yet,
first, even if it has not been showar demonstrated, or proven) totl&at a certain belief-
forming mechanism 8ised was unsuccessfuln®y still have good reasots believe — and
on the basis of those reasons actually form thefbekhat a given performance of the process
did not deliver a true belief. Second, even dd&s not believe that a certain performance was
unsuccessful in this sensepfay still have good reasons to believe — and erb#sis of those
reasons actually form the belief — that the medrans nevertheless unreliable. For example,
an informant_nows to be reliable may tell tBat the mechanism &nployed is unreliable
and that chances are high that, even though oprésent occasion it delivered the correct
result, it will not do so on the next occasionslrich cases, too, Bill not be disposed to re-
employ the mechanism. In light of these reflectjamgirst pass at embellishing Olsson and

Jonsson’s proposal is as follows:

(Learning***) If S does not believe that a belief-forming proces® tfgr method) P
an instantiation of which has generated a beli€ an a given occasion is unreliable,

Sis disposed to use processes (or methods) ofygpaton suitable future occasions.

This is still weaker than the original conditionoposed in Olsson and Goldman (2009).
According to that condition, we recall, “if you leused a given method before and the result
has been unobjectionable, you are likely to usagiin on a similar occasion, if it is
available”, provided that “you have reason to baighat it should work again” (###).
Properly spelled out, | argued, this condition ieggithat Shold the higher-order belief that
he or she has acquired a true belief produced tsli@ble mechanism. (Learning***), by

contrast, does not require that‘@sitively believe’ that a given cognitive meclan is
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reliable, but only that ®ot believe that it is unreliable. (For minimatitional subjects, the
former entails the latter, but not vice versa.) ldwer, is (Learning***) true? Or do we at
least have good reasons to believe that it wilicgiy be met by actual epistemic subjects?

No. Note, first, that it often happens that, etteough we do not believe that a belief-
forming mechanism we employed is unreliable, wé db not reuse it on suitable future
occasions since we meanwhile come to believe #isih) even more reliable mechanisms are
available. Consider the following variation of olarissa example. Tom uses the fairly
reliable, but only medium quality, navigation syst®l1 at the first two crossroads. When he
stops at the next service station, he unpackstladaly present from his wife and finds a new,
top navigation device (a Garmin GPS, let us suppeb&h he correctly believes to be more
reliable than N1. Under normal circumstances, drekiis minimally rational etc., Tom will
use N2 for the rest of his trip. The upshot is thathave good reasons for thinking thasS
disposed to reuse a belief-forming mechanism otalsia future occasions only if I&lieves
neither that that mechanism is unreliable nor biedter mechanisms are available.

Another worry calls for mention at this stage. Evethe above condition is fulfilled,
people will be disposed to reuse cognitive mectmasisn suitable future occasions only if
they identify these occasions as suitable. In oterds, not only must Sencounter
epistemically similar situations in the future;ngust also believéhat these situations are of
the right kind, and that they involve similar cagre tasks than before. Hence the most
promising reformulation of Olsson and Jonsson’sieer of the learning condition | can think

of is something like this:

(Learning****) If S believes neither (i) that a belief-forming procegse (or method)

P, an instantiation of which has generated a betie§ on a given occasion ,Qs
unreliable, nor (ii) that better processes (or roéf) are available, theni$ disposed

to use a process (or method) of typ@rPsuitable future occasions, provided that S
believes these occasions to be relevantly sinol&.t

Can this condition explain the re-employment hypeib without introducing positive
doxastic higher-order conditions? In particulanildo(Learning****) be spelled out in terms
of a hard-wired hypothesis?

CPS does not maintain that people always re-emphkdiable belief-forming
mechanisms. Premise (1) of the Olsson-Goldman-dansgument, you recall, only tells us

that under certain conditions people are “likely, tor “tend to”, or “are disposed to”, re-
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employ such mechanisms. So what is required fopleenotto tend to re-employ reliable
belief-forming mechanisms? The learning conditi@s lan answer. (Learning****) tells us
that if Sfails to harbour certain beliefs about a givenrsthige mechanism, this is sufficient
for Ss being disposed to re-employ that mechanism (deal/that Sdentifies the situation as
suitable). This is equivalent with the claim th&tS is notdisposed to reuse a given belief-
forming mechanism on suitable future occasionselfeves to be suitable, it is nthte case

that: (i) Sneither believes that B unreliable nor (ii) that better processes (roé#) are

available. (Learning****), in other words, also kelus that:

(Learning*****) If S is notdisposed to reuse a belief-forming process (ohawtof
type P on suitable future occasions (whichb8lieves are relevantly similar to an
earlier occasion @n which a mechanism of typeHas generated a belief i), $
believes either (i) that Bs unreliable or (ii) that better processes (meghoare

available.

So (Learning****) indirectly specifies circumstare@nder which one will not be likely to re-

employ a given belief-forming mechanism, and mamsteghat such circumstances require
positive beliefs on the part of the subject abastdr her doxastic condition. Hence even if
one does not wish to classify requirements reggrtie absence of beliefs as (internalist-
type) higher-order conditions, (Learning*****) doesmpose a robust higher-order

requirement.

Note that an analogous argument also appliesededs complex formulation of the
learning condition, (Learning), that we began wiken if the advocate of CPS does not want
to bid farewell to that initial formulation, he aawt avoid higher-order implications. Olsson
and Jonsson’s initial (Learning), which they preésas an alternative to (Strong Learning),
says that if a given belief-forming process “has Ib@en shown to be unsuccessful”, people
are disposed to reuse it. Olsson and Jonsson nmaihtd “there is nothing [in this condition]
corresponding to the b) clause of Strong Learnirgg fio thesis concerning when an agent
will change a belief forming process” (KL, this uohe, ###). But that is at best half the truth.
(Learning), that much is correct, does not spesifificient conditions for changing a belief-
forming process. But it is equivalent to the cldimat, if people are nalisposed to reuse a
process, the latter hdseen shown (to them) to be unsuccessful. Sincs, the epistemic
situations envisaged by CPS are such that sulgactunter epistemic “problems of the same

kind” they confronted on certain earlier occasioasd, second, these problems are
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presumably such that the subjects must, or wantsébye them, not reusing a certain
mechanism will result in using another one. Hermesftuations of this kind (Learning) does
specify a_necessargondition for people to change from one beliefriorg mechanism to
another: the former must have been shown to themate been unsuccessful. Furthermore, if
it has been shown to someone thathe person has good reason to believe_ttzatdowill on
that basis, if she is minimally rational, actuaitym the belief that plt thus follows from
(Learning) that normally, if Ss not disposed to reuse a given belief-formingcina@ism
when encountering an epistemic problem (and thutclses to a different mechanism), S
believes that the mechanism is, or has been, uessitd. (Learning), it emerges, invokes
higher-order doxastic conditions as well. It seehet Olsson, Goldman, and Jonsson are
fighting an uphill battle when they try to endoweith learning condition with a strict

externalist interpretation free of any higher-ordexrastic constraints.

4. Conclusion
Consider a topic that has so far not been discusséus paper. For whom does reliabilist
knowledge have extra value? Until now we have bgeappling with an extra value
hypothesis as applied to the subjects of epistggmicesses or methods. | argued that a
plausible extra-value theory along the lines CP&e@ses will have to invoke higher-order
doxastic constraints. Could one perhaps avoid toatlusion by switching from a first-
person to a third-person perspective? Surely tisesiesocial aspect to the value of knowledge
as well._S5 knowing that pit may be argued, has extra value not only fdyu§ plausibly,
also for & fellow inquirers. If I know that you know whethg, can | not put more
confidence in your judgement (and/or statement)glfar that not-p, compared to a situation
in which I only know that you hold a mere true békbout wheter p- possibly hit upon by
sheer luck, wishful thinking, hasty generalizatioor, other unreliable belief-forming
mechanisms?

On reflection it soon becomes clear that suchira-fferson shift does not help with
our problem, at least not without once more invgKieliefs on the part of the subject about
his or her epistemic position. Why should the headeelief that an informant has a reliably
generated true belief be more valuable for thedredwan his belief that the informant has a
mere true belief? At least for all practical purpgsboth kinds of belief on the part of the
hearer seem to be equally valuable for him. If hiv@ get to Larissa and truly believe that
your contention, and corresponding claim, aboutsihertest and safest route is true, this is

just as helpful and valuable for me as my truedbehat you hold a reliably generated true
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belief about the best route to Larissa. What ccwgle surplus value for me (and other
travellers) might, under certain circumstanceghieefact that | know that you are in general a
reliable travel guide. Such knowledge however waoilve true beliefs on my part about
how likely it is that your future performances imst business will be successful. However, the
guality of these performances depends on the ikfyabf the belief-forming processes that
you will employ and re-employ. That brings us b&elsquare one. For, as argued, unless we
have seen convincing arguments that suitable haedwmechanisms exist, the most
plausible view is that people tend to re-employal@é belief-forming mechanisms only if
they believe that these mechanisms are reliable.

Does this conclusion drain CPS of all its lifedd@ | do not think so. The externalist
analysisof knowledge proposed by reliabilism remains ukehaBut Olsson, Goldman, and
Jonsson should bite the bullet and concede thairdiog to CPS the value of reliabilist
knowledge exceeds the value of mere true beliey dnthe subject believes that he/she
employed reliable belief-forming mechanisms. Inttb@se we have reason to think it likely
that the subject will re-employ these mechanisrhseems plausible that this conclusion
applies, not only to process reliabilism, but dsother forms of reliabilism, including recent
forms of agent or virtue reliabilism. The detailssoich extensions of the above arguments
however must await other occasions.

Unfortunately, accepting higher-level constram not in the same fell swoop solve
the problem for premise (2) of the Olsson-Goldmansdon argument. The chief problem
with (2) is to rule out that re-employment of aiable belief-forming mechanism Ray in
fact lower the probability that more true beliefasquired, because otherwise a still more
reliable mechanism would have been used. | careohew this problem could be remedied
other than by restricting CPS to situations in Wwhprecisely that will not be the case. Yet,
why should one not add one more ‘empirical conditio our list, to the effect that it must
not be the case that using a reliable belief-fogmrechanism Rn a given occasion results
in the subject’'s employing a still more reliableahanism in the future? As argued above, we
have no reason to think that this condition is galhe fulfilled in the actual world. But that
does not prevent us from offering this responsthéovalue problem for those situations in
which this condition_idulfilled. This move, and supplementing the coimfial probability
account with the belief constraints | have discdsseay take us on the right rodte.

’ For helpful discussions | am grateful to Wayne ®at the participants of a graduate
workshop on the value of knowledge | gave in Decen@®10 at the University of Bonn; and
especially to Katherine Munn, who provided detailgitten comments on an earlier version
of this paper.
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