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THE IMPORTANCE OF BEING COMPLETELY WRONG 43 

(B') If one has only incorrect beliefs about the reliability of 
one's method, then one does not know. 

The sophisticated sceptic's claim of leading a doxastic double life 
is troublesome because he would not be completely mistaken about 
the reliability of his method. He would be right by virtue of his 
natural belief and wrong by virtue of his philosophical belief. How- 
ever, Jean and Julia are consistent and are therefore completely 
wrong about the reliability of their methods. And by virtue of the 
purity of their error, they are ignorant. 

Michigan State University, 
East Lansing, Michigan 48823, U.S.A. 

? RoY A. SORENSEN 1984 

TREES FOR A 3-VALUED LOGIC 

By FRED JOHNSON 

IN [3] Slater uses trees to restrict the classical propositional logic 
to avoid the paradoxes of material implication and other odd 

features of the classical logic such as these: 

(1) Something (a tautology) follow from nothing 
and 

(2) Something follows from a contradiction. 

The paradoxes of material implication are avoided by restricting the 
synthetic tree rule' that would permit one to write 'p v q' in a path 
that contains 'p'. (1) and (2) are avoided by requiring that every 
deduction tree have, respectively, a non-empty and a non-contra- 
dictory initial list. Though Slater's project is a good one there are 
some problems with his discussion. For example, as noted above, he 
says that (2) is false in his system, but he also says that his system 
could be presented as a natural deduction system in which there is 
the Rule of Simplification. With this rule 'p' follows from 'p & - p', 
and thus (2) is not false. Another problem is that he provides no 
semantic account of validity. I will present a modified tree account 
of validity and a semantic account of validity with the same exten- 
sion. We will see that with this account of validity we can avoid the 
paradoxes and oddities that Slater wished to avoid. 

'Throughout the discussion I will follow the terminology of [11, and I will mime some 
of the arguments of [1], though only classical logics are developed in [1]. 
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44 ANALYSIS 

Consider a language in which statements are constructed in the 
standard way from the letters Al, Az, A3,..., parentheses, and the 
connectives '&' and '~'. To construct trees we will use the following 
(standard) analytic rules: 

p 

~p 
~ 

p p& q (p & q) 
x p p ~pl q 

q 
Moreover, we will use one (non-standard) synthetic rule: 

p 

qlq 
To use the synthetic rule the initial list has to contain the letters 
that occur in q. To construct a deduction tree we will require that 
the synthetic rule is not used before all uses of the analytic rules 
have been exhausted in the tree under construction. Let us call the 
initial part of the deduction tree that cannot be extended without 
the use of the synthetic rule the initial analytic part (IAP) of the 
deduction tree. Any part of a path P of a deduction tree D that 
occurs in the IAP of D will be in the IAP of P ofD. A path P of D 
will be open if 'x' (the 'x' of the analytic rule mentioned first) does 
not appear in the IAP of P of D; otherwise, it is closed. We will say 
that P,, ..., Pn syntactically entails C (P - C) if and only if there is 
a deduction tree with initial list P1, ..., Pn such that (1) there is an 

open path in the deduction tree, and (2) C occurs in every open 
path. 

To define semantic entailment we will first define valuations as 
functions which map statements into the set {0, 1, 2}. (0, 1 and 2 
can be thought of as false, odd (or meaningless) and true, respec- 
tively.) A valuation V meets these conditions: (V(, p) = 2 - V(p); 
V(p & q) = 1 if either V(p) = 1 or V(q) = 1, and, otherwise, 
V(p & q) = the minimum of V(p) and V(q). (This definition of V 
is attributed by Rescher to Bochvar. See p. 29 of [2].) We will say 
that P1, ...-, Pn semantically entails C (P C) if there is a valuation 
V such that V(P & ... & Pn)= 2, and if for any valuation V V(C) = 2 
if V(P, & ... & Pn) = 2. 

That the notions of syntactic and semantic entailment have the 
same extension is a corollary of the following four claims. 

1. If PH C then there is a valuation V such that V(P) = 2. 
Proof: assume the antecedent. Then there is an open path OP in a 
deduction tree D with P as its initial list. Let V be a valuation that 
assigns 2 to those statement letters that are full lines of the IAP of 
OP and let V assign 0 to all of the other statement letters that occur 
in the IAP of OP. Any line in the IAP of OP is either part of the 
initial list or was placed by one of the analytic rules. Since for each 

This content downloaded from 129.82.28.124 on Sat, 11 Oct 2014 16:22:00 PM
All use subject to JSTOR Terms and Conditions

http://www.jstor.org/page/info/about/policies/terms.jsp


TREES FOR A 3-VALUED LOGIC 45 

of the analytic rules a 2 below the line guarantees a 2 above the 
line, it follows that V(P) = 2. 

2. If 
PF--C 

then V(C) = 2 if V(P) = 2. Proof: assume that 
V(P) = 2. If the upper part of an analytic rule is assigned the value 
2 then at least one branch below the line is assigned the value 2. 
The same holds for the synthetic rule. For if V(P) = 2 then any 
statement composed of letters in P must have the value 0 or 2. (For 
suppose there were a letter in P that had the value 1. Then P would 
have the value 1. But if each letter in a statement has the value 0 
or the value 2 then so does the entire statement.) But then either 
the 'q' or the '~ q' of the synthetic rule has to have the value 2. So 
if V(P) = 2 then in any deduction tree with P as initial list there is a 
path in which each full line is assigned the value 2. Such a path 
must be open. So if we assume that P - C it follows that C is in this 
path, and thus V(C) = 2. 

3. If P I= C then there is an open path in any deduction tree that 
has P as its initial list. Proof: assume the antecedent. Then there is a 
valuation V such that V(P) = 2. By an argument in the preceding 
paragraph it follows that there is a path in the tree in which every 
full line is assigned 2 by V. But this path has to be an open path. 

4. If P ? C then there is a deduction tree with initial list P and 
with C in every open path. Proof: first note that if P C then any 
deduction tree with P and - C as the initial list has no open paths in 
its IAP. For suppose there were such a path. Then by the argument 
for the first of the four claims under consideration there would be 
a valuation V such that V(P) = 2 and V(-C) = 2. But then it 
would be false that P - C. Keeping this in mind, we use the follow- 
ing recipe to construct a tree: 

(a) Construct the IAP of a deduction tree with P as its initial 
list. 

(b) Apply the synthetic rule to every open path, putting 'C' to 
the left and '- C' to the right. (Any '- C' and anything that 
extends from it will be said to be in a 'right branch'.) Note 
that there is no difficulty in meeting the qualification on 
the synthetic rule since if C contained a letter S that did 
not occur in P then a valuation V that assigns 2 to P but 
1 to S would assign 1 to C. Thus, it would be false that 
P = C. 

(c) Apply analytic rules to the 'right branches' until no more 
applications are possible. 

Since each of the 'right branches' is closed (by the argument we are 
keeping in mind) it follows that C occurs in every open path. 

That syntactic and semantic entailment have the same extension, 
for arguments with one premise, follows directly from statements 
1-4. There is no difficulty in generalizing the argument to cover 
arguments with a greater number of premises. 
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46 ANALYSIS 

Let us complete our discussion by looking at some of the puzzles 
Slater mentioned in [3]. To separate the notion of entailment 
discussed above from classical entailment, let us call it superentail- 
ment. Since if V is any valuation V(Aj & -'A) = 0 or V(A1 & -~'A) = 1, 
'A, & "-AI' does not superentail anything (though it entails every- 
thing). Since there is a valuation V such that V(A1) = 2, V(A2)= 1 
(and thus V(~ (Az & "-A1) = 1), it follows that it is false that A, h 
~(A2 & ~A1). Thus, not everything superentails that everything 
'materially implies' it (though everything entails that everything 
materially implies it). 

Colorado State University, 
Fort Collins, Colorado 80523, U.S.A. 

? FRED JOHNSON 1984 
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THE EFFECTS OF PRINCIPLES AND OF ACTIONS 

By M. C. GEACH 

When a man attempts to combat the principle of utility, it is with reasons 
drawn, without his being aware of it, from that very principle itself. His 
arguments, if they prove anything, prove not that the principle is wrong, 
but that, according to the applications he supposes to be made of it, it is 
misapplied. 

T HIS passage is taken from Bentham's Principles of Morals and 
Legislation, where he defines the principle of utility as 'that 

principle which approves, or disapproves, of every action what- 
soever according to the tendency which it appears to have to aug- 
ment or diminish the happiness of the party whose interest is in 
question'. 

We should notice that this principle is one which judges actions 
rather than principles. (I assume, however, that Bentham thought 
of it as a principle of conduct, to be employed as much in the 
judgement of proposed actions as in the judgement of actions 
already performed.) 

This content downloaded from 129.82.28.124 on Sat, 11 Oct 2014 16:22:00 PM
All use subject to JSTOR Terms and Conditions

http://www.jstor.org/page/info/about/policies/terms.jsp

	Article Contents
	p. 43
	p. 44
	p. 45
	p. 46

	Issue Table of Contents
	Analysis, Vol. 44, No. 1 (Jan., 1984), pp. 1-48
	Volume Information
	Quotation of Types and Other Types of Quotation [pp. 1-6]
	Indefiniteness in Identity [pp. 6-12]
	Explaining Donnellan's Distinction [pp. 13-14]
	Comparatives [pp. 15-16]
	Comparatives and Degrees [pp. 16-20]
	[Comparatives and Degrees]: Comment [p. 20]
	Possible Worlds and Diagonalization [pp. 21-22]
	Einstein and the Identity Theory [pp. 22-25]
	On Spurious Egocentricity [pp. 25-29]
	Knowledge, Reliable Methods, and Nozick [pp. 30-33]
	Probability: Subjective and Mathematical [pp. 33-37]
	Knowing and Non-Accidental Guessing [pp. 38-41]
	The Importance of Being Completely Wrong [pp. 41-43]
	Trees for a 3-Valued Logic [pp. 43-46]
	The Effects of Principles and of Actions [pp. 46-48]



