
Predictive Minds Can Be Humean Minds 
Frederik T. Junker, Jelle Bruineberg and Thor Grünbaum 

 
 
 

The predictive processing literature contains at least two different versions of the framework with 
different theoretical resources at their disposal. One version appeals to so-called optimistic priors to 
explain agents’ motivation to act (call this optimistic predictive processing). A more recent version 
appeals to expected free energy minimization to explain how agents can decide between different action 
policies (call this preference predictive processing). The difference between the two versions has not 
been properly appreciated, and they are not sufficiently separated in the literature. They constitute two 
different theories with strikingly different accounts of motivation and action. By reducing all desire-
like constructs to belief-like constructs, optimistic predictive processing entails a substantial revision of 
standard accounts of motivation and action in philosophy and cognitive science. By contrast, preference 
predictive processing introduces desire-like constructs that play Humean motivational roles in the ex-
planation of action. In this Humean iteration, predictive processing resembles other prominent compu-
tational frameworks implementing a distinction between beliefs and desires, such as reinforcement 
learning and Bayesian decision theory. Ultimately, predictive processing faces a dilemma between par-
simony of mental constructs and completeness of its explanations of agency and the mind. 
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1. Introduction 

Over the last decade, predictive processing (PP) theories have enjoyed rapidly growing interest 

in both philosophy and cognitive science. According to these theories, the agent navigates its 

environment by engaging in a form of model-based inference aimed at minimizing prediction 

error. PP’s two main selling points are its universality, which is its potential to provide a unified 

and mechanistically plausible theory of all neurocognitive phenomena, and its parsimony, 

which is its potential to explain all neurocognitive and behavioural phenomena in terms of the 

same fundamental process: precision-weighted prediction error minimization, or Bayesian in-

ference (Friston [2009], [2010]). 

A central appeal of PP to some theorists is its radical conception of agency. Many contem-

porary philosophical theories of agency are Humean in nature: they presuppose a basic distinc-

tion between beliefs and desires. Beliefs tell you how the world is, while desires motivate ac-

tions. If PP delivers on its promise, then it seems that an account of agency can be given without 
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reference to desires: all that is needed is a web of probabilistic beliefs that guides perception 

and action. In other words, PP is anti-Humean. 

The anti-Humean commitments of PP, combined with its universalist aspirations, have been 

the source of considerable debate recently (Klein [2018], [2020]; Clark [2020]; Sun and Fire-

stone [2020]; Van de Cruys et al. [2020]; Yon et al. [2020]). Critics have pointed out that 

because of its anti-Humeanism, PP cannot be a universal account of the mind: at some point 

you need desires to explain motivation and action. The main intuition pump to motivate this 

challenge is the dark room problem: why does a prediction error minimizing agent not simply 

seek out highly predictable environments, such as a dark room? In such a highly predictable 

environment, the PP agent would continuously predict pitch darkness that would always match 

the sensory input perfectly (Friston et al. [2012]; Klein [2018]; Sun and Firestone [2020]). 

Clearly, we are not such agents. The challenge for PP is to explain why we are not dark-room-

seeking creatures and why we are instead motivated to go out and explore the world. Such 

motivation is standardly understood in terms of the agent having mental states, such as desires, 

with a world-to-mind direction of fit. 

Over the years, PP theorists have repeatedly responded that PP has the theoretical resources 

to handle the dark room problem, as well as other challenges that might seem to require invok-

ing distinct desires. Traditional responses attribute stubborn optimistic prior expectations to the 

agent that it occupies states that satisfy its bodily needs and curiosity about novel information 

(Bruineberg et al. [2018a]; Yon et al. [2019]; Van de Cruys et al. [2020]), while more recent 

responses appeal to more sophisticated models of policy selection via expected free energy 

minimization (Clark [2020]; Seth et al. [2020]). The implicit assumption among both propo-

nents and critics is that PP remains anti-Humean: if PP turns out to be true, we would have 

succeeded in providing a universal account of agency exclusively in terms of probabilistic be-

liefs and expectations. 

In this paper, we take issue with the common assumption that all versions of PP are incom-

patible with Humeanism and standard philosophical theories of motivation and action more 

generally. We argue that PP has recently developed a Humean branch. We pinpoint the origin 

of this branch to the introduction of models that make use of so-called expected free energy 

minimization (Friston et al. [2015]). Expected free energy models involve both state-estima-

tion, the estimation of the most likely state of the environment given current sensory input, and 
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policy selection, which is the selection of a policy that is expected to lead to preferred out-

comes. We argue that an expected free energy minimizing creature can believe it is in one state 

while desiring to be in another. Hence, this is a Humean creature. 

We identify two distinct branches in the PP literature, the difference between which has not 

been properly appreciated. According to one branch, which we will refer to as optimistic PP, 

agents are equipped with optimistic priors that make them predict that they will observe out-

comes that are favourable to them. Optimistic predictions and prediction error minimization 

drive actions towards such outcomes. According to the other, which we will refer to as prefer-

ence PP, agents score action policies on how well they minimize expected free energy and 

select the ones that strike the best balance between reducing uncertainty and bringing about 

preferred outcomes. The theories entail strikingly different accounts of motivation and action. 

We will conclude that while optimistic PP is anti-Humean and limited in explanatory scope, 

preference PP has wider explanatory scope, but also comes with straightforwardly Humean 

commitments, specifically, the acceptance of desire-like constructs. Consequently, the PP the-

orist needs to choose between parsimony (there are only belief-like states) and universality 

(explanation extends to all aspects of agency and mental function). 

To make the discussion more approachable for non-experts in the PP literature or action 

theory, we have laid out our argument as follows. In section 2, we present Humeanism, as well 

as the main challenges for anti-Humean PP accounts of motivation and action. In section 3, we 

introduce the distinction between optimistic PP and preference PP. In section 4, we show that 

preference PP is a Humean theory. In section 5, we articulate their respective implications for 

a theory of action. If optimistic PP and preference PP entail different commitments with respect 

to the Humean nature of motivation, they imply different theories of action. We argue that 

while preference PP is compatible with certain versions of standard accounts of action, opti-

mistic PP entails a radical revision. In section 6, we discuss the assertion that adopting the free 

energy principle (FEP) eliminates all distinctly motivational constructs from our ontology. That 

is, one might object that preference PP is, in fact, firmly anti-Humean. We argue that the FEP 

entails no such elimination. In the end, PP is confronted with a choice between universality and 

parsimony. In its ambition to explain all aspects of agency and mental function, PP has had to 

invoke desire-like constructs playing Humean motivational roles in the explanation of action. 
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2. Predictive Processing and Motivation 

According to the Humean theory of motivation (Davidson [1963]; Smith [1987]), beliefs and 

desires are distinct types of mental states. Desires have motivational force, whereas beliefs 

have none. We follow Davidson ([1963]) in understanding desires as standing for the broader 

category of pro-attitudes. Pro-attitudes in the literature on practical reasoning, action, and eth-

ics are attitudes in favour of something (for example, approval, admiration, liking, preference, 

and esteem) and include evaluative judgements that an action has some positive characteristic 

(for example, being desirable, reasonable, admirable, or dutiful). The notion of pro-attitudes 

thereby goes beyond a simple form of Humeanism restricted to primitive motivational states, 

such as drives or urges. This becomes important later when discussing the notion of preferred 

outcomes found in preference PP models, which could include evaluative judgements that play 

a motivational role and cannot be reduced to a purely doxastic register. Though used inter-

changeably, we will primarily use the more common term ‘desires’, except where the broader 

connotations of pro-attitudes become important. 

According to the Humean, reason on its own is never sufficient to motivate agents to act. 

This idea is often understood as the claim that beliefs on their own are motivationally inert. 

Only with the addition of some desire will the agent be motivated to act. This difference be-

tween motivationally inert beliefs and motivationally active desires is often captured by defin-

ing desires in terms of dispositions to act. What we call the Humean theory of motivation is 

not committed to any particular theory of desire (Schroeder [2004]) or any strict form of moti-

vational externalism (Williams [1979]). The Humean theory is simply committed to the claims 

that explanation of instrumental action requires both beliefs and desires, that desires are prim-

itive or irreducible to beliefs, and that only desires have motivational force (which can be 

spelled out in terms of dispositions to act or in some other way). 

One common way of describing the difference between beliefs and desires is in terms of a 

difference in direction of fit (Searle [1983]). Beliefs have a mind-to-world direction of fit, such 

that in case of a mismatch, they ought to be revised to fit the world. Desires, on the other hand, 

have a world-to-mind direction of fit, such that in case of a mismatch, the world should be 

changed to fit the desire. Given Humeanism, if there is a mismatch between the desired situa-

tion and the state of the world, the agent should be motivated to act to change the state of the 

world. Anti-Humeans, on the other hand, reject the existence of distinct desires and their unique 

role in motivating action. It is often claimed that PP theories are anti-Humean in this sense. 
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2.1. Humean challenges to predictive processing 

According to PP, in all its guises, the agent navigates its environment by engaging in a form of 

model-based inference (Friston [2009], [2010]; Clark [2013], [2016]; Hohwy [2013], [2016]; 

Parr et al. [2022]). The brain generates a stream of top-down predictions about what sensory 

signals it expects to receive given its current best model of the world and the situation in which 

the agent finds herself. The predicted input is compared to the input the agent actually receives. 

This comparison leads to prediction errors, which are used to update the generative model or 

to change the sensory input by acting on the world. The combined process is sometimes called 

active inference. Since the theory’s only primitive is prediction, many have pointed out that it 

cannot sustain a belief–desire distinction. The lack of distinct desires makes PP anti-Humean. 

The fact that an anti-Humean theory of motivation denies the existence of distinct motiva-

tional, action-disposing mental states does not entail a denial of the distinction between direc-

tions of fit. The anti-Humean could still accept that mental states are sometimes made to fit the 

world, and sometimes the world is made to fit our mental states. Anti-Humeans often argue 

that beliefs can have motivational power, which is to say, they can have a world-to-mind di-

rection of fit. Thus, not only do anti-Humeans need to provide reasons for denying the Humean 

distinction between beliefs and desires, but they also need to offer an alternative explanation 

of how agents resolve various types of conflict between mental states and the world without 

resorting to a primitive notion of desire or pro-attitude. Several Humean objections to PP have 

highlighted this explanatory challenge. 

First, the need for action-disposing mental states with a distinctly world-to-mind direction 

of fit seems to be driving the dark room problem: without a mental state that disposes the agent 

to change the world and leave the dark room, how can the PP theorist explain the agent’s ability 

to leave the dark room (Klein [2018]; Sun and Firestone [2020])? This is one way to motivate 

the Humean challenge to PP. Without distinct belief-like and desire-like states, core aspects of 

cognition and behaviour seem to be left unexplained (Yon et al. [2020]). 

Second, predictions alone seem to be motivationally inert, and so PP does not seem to have 

the necessary primitives to explain what motivates action, or how and why we select the actions 

that we do (Klein [2018]). Frequently, agents must choose between multiple actions and rank 

them against each other. If the agent does not have distinct motivational states representing the 

value or reward of different actions, such selection problems quickly become intractable. Rep-

resenting actions in terms of both probabilities and value allows for simpler comparison than 
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if each action must be specified purely in terms of long series of conditional predictions (‘when 

conditions C1, and C2, and C3, … obtain, I will perform actions A1, or A2, or A3 …’). 

Third, other computational frameworks, including reinforcement learning and Bayesian de-

cision theory, are consistent with Humeanism. In these frameworks, value signals are always 

necessary for action, and probabilities and values are represented and computed independently. 

The empirical success of these frameworks provides some empirical support for Humeanism 

(Colombo [2017]). 

Finally, a fourth challenge to anti-Humean PP has recently been presented by Klein 

([2020]). According to Lewis ([1988], [1996]), desires are contingent. We might have uncom-

mon desires or lack common ones. There is no necessary relationship between desire and belief. 

As Lewis ([1996], p. 304) puts it: ‘Any values can go with any credences’. Building on this 

insight from Lewis, Klein ([2020]) has argued that PP fails to simultaneously explain action 

and value learning. To explain action under PP, the predictions driving actions must be effec-

tively unrevisable to ensure that the ensuing prediction error can only be minimized through 

action instead of by simply revising the predictions.1 However, sometimes action-guiding pre-

dictions ought to be revised when the agent learns that an action is no longer desirable. For 

instance, when the agent learns that the water is contaminated, she ought to revise the prediction 

that ‘when I am thirsty, I drink water’. In short, to explain action within PP, the predictions 

driving action need to be unrevisable—but to explain value learning, they need to be revisable. 

This problem could be resolved by adding a rule that allows the agent to update the prediction 

when the water is observed to be contaminated. 

However, to ensure that the prediction remains unrevisable in normal circumstances (where 

the water is not contaminated), the updating rule cannot be Bayesian updating. If the prediction 

were generally susceptible to Bayesian updating, the agent could update it, even in normal 

circumstances. For instance, the agent could take prolonged periods of thirst without drinking 

as evidence against the prediction that ‘when I am thirsty, I drink water’. Beliefs, therefore, 

need to include lots of conditionals so that the updating rule only applies in the right circum-

stances (for example, ‘unless the water is contaminated, when I am thirsty, I will drink water’). 

But such conditionals can get extremely complex, even for relatively simple creatures. They 

require specifying a virtually infinite number of conditions for when beliefs should and should 

                                                
1 Unrevisability can be achieved by taking the prediction to be so precise that no amount of prediction error will 

suffice to revise it. For an account of motivation in terms of unrevisable predictions, see (Miller Tate [2021]). 
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not be updated, for every scenario the organism might find itself in. It is highly implausible 

that our beliefs have this kind of complexity. Moreover, it rests on the dubious assumption that 

we come pre-wired with complex expectations fit for nearly every possible scenario, instead of 

adapting to environmental changes by learning about changes in value. Klein ([2020]) points 

out that Humean theories have an easier time explaining such cases. When we learn that the 

water is contaminated, we can leave other beliefs untouched and simply update our desires (for 

example, ‘store-bought beverages are now strongly preferable to tap water’). Beliefs can thus 

remain responsive to the evidence via Bayesian updating, while desire updates ensure that we 

can still adapt and pursue the best course of action when circumstances change. 

2.2. The revisionist response 

Some proponents of PP have argued that PP can in fact explain the phenomena targeted by 

Humean critics without the need to posit distinct motivational states. Clark ([2020]) argues that 

motivational states can be cast as counterfactual predictions, the content of which is what we 

would observe if we acted in a certain way. We counterfactually predict that we are already in 

the desired state. This initially gives rise to prediction error, which is minimized by bringing 

the agent into the desired state. According to Clark ([2020], p. 12), PP should treat desires as 

‘varying forms and time-scales of prediction’, the motivational force of which is dictated by 

the relative precision-weighting of those predictions. These counterfactual predictions simul-

taneously have belief-like features (they predict what will occur as a consequence of the action) 

and desire-like features (they are poised to bring about the predicted consequences of acting). 

This interpretation of PP essentially reduces all mental state types to a single primitive: preci-

sion-weighted predictions. 

To summarize, critics have raised a number of challenges to PP based on its anti-Humean 

commitments, while its proponents have argued that PP can meet these challenges by revising 

our Humean intuitions. What matters for our purposes is the shared assumption that PP is in-

escapably anti-Humean. The assumption that PP does not allow for distinct types of mental 

states is not just held by philosophers working on PP, but is repeated in the more technical 

literature (Friston et al. [2009]; Friston et al. [2012]; Friston et al. [2015]; Friston [2019]; Parr 

et al. [2022]). Specifically, it is sometimes claimed that PP entails a kind of desert landscape 

ontology, where desires, goals, reward signals, and the like do not exist and are replaced by 
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more parsimonious models of purely prediction-driven embodied exchanges of creatures with 

their environment (Friston [2019]). 

3. Predictive Processing, the Devil, and the Details 

Thus far, we have discussed PP in broad outline as a framework according to which everything 

is precision-weighted prediction error minimization. We would now like to argue that the cur-

rent discussions have failed to recognize that PP architectures come in different guises, which 

account for motivation and action in different ways. To make this more explicit, we introduce 

a distinction between two theories: optimistic PP and preference PP. 

3.1. Optimistic predictive processing 

PP accounts vary in what they take the main purpose of the generative model to be. Initially, 

PP accounts were seen as a continuation of a Helmholtzian view of perception (Friston et al. 

[2012]; Clark [2013]; Hohwy [2013]). On such an account, the main purpose of PP is to recon-

struct the hidden state of the world based on proximal sensory input. The content of perception 

is then determined by the set of predictions that manage to explain the sensory signals, or, 

equivalently, that manage to explain away the prediction errors. Following the Helmholtzian 

approach, action is seen as a kind of experiment that disambiguates between competing hy-

potheses and increases the evidence for one’s current hypothesis (Friston et al. [2012]). As 

illustrated by the dark room problem and the other Humean challenges discussed in the previ-

ous section, it is difficult to see how a purely prediction-driven version of PP can explain all 

aspects of agency and deliver a unified theory of the mind. 

One way to respond is to argue that agents are endowed with so-called optimistic priors, 

which dispose the agent to predict favourable outcomes, consistent with having their bodily 

needs met (for example, a full stomach, stable blood-glucose and hydration levels, and a body 

temperature of around 37°C). These priors are ‘optimistic’ in that the agent expects to observe 

outcomes that are ‘good’ for the agent, in the sense that they are compatible with its continued 

existence. They are also sometimes referred to as ‘stubborn predictions’ (Yon et al. [2019]), as 

they resist revision and can only be satisfied by making the agent’s observations conform to its 

expectations. There is a second sense in which the agent’s priors are ‘optimistic’: the agent 

expects a beneficial environment in which all its bodily needs can be met. Typical environ-
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ments are not like this; they might be cold or lack food and water. To act adaptively, the stub-

born agent needs to keep believing that it will find beneficial environments. Hence, adaptive 

action involves what Wiese ([2017]) calls ‘systematic misrepresentations of the environment’: 

the agent’s expectations are (and need to be) systematically skewed towards the kinds of envi-

ronments in which it thrives. 

Some simulation studies of PP principles, where agents learn the structure of an environ-

ment, simply assume that the environment is beneficial. In Friston et al. ([2009)]), for example, 

the agent is first shown the correct sequence of actions without being able to intervene. After 

having learned the optimal solution in a controlled environment, the agent is then endowed 

with the capacity to act, and to make its observations congruent with the previously learned 

sequence of observations. The idea is that an agent equipped with optimistic priors will not 

discover the causal regularities in its environment, and update its model accordingly, but will 

instead make the environment conform to its expectations (Bruineberg et al. [2018a]; Yon et 

al. [2019]). To get out of the dark room, a PP agent needs to stubbornly predict that the world 

is different from how it is currently observed to be. If the agent is equipped with optimistic and 

stubborn expectations of a full stomach, then, as the agent in the dark room grows hungry, this 

leads to prediction errors that can only be minimized by leaving the room to eat. Thus, opti-

mistic priors serve as self-fulfilling prophecies that compel the agent into action, even if this 

means facing less predictable environments. Since the defining construct of this version of PP 

is optimistic priors, we will refer to it as optimistic PP.2 

Optimistic PP runs into the problems raised by Humean critiques. An account that needs 

priors to be both unrevisable and systematically skewed to account for adaptive action will 

have trouble providing an empirically adequate account of value learning: to learn values, the 

agent’s priors need to be revisable. There is, however, a different version of PP on the market 

with a different architecture. 

3.2. Preference predictive processing 

To our knowledge, Friston et al. ([2015]) provides the first articulation of a PP theory that 

involves the minimization of prediction error in the future; that is, minimization of expected 

                                                
2 In some discussions of active inference, the explanation of optimistic priors is delegated to the FEP. The FEP 

holds that any system that maintains its organization over time will engage (or appear to engage) in a form of 
model-based inference in which the generative model embodies the optimal state of being for that system. We 
discuss the implications of the FEP in section 6. 
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free energy. At first glance, the introduction of expected free energy involves more of the same: 

‘Our basic approach is to cast optimal behavior in terms of inference, where actions are selected 

from posterior beliefs about behavior. This allows one to frame goals and preferences in terms 

of prior beliefs, such that goals are subsequently fulfilled by action’ (Friston et al. [2015], p. 

188). The authors seem to argue for an anti-Humean position: pro-attitudes, including goals 

and preferences, reduce to doxastic states, particularly prior beliefs. However, the devil is in 

the details. To see this, let us unpack the commitments of expected free energy minimization. 

An agent has a finite number of policies or strategies available. To rank the policies, the 

expected free energy of each policy is evaluated. Heuristically, it amounts to the evaluation of 

the following counterfactual: ‘What is the free energy I expect to receive if I were to pursue 

this policy?’. Calculating the result for each policy gives a policy-specific expected free energy. 

The probability of pursuing a policy is then proportional to the relative expected free energy of 

the policies: probability of policy ∝ expected free energy of policy. In other words: ‘I will 

pursue those policies most often that I expect will minimize free energy’. But what exactly is 

expected free energy? One way to decompose expected free energy is as follows: expected free 

energy = expected ambiguity + risk. 

The expected ambiguity term roughly captures: ‘How much uncertainty will be reduced by 

pursuing this policy?’. A policy that brings the agent to a location where the agent expects it 

can gain new information (which would reduce uncertainty) will have lower expected ambigu-

ity than a policy that brings the agent to a location where the agent does not expect to learn 

anything new. The risk term roughly captures: ‘How close will following a particular policy 

bring me to a preferred outcome?’. Here, a lot of the explanatory work is done by the notion of 

preferred outcomes. So, what is a preferred outcome? In their introduction of expected free 

energy minimization, Friston et al. ([2015], p. 188) define preferred outcomes as follows: ‘In 

active inference, constructs like reward, utility, epistemic value, etc. are described in terms of 

prior beliefs or preferences. In other words, preferred outcomes are simply outcomes one ex-

pects, a priori, to be realized through behavior (e.g., arriving at one’s destination or maintaining 

physiological states within some homoeostatic range)’. 

A preferred outcome is thus an outcome the agent expects given the kind of agent it is. The 

agent is set up to bring about expected outcomes by selecting policies that it expects will lead 

to those outcomes. If the agent’s preferred outcome is ‘tasting coffee’, then a policy that in-

volves pouring oneself a cup of coffee will involve less risk than a policy that doesn’t. Preferred 

outcomes are defined in terms of a probability distribution over observations some time into 
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the future. For this reason, they are also frequently referred to as ‘preferred observations’. The 

two terms are used interchangeably in the literature and refer to the same formal construct: a 

probability distribution over observations at some time point in the future. For simplicity, we 

will stick to the term ‘preferred outcomes’.3 

If you think preferred outcomes sound suspiciously Humean, you would be correct. In in-

troducing the notion of preferred outcomes, Friston et al. ([2015]) contrast it with pro-attitudi-

nal constructs like reward and utility, but also likens it to pro-attitudes like preferences. We 

will return to this question shortly, but for now, let us point out some advantages of the version 

of PP that operates with expected free energy minimization. 

First, minimizing expected free energy involves selecting policies that are expected to lead 

to new information and preferred outcomes. Another way to put this is that an agent trying to 

minimize expected free energy is trying to strike an optimal balance between explorative be-

haviours (reducing expected ambiguity) and exploitative behaviours (reducing risk). In the ab-

sence of ambiguity, the agent will simply select the policy that leads to preferred outcomes. In 

the absence of preferred outcomes, the agent will select the policy that reduces most uncer-

tainty. Taken together, the minimization of expected free energy provides a relatively simple 

account of action selection in uncertain environments. 

A second major advantage of these models is that they add a capacity for planning and 

decision-making. Expected free energy allows the agent to score different policies about how 

to act in the future. It allows the agent to consider possible future observations, as well as how 

possible future observations are conditioned on the policies that the agent could pursue. It adds 

an internal loop that considers possible future observations and evaluates them relative to pre-

ferred outcomes. The inferred policies that strike the optimal balance between bringing the 

agent towards preferred outcomes and reducing uncertainty will be considered most probable, 

and, therefore, be selected for action. Since the defining construct of this version of PP is pre-

ferred outcomes (at least in the context of explaining motivation), we will refer to it as prefer-

ence PP. 

                                                
3 Other terms used include ‘preferences’, ‘preferred states’, and ‘preferred sensations’. We take it that these are 

all used interchangeably. 
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4. Preference Predictive Processing: Going Humean 

Let us return to our main question: did PP grow a Humean branch with preference PP? Consider 

a chess player who selects a move because its consequences are close to the kinds of conse-

quences the player would like to see from a move (that is, seeing her opponent’s position crum-

ble rather than her own). The comparison of expected consequences of following an action 

with preferred consequences is an indispensable element of policy selection using expected 

free energy minimization. If there is a Humean, desire-like, pro-attitudinal element in prefer-

ence PP, it is to be found in preferred outcomes. 

4.1. Preferred outcomes 

How are we to understand the notion of preferred outcomes? Can desires be replaced by beliefs 

about observations? Opinions on this seem to be mixed. In a recent treatment, Parr et al. ([2022] 

p. 53) offer the following proposal: 
 
[…] using the notion of expected free energy amounts to endowing the agent with an 
implicit prior belief that it will realize its preferences. Hence, the agent’s preference 
for a course of action becomes simply a belief about what it expects to do, and to en-
counter, in the future—or a belief about future trajectories of states that it will visit. 
This replaces the notion of value with the notion of (prior) belief. This is an apparently 
strange move, if one has a background in reinforcement learning (where value and 
belief are separated) or Bayesian statistics (where belief does not entail any value). 
(emphasis added) 
 
 

These remarks suggest that talk of ‘preference’ and ‘value’ is somewhat deceptive or deriva-

tive. If preferences are fundamentally just beliefs about what the agent expects to do, then 

preference PP does not seem able to draw a genuine distinction between beliefs and desires, in 

anything but name. If so, preference PP seems, like optimistic PP, to be firmly anti-Humean. 

However, one should be careful not to take such discourse at face value. Generally speaking, 

the word ‘belief’ in PP does not stand for any standard folk-psychological concept. Instead, a 

belief, in the technical sense employed in PP and Bayesian inference, is a probability distribu-

tion over a set of states. Importantly, the Bayesian notion of belief does not entail the mind-to-

world direction of fit.4 Indeed, this could not be the case, because the direction of fit between 

                                                
4 This is especially true of Bayesian beliefs over policies, which depend upon preferences over counterfactual 

outcomes. 
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the world and Bayesian beliefs can be decided by the relative precision of predictions and ob-

servations. This means that whether a Bayesian belief has a mind-to-world or a world-to-mind 

direction of fit depends on the decision architecture in which it is embedded. 

So, what is the decision architecture in which preferred outcomes are embedded? Here it is 

worth taking a closer look at the details of expected free energy minimization. The canonical 

implementations of expected free energy minimization make use of partially observed Markov 

decision processes (Friston et al. [2015]; Friston et al. [2017]). Partially observed Markov de-

cision processes make a number of assumptions about the conditional dependencies involved 

in the decision process. Most notably, they assume that observations at time t (ot) are only 

dependent on the current hidden state (st), and that the probability of a hidden state st+1 is de-

pendent only on the previous hidden state st and the policy π(t). By exploring its environment, 

an agent can learn the conditional dependencies of its environment: ‘Given that I am in this 

location, I expect to observe this’, or ‘given that I am in this location, and plan to walk in this 

direction, I expect to end up in this other location’. In the terminology of the PP literature, the 

transition probabilities from hidden states to observations are provided by matrix A, while the 

transition probabilities between hidden states, conditioned under each policy, are provided by 

matrix B (Friston et al. [2015], [2017]). Preferred outcomes are provided in a separate matrix 

C.5 Standard implementations of expected free energy minimization using partially observable 

Markov decision processes, provide the update equations for how the free energy minimizing 

agent should change its beliefs about the statistical structure of its environment (for a derivation 

of those equations, see, for example, Bruineberg et al. [2018b], table 2, appendix B). 

A few points are worth emphasizing. First, and crucially, the beliefs about the structure of 

the environment are kept apart from the preferred outcomes that drive the agent’s policy selec-

tion. The former are stored in matrices A and B, while the latter are stored in matrix C. Second, 

whereas canonical implementations provide update equations for matrices A and B (that is, 

                                                
5 Although this labelling of the transition probabilities seems specific to the PP literature, the general idea of a 

partially observed Markov decision process is well established. A standard machine learning textbook intro-
duces them as ‘basically a hidden Markov model augmented with action and reward nodes’ (Murphy [2015], p. 
331). Transitions between hidden states are conditioned on the agent’s actions, and these actions themselves are 
selected in accordance with the agent’s rewards. In preference PP terminology, transitions are conditioned on 
policies, and policies are selected in accordance with preferred outcomes. 
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equations that capture how the agent updates its beliefs about the environment after observa-

tion), far less has been written on implementations of expected free energy minimization that 

provide update equations for matrix C.6 

In summary, preference PP can explain motivated behaviour through a set of states, specif-

ically, preferred outcomes, with the following properties: 
 

(1) Preferred outcomes are used as a benchmark in policy selection: how close will fol-

lowing a particular policy bring the agent to its preferred outcomes? The probability 

of selecting a policy is proportional to its proximity to preferred outcomes. 

(2) Preferred outcomes are independent of the beliefs the agent has about the causal and 

statistical structure of its environment. To the extent that preferred outcomes have up-

dating rules, these are independent of the rules for updating beliefs about the environ-

ment. 
 

In other words, these mental states guide action selection, have a world-to-mind direction of 

fit, and are updated independently of the updating of beliefs about the structure of the environ-

ment. They thus have all the functional characteristics of desires. By contrast, the beliefs about 

the structure of the environment have all the functional characteristics of beliefs. Note that 

reflecting the nature of the creature, preferred outcomes could take the form of a wide range of 

pro-attitudes from basic drives and urges (for example, for food and shelter) to higher-level 

evaluative judgements (for example, about the favourability of chess positions or moral ac-

tions). However one fills in preferred outcomes, preference PP allows for the existence of dis-

tinct desires (broadly construed) that motivate action over and above belief-like states. Hence, 

preference PP is consistent with Humeanism. 

To illustrate the basic points, consider an agent engaging a very simple blue or red environ-

ment. Let us assume that the values stored in its C-matrix are such that the agent has ‘perceiving 

red’ as a preferred outcome and ‘perceiving blue’ as an undesirable outcome. The agent starts 

out not knowing which parts of the environment are blue and which are red. As it explores its 

environment, it only ever encounters blue. The agent correctly infers that it inhabits a blue 

environment. This knowledge gets stored as a prior belief in its A-matrix (which stores the 

probabilities of observations given one’s current state): ‘Given that I am in this location, I 

expect to observe blue’. But throughout this exploration, its preferred outcomes (stored in the 

                                                
6 One exception is the work on preference learning by Sajid et al. ([2021]). We return to this in section 4.2. 
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C-matrix) remain unchanged. It still has ‘perceiving red’ as a preferred outcome and ‘perceiv-

ing blue’ as an undesirable outcome. The simple fact that the agent can maintain these prefer-

ences while learning that its environment only contains blue implies that the agent is a Humean 

creature. It has distinct beliefs and desires that are updated independently. 

4.2. Preference learning 

In our discussion so far, we have presupposed that the updating rules for the C-matrix will need 

to be substantially different from the updating rules for the A and B matrices. After all, the A 

and B matrices try to approximate the structure of the agent’s environment, while the C-matrix 

captures the agent’s preferred outcomes. As detailed above, these are very different functional 

states. A crucial point is that to benefit from the resources offered by the distinction between 

belief-like and desire-like states, a Humean agent needs to have independent updating rules for 

both types of states. Consequently, in line with Klein ([2020]), value learning needs a non-

Bayesian updating rule. 

Recently, Sajid et al. ([2021]) have developed an account of preference learning that pro-

vides updating rules for the C-matrix and demonstrates how PP agents can learn preferred out-

comes to guide policy selection, even where pre-specified preferred outcomes are absent.7 On 

this account, the agent learns its preferred outcomes by engaging with its environment in much 

the same way that it learns about the structure of its environment: preferred outcomes are 

learned via Bayesian updating. To better understand the behaviour of such an agent, let us 

examine the details of the simulations by Sajid et al. ([2021]) of this learning process. 

When placed into an unfamiliar environment, the agent is initially uncertain about the struc-

ture of the environment and its own preferred outcomes. At first, the agent engages in purely 

exploratory behaviour and learns the structure of the environment (that is, what to expect 

where). Next, the agent is equipped with the ability to learn preferred outcomes, and the out-

comes observed more often are the outcomes the agent learns that it prefers. As the agent be-

comes less uncertain about what its preferences are, it will move away from exploring various 

outcomes and start to seek out its learned preferences. 

What are we to make of such an updating rule for preferences? Let’s transpose our PP agent 

to Italy where it spends considerable time in a village with only one restaurant. Not knowing 

what it wants, or what the items on the menu mean, the agent randomly picks a different item 

                                                
7 We would like to thank two reviewers for bringing this literature to our attention. 
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from the menu every night (careful not to order the same thing twice). This is not a bad strategy: 

the agent now knows what is on offer and how it tastes. In a separate second phase, the agent 

starts to learn its preferences. It does so by picking a random item from the menu each evening 

and by keeping a tally of its choices. Over time, it observes itself choosing spaghetti slightly 

more often than other dishes and starts to bias its ordering towards spaghetti, leading to even 

more observations of eating spaghetti. At some point, having eaten spaghetti consistently for 

several days in a row, the creature comes to the inevitable conclusion (paraphrasing Sajid et al. 

[2021], p. 30): ‘I am the sort of creature that enjoys eating spaghetti’, and happily eats its fa-

vourite food for the rest of its life. 

Such an account of value learning seems deeply unsatisfactory. First, it is implausible that 

preferences are simply determined by the relative frequencies of outcomes encountered. Might 

the spaghetti-eater not eventually grow tired of spaghetti? The issue runs deeper: Of course, it 

is true that we learn what we like by trying out different things. If we are presented with two 

items from a menu, we can like one and dislike the other. Why? Because one tastes good, and 

the other one does not. But this is a distinction that a purely Bayesian account of value learning 

cannot make. In reality, repeated exposure is not necessary for acquiring preferences. Some-

times we immediately learn to prefer or disprefer certain outcomes (we can confidently judge 

good and bad taste after a single bite), and sometimes preferences are hard-wired (for example, 

aversion to pain). Bayesian updating over multiple rounds of observations will, therefore, often 

be the wrong place to look for preferences. Sajid et al. ([2021]) acknowledge the counterintui-

tive consequences, or potentially suboptimal strategies, implied by their Bayesian updating 

framework. As demonstrated by their simulations, in an environment where the agent encoun-

ters obstacles more frequently than the goal state, the PP agent will learn to prefer and seek out 

the obstacles rather than the goal state. Hence, this updating rule risks teaching the agent plainly 

counterproductive strategies. 

On their account, preference learning is essentially a form of Bayesian updating applied to 

the preferred outcomes stored in the C-matrix. Preferred outcomes are cast as prior beliefs that 

the agent will encounter those outcomes, and the updating rules for likelihood and preferred 

outcomes are the same (they are both the experience-dependent updating of concentration pa-

rameters of a Dirichlet distribution). This suggests that preferred outcomes are not relevantly 

distinct from the beliefs about statistical regularities in the environment stored in matrices A 

and B. Consequently, the anti-Humean’s problem resurfaces: we need an explanation of our 
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ability to keep beliefs about statistical regularities fixed while independently revising our de-

sires. The fact that preferred outcomes are stored in a separate matrix does not seem to help by 

itself. If prior beliefs across matrices are sensitive to the same evidence and are all revised via 

Bayesian updating, then preferred outcomes and other prior beliefs should be revised in tandem 

and converge over time. Indeed, the spaghetti-enjoying creature will both like and expect spa-

ghetti every evening. Given the updating rules it is subject to, it seems difficult to explain how 

it can end up liking one thing and expecting another. 

To conclude, a view on which preferred outcomes are updated via Bayesian updating faces 

a dilemma. If preferred outcomes are simply a form of prior beliefs subject to Bayesian updat-

ing, it becomes hard to provide a mechanism for value learning that is independent of general 

belief updating, and thereby addresses the problems associated with anti-Humeanism. By con-

trast, if preferred outcomes are not updated in tandem with beliefs about the structure of envi-

ronment, the agent is somehow able to weigh evidence differently and arbitrate between up-

dating its beliefs and preferred outcomes. Consequently, either PP insists on the parsimony of 

updating rules and is unable to explain all aspects of agency, or it insists on a broad explanatory 

scope, which requires independent value learning. In the latter case, we relax the strict Bayesian 

updating requirement and allow that preference PP is consistent with a Humean account of 

motivation. 

The discussion above shows that the question of preference PP’s Humeanism requires an-

swering two questions. First, is there a desire-like element in preference PP that is separate 

from belief-like states? We have argued in section 4.1 that preference PP does contain a sepa-

rate desire-like construct. Second, even if there is such a distinction, are the updating rules for 

both types of states sufficiently different to make use of that distinction? There are two options 

here: The first is to follow Sajid et al. ([2021]) in trying to subsume value learning under Bayes-

ian inference. We have seen that this leads to an account of value learning that must confront 

the problems associated with anti-Humeanism. The other option is to treat preferred outcomes 

as a placeholder for some to-be-specified value learning mechanism. With the exception of the 

purely Bayesian account of preference learning discussed above, the current literature on pref-

erence PP models seems to leave open this approach. For PP to avoid the problems facing anti-

Humeanism, whatever learning mechanism is slotted in ought to make preferred outcomes in-

dependently updatable from beliefs. This will likely require distinct value representations that 

do not reduce to prior beliefs, along with a non-Bayesian learning mechanism thereof. Both are 

characteristics of other prominent computational frameworks, such as reinforcement learning 
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and Bayesian decision theory. In fact, nothing seems to prohibit preference PP from adopting 

an account of value learning from alternative frameworks except the aspiration for a theory of 

the mind that is both universal and based purely on prior beliefs and Bayesian updating. 

5. Two Theories of Action 

Pro-attitudes and their motivational role are central to standard accounts of agency. Some ver-

sion of the Humean theory of motivation is assumed by most theories of action. The difference 

between optimistic PP and preference PP, and their respective explanatory potential with re-

spect to agency, comes clearly into focus by looking at their implications for a theory of action. 

In this section, we outline the respective theories of action that optimistic PP and preference 

PP have on offer. Fundamental to both theories of PP is that all aspects of agency, including 

motivation and action selection, are cast as inference problems (Friston et al. [2012]; Friston et 

al. [2013]; Clark [2020]). Beyond that, the theories have quite different stories to tell. 

5.1. Optimistic predictive processing: A revisionist theory of action 

In optimistic PP, all mental state types are reduced to a single construct, namely, precision-

weighted predictions.8 To perform an action, the brain predicts that it is currently receiving the 

sensory input it would expect to receive if the action had already been performed (for example, 

the proprioceptive signals associated with having raised one’s arm). These prediction errors are 

minimized by activating processes that move the body towards the predicted state. Descending 

predictions can thus serve as motor commands. They activate motor processes by triggering 

reflex arcs (neural pathways that control reflexes), which move the body (for example, by con-

tracting muscles in the arm) towards a state where it receives the (proprioceptive) sensory sig-

nals associated with the predicted state (Adams et al. [2013]; Grünbaum and Christensen 

[2024]). Again, this assumes that the agent’s predictions are stubborn in the face of prediction 

errors, so that the agent is driven to act instead of revising the predictions. 

The stubbornness of predictions is accounted for by their precision: when the precision of a 

prediction is high, it resists revision and causes the agent to pursue the action that makes it 

come true. Optimistic PP thereby accounts for some aspects of motivation: precise predictions 

can drive action. If all goes well, the agent is able to prioritize those predictions that help her 

                                                
8 Some might prefer the alternative phrasing that the single fundamental construct is the prior beliefs about states 

and state transitions that generate predictions. We do not think much hinges on the choice of terminology here. 
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navigate her environment and meet her needs (Pezzulo et al. [2015], [2018]; Clark [2020]). 

This context-sensitive prioritization of predictions is non-trivial. The challenge is to provide an 

empirical account without presupposing an agent that can tweak its precision, as it sees fit. One 

issue with explaining action by a voluntary and context-sensitive tweaking of precision is that 

it turns a presumably sub-personal mechanism into a capacity governed by the person’s will. 

Not only does this sneak motivation and desire in through the back door, but it also seems to 

commit the homunculus fallacy of trying to explain agency by positing another agent inside 

the agent, which itself requires explanation. This puts a heavy explanatory burden on precision. 

Assuming that a proponent of optimistic PP can provide a satisfactory anti-Humean account 

of precision-weighting, such an account of precision needs to stay within the Bayesian com-

mitments of the framework. Given both prior expectations, the prior precision over those ex-

pectations, and sensory input, the posterior expectations and precision over those expectations 

should approximate Bayesian inference. The resulting account would clearly be revisionist, as 

it compels us to revise standard conceptions of motivation and action. We have already seen 

how optimistic PP clashes with the Humean theory of motivation, unlike other computational 

frameworks, such as reinforcement learning and Bayesian decision theory. In these frame-

works, probabilities and values are represented and computed independently, and value signals 

are necessary to motivate action. 

There are also other aspects of agency that optimistic PP struggles to explain. Consider Bu-

ridan cases, where an agent faces a choice between multiple incompatible options that are 

equally desirable and probable. The canonical case is of a donkey placed right between two 

equally attractive bales of hay, having to make a choice so as not to starve. Arguably, we often 

face choices like this in real life (for example, when faced with the choice between equally 

desirable holiday destinations or items on a menu). The optimistic PP equivalent of such cases 

seems to be an agent facing two incompatible courses of action, the information about which 

is equally precise. How can the optimistic PP agent break the tie? It seems puzzling how a 

predictive brain that deals solely in predictions, could come to favour one option when the 

precision of all options is identical.9 According to some, such cases require distinct intentions 

to break the tie and motivate action (Bratman [1987]). To overcome the impasse, we arbitrarily 

form an intention to pursue one option. The intention then motivates us to act in accordance 

                                                
9 Ransom et al. ([2017]) raise a similar critique. They argue that PP cannot explain our ability to voluntarily shift 

attention between two overlapping film-streams when the signals from each stream are equally precise. 
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with it, and structures further planning and practical reasoning. To some, this suggests that 

intentions cannot be reduced to belief-desire pairs, since such pairs cannot play the same roles 

in planning and practical reasoning. However, there appears to be no element in optimistic PP 

that could play the role of intentions to resolve ties in Buridan cases and in structuring further 

planning and practical reasoning. 

Optimistic PP might respond that if the Buridan agent is able to break the tie, it would merely 

demonstrate that the agent has deep or evolving priors that somehow make the expected preci-

sion of one option relatively higher.10 This effectively amounts to denying the possibility of 

Buridan cases, because there would always be some prior to the effect that the options are not 

truly considered equally desirable and probable. Furthermore, this response would appear to 

settle optimistic PP with some additional problems. This strategy reads off the agent’s prefer-

ences from her choices. But if this is how preferences are determined, there seems to be no 

room for any divergence between motivation and action. Some accounts of action reject the 

claim that actions are always caused by the strongest desire and argue that agents can act against 

their strongest desire. That is, agents are able to do something they find truly undesirable or 

refrain from doing what they find truly desirable (Schueler [1995]). Accepting a distinction 

between desire and intention enables this type of divergence, because intentions can then play 

the role of controlling actions, even when they run counter to our strongest desires (Holton 

[2009]). Yet, with only precision-weighted predictions at its disposal, this is not a divergence 

optimistic PP is able to accommodate. In sum, optimistic PP is not only incompatible with 

Humeanism, but also with accounts of action that distinguish intentions from belief-desire 

pairs.11 

                                                
10 This is essentially Clark’s ([2017]) response to Ransom et al. ([2017]): Your voluntary shift of attention takes 

the form of a counterfactual prediction that you are currently perceiving one of the film-streams, which, in a 
self-fulfilling manner, increases the expected precision of inputs from that stream, thereby making you perceive 
that stream. Clark suggests that such a counterfactual prediction can be understood as a desire to see one film-
stream rather than the other. Since Clark attributes both belief-like and desire-like roles to a single primitive 
(precision-weighted predictions), his explanation is of the optimistic PP and anti-Humean variety. The problems 
facing anti-Humeanism seem just as pressing for mental actions, such as voluntary shifts of attention, as for any 
other action type. Moreover, as explained in the main text, since each option can be considered equally desira-
ble, distinct intentions are arguably needed in addition to beliefs and desires to break the tie. 

11 A reviewer suggested another response to Buridan cases: It might be that intrinsic noise disturbs the equilibrium. 
But this simply amounts to denying the phenomenon. If the equilibrium is disturbed by noise, the agent will not 
be faced with a choice between equivalent options. Our argument is that if Buridan cases exist, they pose a 
challenge to optimistic PP. We have some reasons for thinking that such cases exist. Hence, claiming that they 
do not requires a substantial argument. 
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5.2. Preference predictive processing: A non-revisionist theory of action 

According to preference PP, actions are brought about through the inference and selection of 

optimal policies. Policy selection is the process of inferring which policy minimizes expected 

free energy; that is, which policy strikes the optimal balance between reducing uncertainty and 

leading to highly weighted preferred outcomes (Pezzulo et al. [2018]; Parr et al. [2022]). This 

process requires a generative model that can model more and more abstract relations between 

actions and outcomes and score them on how well they minimize expected free energy. 

As argued earlier, preference PP is consistent with a distinction between beliefs and desires. 

To make clearer how preference PP relates to standard conceptions of agency, let us take a 

closer look at policy selection under preference PP. Expected free energy is composed of both 

expected ambiguity and risk. Expected ambiguity encodes expectations about how much un-

certainty will be reduced by pursuing a certain policy or how much information we stand to 

gain under a certain policy. Risk encodes expectations about the preferred outcomes a certain 

policy might bring about. 

The evaluation of expected ambiguity is made possible by the fact that an agent has access 

not just to what it believes, but also to its uncertainty about its beliefs. Expected ambiguity 

evaluation is therefore dependent on a particular kind of belief: ‘Given that I am in this state 

and execute this policy, I expect to observe a state with this much uncertainty’. The expected 

ambiguity term promotes policies that lead to observations that reduce uncertainty, while pe-

nalizing policies that do not, and from which the agent, therefore, expects to learn little. The 

evaluation of the risk is made possible by two different kinds of mental states. On the one hand, 

there are beliefs of the form ‘given that I am in this state and execute this policy, I expect to 

observe this state’. On the other hand, there are desires, or preferred outcomes, of the form ‘I 

want to observe this state’. The risk term promotes policies that lead to observations that match 

preferred outcomes, while penalizing policies that do not. 

Some critics might argue that the best interpretation of preferred outcomes is something 

like: ‘Given that I am this kind of creature, these are the kinds of things I expect to observe’ 

(note that these expectations need not be conscious). Hence, one might argue that preferred 

outcomes are more akin to beliefs (or predictions) than desires, and therefore, preference PP 

does not contain distinct desire-like states (we will discuss this objection further in section 6). 

In section 4, we argued that preferred outcomes are (1) used as a benchmark for action selec-

tion, and (2) independent of beliefs the agent has about the causal structure of its environment. 
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A state with these characteristics is best understood as a desire, not as a kind of belief. The 

doxastic gloss of preferred outcomes one sometimes encounters in the literature simply mis-

characterizes the role preferred outcomes actually play in the preference PP architecture. 

By separating out policy selection from state estimation, preference PP has the theoretical 

tools for both the modulation of precision of sensory signals and the modulation of precision 

of policies (Parr and Friston [2017], [2019]). The distinction between the two forms of preci-

sion modulation allows for more flexibility. For example, an agent that has a precise high-level 

policy of following a diet—that is to say, is very motivated to follow a diet—will lower the 

expected precision of low-level gustatory outcomes related to consuming high-calorie foods 

and increase the expected precision of signals and policies related to eating healthier alterna-

tives (Pezzulo et al. [2018]). This explains how one action (for example, eating the healthy 

option) is selected over alternatives (for example, eating cake). Where the optimistic PP agent 

needs to stubbornly predict that she will not eat the cake, the preference PP agent can infer that 

eating the cake will meet certain preferences (for example, for high-calorie foods), but none-

theless opt for an alternative diet-congruent policy by making the alternative highly precise, to 

the point of making it the optimal policy. In short, higher precision of policies translates to 

higher motivational force. 

How about intentions? Recently, some have developed a notion of intentions within a pref-

erence PP framework. Friston et al. ([unpublished]) argue that in intentional behaviour, the 

agent tries to bring about so-called preferred latent states when selecting policies. Latent states 

are the presumed but not themselves observable causes of sensory input. A preferred latent 

state is, they suggest, simply a prior belief that the agent will bring that state about. In action 

theory, intentions are often distinguished from beliefs and desires by their distinctive functional 

and normative roles in practical reasoning and planning. If intentions are simply prior beliefs 

over latent states, it is not clear that they are sufficiently distinct from beliefs and desires to 

play the distinctive roles often attributed to intentions. 

Another potential interpretation is to identify intentions with selected policies. Since se-

lected policies result from optimal belief-desire pairs (that is, those that minimize expected free 

energy), this seems to imply that intentions are reducible to belief-desire pairs. As argued 

above, this clashes with accounts that attribute distinctive and irreducible roles to intentions. 

Others maintain that the belief-desire account can explain all aspects of intentions (Sinhababu 

[2013]). We do not intend to settle this complex issue. Our aim is simply to clarify what theories 

of action are available within a preference PP framework. 
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Revisionist aspirations are considered important in some PP circles. However, such aspira-

tions are optional within a preference PP framework. Preference PP does not require any major 

revisions to standard conceptions of motivation and action. In this respect, preference PP devi-

ates little from other prominent computational frameworks, such as reinforcement learning and 

Bayesian decision theory, which also contain distinct representations and computations of 

value. Thus, preference PP is potentially much less revisionist than its predecessor, optimistic 

PP, and does not entail the radically revisionist programme advocated by some theorists. Pref-

erence PP might aspire to offer a universal account of agency, and, perhaps, the mind in gen-

eral, but this universality is traded off against the supposed simplicity of the framework and its 

formalisms. 

6. What about the Free Energy Principle? 

6.1. The low road and the high road 

So far, we have been pursuing what some PP theorists have called the low road to PP (Friston 

[2019]; Parr et al. [2022], chap. 2). The low road starts from the assumption that the brain is a 

Bayesian inference engine trying to optimize its model of the causes of its sensory input. PP is 

then proposed as an explanation of how the brain can solve this inferential problem and the 

neurocognitive mechanisms involved in this process. By enriching PP models with whatever 

constructs necessary to explain the empirical data, PP might gradually come to explain more 

and more aspects of cognition and behaviour, including action, motivation, planning, and de-

cision-making. 

The low road is sometimes contrasted with the high road to PP. The high road takes as its 

starting point fundamental questions about what properties systems that manage to persist must 

have. According to Friston ([2019], p. 177), ‘any system that exists will appear to model and 

predict its exchange with the environment’. More specifically, any self-organizing system will 

necessarily engage in (or necessarily appear to engage in) the minimization of free energy. This 

idea is known as the free energy principle (FEP). According to proponents of the high road, PP 

turns out to be a necessary feature of self-organizing systems. For this reason, the high road 

has been described as a ‘top-down journey from near existential nihilism to the riches of pre-

dictive processing’ (Friston [2019], p. 175). 

Let us unpack the FEP. A living organism must resist a tendency to disintegrate; that is, it 

must keep its internal states within a viable range as reflected by their homeostatic properties. 
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To do so, it must conserve a boundary that distinguishes it from its environment. Under the 

FEP, this boundary is formalized as a Markov blanket (Friston [2013]). Markov blankets are 

supposed to partition states into those internal to the system, external to the system, and the 

states of the boundary itself. Some boundary states are influenced by external states (namely, 

sensory states) and some by internal states (namely, active states). States that, according to the 

organism’s model of the world, are expected to be incompatible with its continued existence 

are deemed surprising (in a technical sense). These states are deemed unlikely to occur when 

the organism inhabits a hospitable environment. Since calculating surprise directly would re-

quire knowing all the hidden states of the world that cause the sensory input, it is impossible 

for any organism to calculate this directly. Instead, it must minimize variational free energy, 

which is an upper bound on surprise. The organism thus effectively minimizes surprise in the 

only tractable manner. In other words, living systems expect to occupy states compatible with 

their continued existence. By minimizing variational free energy, the system keeps its internal 

states within a range consistent with its survival.12 

In short, the high road involves developing so-called process theories that align with the 

FEP. These theories account for the structure and functions of neurocognitive mechanisms, 

which are consistent with the imperative of minimizing free energy. Under this approach, PP 

is essentially the suite of such process theories. It is important to emphasize that preference PP 

models, which explain policy selection in terms of expected free energy minimization, are not 

committed to the broader claims of the FEP. Variational free energy and the expected free 

energy of policies are not the same. Variational free energy minimization serves to model and 

predict the environment based on past and present observations. Expected free energy minimi-

zation, by contrast, pertains to action selection based on expectations about the consequences 

of future actions (see Parr et al. [2022], pp. 31–39). 

6.2. The desert landscape 

Why discuss the FEP? Because some claim that the FEP entails a desert landscape view of the 

mind; that is, a minimalist ontology in which ‘there are neither goals nor reward signals as 

such’ (Clark [2013], p. 200). All that really exists is self-organizing systems that appear to 

                                                
12 As some authors have argued (Seth [2015]; Pezzulo and Cisek [2016]), this makes the FEP a modern version 

of cybernetics, according to which control consists in using feedback signals to keep essential internal variables 
within an expected range. 
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model and predict their environment via free energy minimization (Friston [2019]). Although 

resisted by Clark (2013), this view is (at least sometimes) endorsed by Friston ([2019]) and 

other proponents of the FEP (Ramstead et al. [2019]) and presented as an inevitable conse-

quence of the FEP. The desert landscape interpretation of the FEP denies the existence of pro-

attitudinal constructs, such as value, reward, goals, drives, and desires. Therefore, if this radical 

interpretation is true, then PP (in any guise) is necessarily anti-Humean under the FEP. 

There has been much disagreement about the high road that takes the FEP as its theoretical 

starting point, and what it entails exactly (Clark [2013]; Friston [2019]; Williams [2022]). For 

our purposes, the relevant question is whether the FEP entails a desert landscape ontology, 

which would restrict process theories to anti-Humean varieties with no pro-attitudinal con-

structs. As we will see, this depends on how the FEP is interpreted. 

On one reading, the FEP strives to explain how self-organizing systems manage to persist 

over time by means of mechanisms that implement free energy minimization. If free energy 

minimization is a necessary condition on self-organizing systems, and any mechanism imple-

menting it precludes pro-attitudinal states, then this would entail a desert landscape view of the 

mind. 

On another reading, the FEP merely posits that all self-organizing system can be redescribed 

as if they minimize free energy. Under such a reading, the FEP places no constraints on how 

such systems minimize free energy, and process theories are free to include pro-attitudinal 

constructs. The specific mechanisms involved could be very different for rocks, oil drops, and 

humans. Under this interpretation, PP process theories could include pro-attitudinal constructs, 

so long as it remains true that the target system can be described as it if it minimizes free 

energy—even if this is not strictly the objective of the mechanisms underlying the system’s 

behaviour. This interpretation does not entail a desert landscape ontology and is consistent with 

Humeanism.13 

Others have argued that the FEP is consistent with a folk-psychological distinction between 

beliefs and desires. Smith et al. ([2022]) argue that there are terms within the expected free 

energy formalism (that is, within preference PP), which can be functionally identified with 

                                                
13 For an argument that the FEP places no necessary constraints on explanations of how self-organizing systems 

manage to maintain their existence, see (Williams [2022]). 
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desire-like constructs with a world-to-mind direction of fit as described by folk psychology.14 

Even when described by the FEP, they argue, the organism can still be described as having 

desires. This illustrates that there is no clear consensus that the FEP entails a desert landscape 

ontology. For those who deny this implication of the FEP, there need be no conflict between 

the FEP and a Humean interpretation of preference PP. 

7. Conclusion 

We have explored the intricacies of the predictive processing framework by uncovering two 

distinct theories within it and their distinct implications for motivation and action. The differ-

ence between these has not been properly appreciated. Optimistic PP bases all processing on 

optimistic priors and entails a revision of standard accounts of motivation and action. This 

gives rise to significant explanatory challenges. Sticking to its simplistic formalism, optimistic 

PP must relinquish its ambition to provide a universal account of the mind. There are aspects 

of motivation and action that seem beyond its explanatory scope. By contrast, preference PP 

posits that actions are selected to minimize expected free energy and aligns more closely with 

standard accounts of motivation and action in philosophy and cognitive science. 

Contrary to some radical interpretations, the FEP does not necessitate a fundamental over-

haul of standard desire-like or pro-attitudinal constructs. Preference PP better explains more 

aspects of motivation and action. However, the broader explanatory scope requires moving 

beyond attempts to reduce all mental phenomena to a single process of Bayesian belief updat-

ing. In its preference PP incarnation, PP has instead come to resemble other prominent compu-

tational frameworks implementing a distinction between beliefs and desires, such as reinforce-

ment learning and Bayesian decision theory. The general lesson is that a tension exists between 

the parsimony often aspired to in PP theories and accepting enough primitives to give a com-

plete account of agency and the mind. 

                                                
14 Though similar in some respects, our analysis is different in others. One difference is that we focus on the role 

of desire-like constructs in philosophical and scientific theories of motivation and action, not simply on con-
sistency with how they are described in folk psychology. Another is our focus on value learning and the need 
for a non-Bayesian account thereof. 
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