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The Four Fundamental Components for Intelligibility and Interpretability in AI Ethics 

 

Moto Kamiura 

 

Abstract 

Intelligibility and interpretability related to artificial intelligence (AI) are crucial for enabling explicability, which is 

vital for establishing constructive communication and agreement among various stakeholders, including users and 

designers of AI. It is essential to overcome the challenges of sharing an understanding of the details of the various 

structures of diverse AI systems, to facilitate effective communication and collaboration. In this paper, we propose 

four fundamental terms: “I/O,” “Constraints,” “Objectives,” and “Architecture.” These terms help mitigate the 

challenges associated with intelligibility and interpretability in AI by providing appropriate levels of abstraction to 

describe structure of AI systems generally, thereby facilitating the sharing of understanding among various 

stakeholders. The relationship between the Objective of AI designers and the Purpose of AI users is linked to the 

issues of AI alignment. 

 

Key words: intelligibility, interpretability, explicability, level of abstraction, adjoint. 

 

1. Explicability as an Ethical Principle in AI 

Numerous organizations have initiated a broad spectrum of programs to set up ethical principles for the 
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implementation of artificial intelligence (AI) that benefits society. The importance of ethical guidelines concerning 

AI is widely recognized, and the establishment of these guidelines is to be welcomed. However, there is a potential 

problem of “principle proliferation” characterized by unnecessary repetition and redundancy, or, confusion and 

ambiguity among the numerous principles proposed (Floridi and Cowls 2019). To address this problem, Floridi et al. 

(2018), and, Floridi and Cowls (2019) offer a synthesis of the following six sets of principles produced by various 

reputable, multi-stakeholder organizations and initiatives: Asilomar AI Principles (2017), the Statement by the 

European Group on Ethics in Science and New Technologies (2018), the “five overarching principles for an AI code” 

offered in the UK House of Lords Artificial Intelligence Committee (2018), the Montreal Declaration for a 

Responsible Development of AI (2017), the IEEE Initiative on Ethics of Autonomous and Intelligent Systems (2017), 

and the “Tenets” of Partnership on AI (2018). For the yielded 47 principles, they find coherence and overlap between 

the six sets of principles. They compare the sets of principles with the set of four core principles commonly used in 

bioethics presented by Beauchamp and Childress (1979); beneficence (doing good), non-maleficence (avoiding 

harm), respect for autonomy (as a facility for decision-making), and justice (in distributing benefits and harms). 

Consequently, they find a well-adaptation of the four bioethical principles to the ethical challenges of AI. Moreover, 

they argue that a new fifth principle is needed in addition: i.e., explicability, understood as a synthesized concept of 

both in the epistemological sense of intelligibility and in the ethical sense of accountability. 

 

In the field of biomedical ethics, various dedicated examinations are being conducted on the addition of 

explicability as the new fifth ethical principle. Ursin et al. (2022) conclude that the properties of explicability are 
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already covered by the four bioethical principles and therefore there is no need for explicability as the fifth principle 

for biomedical ethics. Conversely, Adams (2023) challenges the critics’ premise that explicability cannot be an ethical 

principle like the classic four because it is explicitly subordinate to them and defends that the five principles including 

explicability are indeed better than the four when it comes to building an ethical framework for the development and 

implementation of AI in medicine.  

 

Regardless of the position in these debates on whether explicability should be added as the fifth ethical principle, 

the following three points seem clear: Firstly, these discussions are about biomedical ethics. Although the starting 

point of the arguments presented by Floridi et al. (2018) refers to the four bioethical principles, the ultimate goal may 

be to clarify principles applicable across all areas where AI is used, not limited to the biomedical field. Secondly, the 

term explicability is not treated as a concept at the same level as explainability or other similar terms, but rather as a 

higher-order, comprehensive concept related to explanation, either as a principle or something akin to it. Thirdly, and 

most importantly for our research, there is a consensus that the explicability of AI is important, whether or not it is 

included as a principle. 

 

2. Intelligibility and interpretability as epistemological sense on functioning of AI  

The explicability of AI might be a theme where scientists including the authors of this paper, engineers, and AI 

developers, are likely to be called upon for more active engagement compared to other themes in AI ethics. It could 

also be an area where they can actually make significant contributions. This potential for contribution might be 
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particularly identifiable in aspects related to intelligibility and interpretability, as inferred from the following 

reasoning. 

 

Floridi et al. (2018, p.700) presented explicability as a concept that synthesizes intelligibility and accountability, 

where intelligibility means the epistemological sense as an answer to the question “how does it work?” and 

accountability means the ethical sense as an answer to the question “who is responsible for the way it works?”. 

Morley et al. (2020, p.2155), based on Binns et al. (2018), Cath (2018), and Lipton (2016), presented the arguments 

regarding explicability as follows: i.e. if a system is explicable (explainable and interpretable) it is inherently more 

transparent and therefore more accountable in terms of its decision-making properties and the extent to which they 

include human oversight and are fair, robust and justifiable. Moreover, Ursin et al. (2023) mapped the conceptions 

that commonly fall under the umbrella term explicability described in various literatures, and distinguished levels of 

explicability through conceptual analysis. The levels of explicability are associated with levels of opacity, 

corresponding to four incremental depths of explanation that start with disclosure, proceed through intelligibility and 

interpretability, and culminate in explainability. They show that these proposed ethical requirements for informed 

consent are related to the types of hurdles based on Ferretti et al. (2018) and Burrell (2016). Among these, the lack 

of disclosure might not be much of an issue if there is no intentional attempt to hide the use of AI, or it might be 

argued that all information systems should now be considered in some way related to AI. Intelligibility is associated 

with general epistemic opacity on the functioning of AI in general, and interpretability is associated with specific 

epistemic opacity on the functioning of a specific AI system, respectively. Explainability is associated with 
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explanatory opacity of the reason why the AI system reached a particular decision. Consequently, intelligibility and 

interpretability could be related to the epistemological sense on the functioning of AI, and explainability could be 

related to the ethical sense on accountability or explanatory responsibility. 

 

3. Requirements for our analysis on intelligibility and interpretability 

The previous section found that intelligibility and interpretability are challenges in AI ethics to which we, as 

scientists, can primarily contribute. However, this does not mean they can be separated from explainability or their 

interdependencies can be ignored. The following three quotes may help further clarify our challenges. 

 

“Note, however, that ethically speaking transparency and explainability are not necessarily and certainly 

not only about disclosing the software code. The issue is mainly about explaining decisions to people.” 

(Coeckelbergh 2020, p.121)  

 

“Again, what level of depth is satisfactory in providing details about the conditions of algorithmic (or 

algorithm-supported) decision making may depend very much on the context and recipient.” (Herzog 2022, 

p220) 

 

“Part of the difficulty is to get the level of abstraction right (Floridi 2008a; 2008b), …” (Floridi 2019, p.1) 
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Regarding intelligibility and interpretability, the important aspect is not the mere disclosure of software code, but the 

provision of a foundation for building better explainability that enables accountability, and the clarification of an 

appropriate level of abstraction for this purpose. 

 

Let us go back to the ethical guiding question for intelligibility and interpretability in Ursin et al. (2023, p.184): 

i.e., respectively, “How do AI systems generally work (input, output, training data, parameter, calculation)?” and 

“How does that specific AI system work (input, output, training data, parameter, calculation)?”. While these questions 

offer significant hints, a detailed analysis is required to establish a more appropriate set of concepts and terminology 

for intelligibility and interpretability. The requirements for our analysis are threefold: (1) Despite the existence of a 

very diverse range of current AIs and the further unpredictable development of future AIs, to present a set of concepts 

and terminology that can “generally” answer their workings, (2) for the correspondence between those concepts and 

“input, output, training data, parameter, calculation” to be clear, and (3) for the concepts used to describe “AI systems 

generally” and those used to describe a “specific AI system” to be consistently applied. 

 

 

4. Four fundamental terms for intelligibility and interpretability 

To arrange for intelligibility and interpretability while meeting the requirements extracted in the previous section, 

I propose the use of a set of four fundamental terms: “I/O,” “Constraints,” “Objectives,” and “Architecture.” These 

terms provide a framework for unified design, analysis, and understanding of systems within system theory and 
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systems engineering. They are applicable across a wide range of system classes related to AI, including physical 

systems, control engineering systems, and machine learning systems, aiding in the comprehension of each system’s 

structure. As a result, a terminological foundation is laid for building better explainability that enables accountability, 

clarifying the appropriate levels of abstraction for intelligibility and interpretability. The term “states” or “internal 

states,” which might be considered as a basic term, is intentionally omitted to avoid the black-boxing of systems as 

much as possible. The overview of the four terms is as follows, and their correspondence to the terms demonstrated 

by Ursin et al. (2023) is annotated in brackets [...]: 

 

I/O (Input/Output) refers to the pair of information entered into a system and the results outputted from the 

system. AI systems receive inputs from the outside, process them, and produce outputs. I/O is the interaction between 

the system and the external world, and it is important for understanding the system’s basic operations and functions. 

[input, output, training data] 

 

Constraints refer to the conditions that the design and operation of a system must satisfy. This is a generalization 

of the narrow concept of constraint conditions as a mathematical term. This includes parameters that define internal 

constraints of the system, constraints related to I/O, physical constraints, and resource constraints. Constraints form 

the foundation for a system to function feasibly and effectively. [parameter] 

 

Objectives have a dual meaning. In a broad meaning, objectives refer to the ultimate goals or outcomes that the 
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system aims to achieve, defining what problems it seeks to solve. This serves as a guideline for system design and 

plays a central role in the system evaluation process. This is determined by system designers and should be 

distinguished from “Purposes” as motivations of system users. In a narrow meaning, objectives refer to the objective 

functions that provide criteria for the selection of parameters within the system. The latter can sometimes be 

considered a mathematical representation of the former, though the relationship between the two may not always be 

clear, necessitating further consideration. In either interpretation, a system can have one or multiple objectives. In 

natural sciences, teleological explanations are handled with particular care to avoid. [No corresponding term] 

 

Architecture defines the structure of the entire system by integrally linking the above three elements (I/O, 

Constraints, Objectives). It outlines how the system’s components or subsystems interact, how information flows, 

and how these are integrated to achieve the overall objectives. In the simplest cases, this may be represented as an 

adjoint of I/O and parameters. Concepts on system dynamics such as computation and control are also embedded 

within a static structure that spans the entire execution time. [calculation] 

 

These four terms together form the overall picture of a system, interrelating with each other. I/O defines the 

interface between the system and the external world. Constraints limit the scope of its operation. Objectives set the 

goals that the system aims to achieve. Architecture provides the structure of how these elements are integrated for 

the entire system to function.  
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As detailed later, the relationship between I/O and Constraints is abstracted from the adjoint structure of variables 

and parameters in mathematical functions. Furthermore, Objective is abstract from the role of the objective function. 

Note that such a perspective is built upon inheriting the concept of dynamic adjoint, a method for modeling and 

analyzing systems that include observers and observational actions. This concept was developed during the 

transitional period between the 1990s when complex systems science advanced, and the 2010s when machine 

learning became prevalent (Gunji and Kamiura 2004; Gunji et al. 2006; Kamiura and Gunji 2006; Kamiura 2013). 

 

To enhance intelligibility and interpretability, it is crucial to have an integrated understanding of how the actual 

components of a system contribute to its performance and the achievement of its Objectives. These four terms 

facilitate an understanding of the roles of the system’s components. These originate from mathematical models related 

to machine learning and systems theory, respecting the existence of corresponding mathematical entities, while 

deliberately adopting names different from technical terms in mathematics and science to align with the levels of 

abstraction required for intelligibility and interpretability. 

 

5. Relationships of the four fundamental terms 

In this section, we analyze in detail how the four fundamental terms introduced in the previous section relate 

within a system. This analysis corresponds to intelligibility. The consistent premise in this analysis is as follows: all 

systems involving input and output are modeled and understood through some function  y = f(x; a) . Here, x 

represents the input, y the output, a the parameters, and f is a family of functions, all of which possess appropriate 
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dimensions. The family of functions is a major part of the system’s architecture, but not the entirety. Specifying the 

values of parameters a means selecting a specific function fa (x) = f(x; a) from the family of functions f. Let us now 

begin the analysis of the four terms. 

 

5.1. Parameters as Constraints 

From the premise mentioned above, we understand why the system’s parameters are classified under Constraints. 

Determining parameters is equated with selecting a specific function from the family of functions defined by the 

system’s architecture, thereby linking parameters to Constraints. While architecture provides the basic framework for 

the system’s structure and function, parameters are the elements that define specific behaviors and performance 

within that framework. 

 

5.2. Constraints and Objectives 

In AI systems, objective functions (i.e., the narrow meaning of Objectives) fulfill the role of determining specific 

values for parameters as Constraints. While some parameters determined through the trial and error of system 

developers may still remain, the automation of parameter determination using Objectives is one of the essential 

characteristics of machine learning systems. The objective function is a function that takes parameters as arguments, 

and the process of finding the values of parameters that maximize or minimize the value of this objective function is 

called optimization. Optimization algorithms (i.e. optimizers) may be designed analytically with precision, or as an 

exploration process in the form of probabilistic mechanical trial and error. 
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5.3. Objectives and I/O 

When practically constructing Objectives and operating an optimizer, the components that become part of those 

Objectives are the system’s I/O. As a very simple example, consider regression analysis, which uses observed data 

points (pairs of input and output) to estimate the parameters of a certain function (model). The narrow meaning of 

Objective here is to determine the values of parameters that minimize the sum of squared differences between the 

outputs predicted by the model and the actual output data. By doing so, a function is obtained that can predict outputs 

for unknown inputs. Making such predictions is the broad meaning of Objective. The residual sum of squares (RSS) 

as the objective function consists of data corresponding to I/O. Training data is a collection of pairs of the independent 

variables (input) and the dependent variables (output) of actual observational data. The teaching data is the predicted 

values (output) obtained for the input fed into the model. This is a basic method of statistics, but the principles used 

are fundamentally the same as those operating complex neural networks. However, the relationship between the 

narrow meaning of Objectives and the broad meaning of Objectives can become more indirect and difficult to 

understand. 

 

5.4. More general perspective 

The above is an example of statistical machine learning, but the idea that the components of Objectives are 

the system’s I/O and that Objectives induce constraints can be applied more generally across a wide variety of systems 

and fields of application. Regardless of what specifically a system aims to achieve, its outcome depends on inputs to 
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the system and the generation of outputs under certain conditions. For instance, in system control, the Objective 

might be to maintain a specific process variable at a control target value. This can be interpreted as the Objective 

dynamically imposing Constraint based on the state of the system. In feedback control system, the inputs to the 

system are disturbances and feedback from the controller, with the output being measured values related to the 

system’s state. In PID controller, the parameters are fixed values provided by the designer, and the controller 

corresponding to the Objective acts directly on I/O, not on parameters. Adaptive control is closer to the concept of 

regression analysis, performing system identification through parameter estimation. However, the historical 

development of system control for physical objects and machine learning for data, while not unrelated, are distinct, 

requiring further interdisciplinary collaboration. Our four terms might also provide new insights into such 

perspectives. 

 

5.5. Machine learning processes reducing Architecture to adjoint structure and hidden Objectives 

There exist systems where Objectives do not appear explicitly (where Objectives are hidden). In the earlier 

example of regression analysis, after the calculation or the mathematical proof is carried out, only a mathematical 

structure known as the adjoint remains between I/O and parameters. At first glance, it might seem as though the 

Objectives have disappeared, but they are merely hidden behind the calculation. The minimization of loss functions 

in machine learning operates similarly, with the model’s parameters being adjusted throughout the training process. 

In the final model, after training is completed, the loss function (Objective) is optimized and ceases to change, 

becoming invisible. Thus, the phenomenon of objectives becoming hidden in the design or analysis of a system does 
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not mean they are gone; rather, it signifies that the necessary optimization for their achievement has been completed. 

Consequently, Machine learning processes reduce the Architecture of the system to the adjoint structure and hidden 

Objectives, and the system converges to a function characterized by its adjoint. 

 

The foregoing discussion has elucidated our proposed four fundamental terms: “I/O,” “Constraints,” “Objectives,” 

and “Architecture,” along with their interrelationships. This can be summarized as illustrated in Figure 1 below. 

 

 

Figure 1. The four fundamental terms and their interrelationships. 
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5.6. Architecture of deep learning 

The description in this section corresponds to interpretability. The interpretability provided by the four 

fundamental terms and their interrelationships may lower the barrier to technical summaries concerning deep 

learning: Deep learning, similar to the machine learning approaches mentioned above, adjusts the parameters of each 

layer in a multi-layered neural network to achieve the desired output in response to the input. [I/O:] Each layer 

extracts features of the input data at different levels. [Objectives and Constraints:] During the learning process, 

algorithms such as backpropagation are used to adjust the parameters (weights and biases) of each layer based on the 

input and the desired output (teaching data). [Architecture:] By repeating this process, the system transforms into a 

sort of function that makes optimal predictions or classifications for the task at hand. 

 

A trained deep neural network can be considered a “high-dimensional composite function.” Essentially, a deep 

neural network is a composition of functions across multiple layers, where each layer performs some form of 

mathematical operation on the input (for example, the application of a nonlinear activation function following a linear 

transformation by weights). Images, texts, and audio signals represent high-dimensional input and output data. Each 

layer within a deep neural network can be viewed as a function that maps input vectors to another multidimensional 

space. The composition of these layers ultimately transforms the input data into the desired output format. The 

structure of this chain of composite functions explains the network’s ability to learn and represent complex nonlinear 

relationships and patterns. In other words, deep learning models can be viewed as highly complex collections of 
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“high-dimensional composite functions” that sequentially process and transform data through multiple layers 

(functions) to convert input data into the final output. 

 

6. Alignment of Objectives and Purpose 

In this section, we consider the relationship between Objective as an aim and as a function of optimization for 

AI system designers, and Purpose as an aim of AI system users. When the level of explicability migrates from 

intelligibility and interpretability to explainability, we must pay attention to the relation between Objective and 

Purpose. The question for intelligibility and interpretability is “how?”, whereas for explainability, it is “why?” 

(Coeckelbergh 2020; Ursin et al. 2023). The latter question brings us closer to Objective and Purpose compared to 

the former. 

 

The design of the Objective can be influenced by the Purpose. The proposed narrow meaning of Objective is the 

technical element that determines the functionalities of the AI system. The broad Objective is linked to the 

expectations for the functionalities of the AI system as a result of the narrow Objective’s operation. On the other hand, 

the Purpose relates not only to the needs and expectations of the users but also to the external environment and social 

context surrounding the system. It defines how the system generates value and contributes to users and society, 

ultimately constraining that AI system. 

 

In conventional industrial products other than AI, Objective and Purpose could be usually aligned. An appropriate 
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manual for the product may be provided, and the designer’s intention might be communicated to the user. While the 

responsibility for product defects lies with the designer or manufacturer, the responsibility for using a flawless 

product inappropriately beyond the designer’s intention falls on the user. For example, automobiles and gasoline have 

the potential versatility to be used for various purposes. The mismatch between Objective and Purpose opens up both 

to the user’s positive creativity and to unexpected dangers. By aligning Objective and Purpose, we can use them 

safely. Such alignment is supported by well-established laws and our common sense. It is also the result of historical 

development. There was a time lag even between the Watt steam engine and an early experimental steamship. While 

steam engines have versatility, whether a specific use develops may depend on whether that use is attractive to users 

and society, and whether it brings significant benefits to designers and manufacturers. 

 

In the case of AI, the users and makers are currently in the phase of trial and error regarding what AI is truly 

capable of and what it should be tasked with. Even OpenAI, a frontrunner in generative AI, seems not to have a clear 

grasp of the ultimate goal of artificial general intelligence (AGI) (Altman 2023). Artificial General Intelligence has 

the positive aspect of being able to respond to the constantly changing and diverse Purposes of various users. However, 

when this “general” implies a misalignment between Objective and Purpose, or the disappearance of Purpose, it could 

increase the risk of unforeseen ethical issues. Such challenges are studied as AI alignment and may indeed be 

formulated as a multi-objective problem (Vamplew et al. 2018). To ensure that the risks associated with AI are 

managed as adequately as those with existing industrial products, further research and societal consensus are 

necessary. 
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7. Conclusion 

Intelligibility and interpretability are considered as levels of explanation that answer the “how?” question 

regarding AI, and are seen as part of the comprehensive concept of explicability. To practically construct intelligibility 

and interpretability, it is necessary not to disclose AI program codes, but to establish appropriate levels of abstraction 

for generally explaining the structure of AI. For this issue, we propose four fundamental terms: “I/O,” “Constraints,” 

“Objectives,” and “Architecture.” These terms help mitigate the challenges associated with intelligibility and 

interpretability in AI by providing appropriate levels of abstraction to describe structure of AI systems generally, 

thereby facilitating the sharing of understanding among various stakeholders. We are currently in the phase of trial 

and error regarding what AI is truly capable of and what it should be tasked with. The misalignment between the 

Objective of AI designers and the Purpose of AI users leads us to the issues of AI alignment. 
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