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Abstract. This research work presents a cost-effective facial recognition alert system using the ESP32 microcontroller to 
enhance real-time security. The system integrates high-resolution cameras with Python’s facial recognition libraries to identify 
individuals. When an unknown face is detected, it triggers an immediate alert via the ESP32, activating an alarm. This solution 

is both scalable and affordable, making advanced security accessible to small businesses and residential areas. The system 
improves overall security by automating surveillance, reducing the need for manual monitoring. 
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1. INTRODUCTION 

Facial recognition technology is becoming a key part of modern security systems, allowing for automatic 

identification and monitoring of people. Traditional security  methods like ID cards or  passwords are being replaced by 
biometric  systems, which are more reliable and efficient. However, many  facial recognition systems are expensive and  

complicated to set up, which makes them  difficult to use for small  businesses or personal  security. To solve this problem, 

our project  focuses on building an  affordable facial recognition alert system  using the low-cost ESP32 micro controller. 

The system is  designed to automatically  identify authorized people and detect  intruders in real time. By  using 
cameras and facial recognition software, it  continuously monitors important areas and triggers an alert  when an unknown 

face is  detected. The ESP32 micro controller makes the system affordable and ensures fast alerts without needing to  rely 

on the internet, making it a practical and accessible security  solution for homes, offices, and  small businesses. 

2. RESEARCH METHODOLOGY 

The research methodology for the Facial Recognition Alert System involves several key stages: system design, 

hardware and software selection, implementation, and testing. This section outlines the approach taken to develop an 

affordable, real-time facial recognition system for security purposes. 

2.1 System Design 

The system is designed to detect and recognize faces in real-time and trigger an alert if an unknown individual is 

identified. The major components include a camera for video input, a facial recognition algorithm for processing, and the 

ESP32 microcontroller for triggering alerts. The overall system architecture ensures real-time detection with minimal 

latency. 

2.2 Hardware Selection 

The hardware components selected for the project include: 

Camera: High-definition cameras to capture video feeds and detect faces. 

ESP32 Microcontroller: Chosen for its cost-effectiveness and ability to connect to Wi-Fi for real-time alerting. 

The ESP32 microcontroller was selected due to its low cost, power efficiency, and ability to handle WebSocket 

communication for triggering alarms. 
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3 SOFTWARE DEVELOPMENT 

The system is developed using the following software tools: 

Python: Python was chosen as the primary programming language due to its powerful libraries for image 

processing and facial recognition. 

OpenCV: Used for detecting and capturing faces from the video feed. 

Face Recognition Library: The face_recognition library is used to compare detected faces with a database of 

authorized personnel. 

WebSocket Protocol: A WebSocket client library is integrated to enable real-time communication between the 

recognition system and the ESP32 microcontroller. 

Arduino IDE: Used to program the ESP32 microcontroller for controlling the alert system (buzzer). 

4. IMPLEMENTATION 

The system follows a multi-step implementation process: 

Face Detection: The camera continuously captures video, and OpenCV detects faces within the video frame. 

Face Recognition: Detected faces are compared against a pre-loaded database of authorized individuals using the 

face_recognition library. If the face matches an entry in the database, no action is taken. If it does not match, the system 

considers the individual as "unknown." 

Alert Mechanism: Upon detecting an unknown face, the system sends a signal to the ESP32 microcontroller via 

WebSocket. The ESP32 triggers a connected buzzer or sends an alert to the security personnel. 

5. TESTING AND EVALUATION 

The system is tested in various real-world conditions, including different lighting environments and angles of face 

detection, to evaluate its performance. The accuracy of face recognition is measured by comparing the number of correct 

identifications versus false positives/negatives. The efficiency of the alert system is tested by timing how quickly the 

ESP32 triggers the alarm after detecting an unknown face. Additionally, the system's scalability is tested by integrating 

multiple cameras to cover a wider area. 

6. ETHICAL AND PRIVACY CONSIDERATIONS 

Ethical concerns surrounding the use of facial recognition technology were considered. The system is designed to 

comply with data protection and privacy laws by ensuring that all facial data is stored securely and is accessible only by 

authorized users. Users are also informed about the ethical use of facial recognition in monitoring and surveillance 

environments. 

6.1 Results  

An easy-to-use, lightweight alert system was developed using  facial recognition technology. This system was 

tested for a variety of security-related tasks, including identification of authorized personnel and alerting for unknown 

individuals at various access points. The system accurately identified more than 95% of pre-defined authorized 
individuals in real-time, based on an initial training phase where images of known persons were provided to the system. 

The alert mechanism, triggered by the ESP32 microcontroller, successfully activated alarms or notifications when an 

unauthorized face was detected. 
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One of the major success factors was the system’s flexibility in recognizing faces under various conditions, such 

as different lighting environments or angles, which made it highly effective for non-experts in security management. The 

real-time alerting system ensured that security personnel were notified within 2 seconds, enhancing response time 

significantly. Additionally, the system is able to scale and handle multiple camera feeds, making it suitable for large-

scale security setups like offices or residential buildings. The system also demonstrated cost-effectiveness, making 

advanced facial recognition accessible to users with limited budgets, which is a key achievement of the project. 

6.2 Discussion 

The facial recognition-based alert system offers significant flexibility compared to traditional security methods, 

which often rely on manual monitoring or static authentication techniques like access cards. By employing AI-powered 

real-time facial recognition, this system automatically identifies authorized individuals and triggers alerts for unknown 
faces, enhancing security in sensitive areas. The integration of the ESP32 microcontroller ensures a cost-effective solution 

that maintains low latency and rapid response times, making it suitable for a variety of environments, from residential 

settings to restricted access zones. 

While the system demonstrated a high accuracy rate in identifying known individuals, there are opportunities for 
further enhancement, particularly in challenging conditions such as low lighting. Improving its performance in these 

scenarios and expanding the database of recognized faces will increase its effectiveness and versatility. As security needs 

continue to evolve, future developments will focus on refining the system’s capabilities, ensuring it remains relevant and 

effective in dynamic environments where unauthorized access is a concern. 

Overall, this system addresses a crucial need for affordable and efficient real-time security solutions. Its 

adaptability and ease of use position it as a valuable tool for modern security challenges. By continuously enhancing its 

performance and integrating with additional security technologies, the system can provide comprehensive protection, 

ensuring a safer environment for users. 

Preparation of Tables 

TABLE 1. Performance Evaluation of the Facial Recognition System Under Different Operational Conditions 

Operational 

Condition 

Description Accuracy 

(%) 

Response 

Time (s) 

Alert 

Success 

Rate (%) 

System 

Load 

(%) 

Comments 

Indoor, Bright 

Light 

Testing in well-

lit indoor areas 

95 1.2 98 30 Optimal performance, 

minimal delays. 

Indoor, Low 

Light 

Testing in dimly 

lit areas 

85 1.5 98 30 Some recognition 

challenges, but 

acceptable. 

Outdoor, 

Daylight 

Testing in 

natural daylight 

90 1.3 95 35 Good performance; 

however, glare can 

affect results 

Outdoor, Night Testing with 

artificial 

lighting 

80 2.0 85 50 Reduced accuracy; 

infrared lighting 

recommended. 

 

7. CONCLUSIONS 

The Facial Recognition-Based Alert System provides an efficient, real-time security solution by combining AI-

powered facial recognition with the affordable ESP8266 microcontroller for triggering alerts. It successfully identifies 
authorized individuals and triggers an alert when unauthorized faces are detected, offering a cost-effective way to secure 

sensitive areas like homes and offices. The system is scalable and performs well under most conditions, though 

improvements can be made for low-light environments. Overall, this project delivers a practical, accessible security 
solution that enhances monitoring capabilities while remaining budget-friendly. 
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7.1 Study Limitations 

 Integration Issues: Delays in communication between the facial recognition module and the ESP8266 can lead 
to slow alerts or missed detections, impacting system performance. 

AI Limitations: The facial recognition algorithm may struggle in poor lighting or with partial obstructions, 
reducing accuracy and reliability. 

·Data Accuracy: The system’s effectiveness depends on the quality and diversity of the training dataset, with 
outdated data potentially leading to misidentifications. 

7.2 Competing Interests 

The Facial Recognition-Based Alert System asserts that there are no actual or potential conflicts of interest that 
could affect its development, deployment, or operation. 

All data sources, algorithms, and functionalities used within the system adhere to objective security standards 

and rely on publicly available information. There are no commercial or financial relationships, sponsorships, or external 
affiliations influencing its design or performance. 
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