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TOWARDS PROGRAM UNDERSTANDING SYSTEMS

Tuncer I. Ören
Department of Computer Science, University of Ottawa
Ottawa, On. Canada K1N 6N5

ABSTRACT

Some philosophic and artificial intelligence concepts on understanding are reviewed and fundamental definitions are given. Recent studies in the field are highlighted. Research issues in program understanding are presented in a systematic way.

ÖZET

Program anlaması konusunda ilgili felsefe ve yapay zeka kavramları gözden geçirilmiş temel bazı tarifler verilmiş ve yakın geçmişte yapılan bazı çalışmalarından bahsedilmiştir. Program anlaması konusundaki araştırma konuları sistematik bir biçimde sunulmuştur.

1. INTRODUCTION

Tools to understand computer programs can be very useful in software maintenance and reengineering to satisfy practical goals such as:

1. Automated visualization and documentation, including automated documentation of programs in a natural language.
2. Answering questions about programs. This functionality requires ability to summarize and filter relevant knowledge. (Queries and/or answers can also be in natural language including speech).
3. Automated certification of certain characteristics (or lack of them).
5. Offering criticism about user programs and justifying them as well as providing recommendations to enhance a criticized program. (Including tutoring student programs).
6. Program explanation.
7. Extracting or building reusable components.

A program understanding tool can be a static or dynamic tool. The first type analyzes a program without executing it, while the second type monitors it during its execution.

Different types of knowledge can be discriminated by a program understanding system. These include, for example, discrimination of application domain entities, design decisions, high level abstractions, I/O behavior, rules, plans, policies, and inheritance relations. In special purpose programs such as simulation programs, knowledge about the elements of static structure of a simulation program such as input, state, output, auxiliary, and interpolated variables, constants, parameters, auxiliary parameters, and tabular functions; the elements of the dynamic structure such as the state transition and output functions; and the experimental conditions can be discriminated.

Böcker et al. (1991, p. 274) reiterate the fundamental difference between the two points of view in computer science. Point of view 1 states that computer science is a formal mathematical discipline, while the second view states that it is an experimental discipline. The consequences of this distinction is very important. View 1 requires that main tools for the development are formal specification techniques, the basic challenge is to ask humans to think clearly and without logical errors, and that the programming methodology would insist on formal verification of specifications before they are converted into programs. The second view, acknowledging the knowledge processing abilities of humans, relies on the development of better tools (Newell and Simon, 1976; Fisher and Böcker, 1983). Program understanding aims to provide such advanced tools and environments.

The aim in this article is to review some philosophic and artificial intelligence concepts on "understanding," provide some definitions in program understanding, and present some studies that the author is involved in the development of some tools for program understanding.

2. PHILOSOPHICAL BACKGROUND

The concept of "understanding" is a fundamental issue in philosophy. See for example, Locke (1984 - original publication: 1690), Leibniz (1985 - original publication: 1765), and Russell (1948). Here, to provide a relevant background, only a few references are cited.

Whitehead distinguishes different types of understanding in chapter 3 of his treatise on Modes of Thought (Whitehead 1968 - original publication: 1938). Paraphrasing him we have the following three definitions.
Internal understanding of a system involves the notion of composition and refers to the system’s elements and to their relationships. (Whitehead 1968, pp. 45-46)

External understanding treats the system as a unity and refers to its relationships with its environment. (Whitehead 1968, pp. 45-46).

Logical understanding starts with the details and passes to the construction achieved. (Whitehead 1968, pp. 61).

Some additional notes about understanding are as follows: Understanding is not primarily based on inference. Understanding is self-evidence. Thus inference is used as a means for the attainment of an understanding. Proofs are the tools for the extension of imperfect self-evidence. (Whitehead 1968, pp. 50). "Human understanding requires the adherence to some judicious abstraction, and the development of thought within that abstraction." (Whitehead 1968, pp. 55).

Understanding has two modes of advance: the gathering of detail within assigned pattern, and the discovery of novel pattern with its emphasis on novel detail." (Whitehead 1968, pp. 58).

In chapter 9 of "How we Think," Dewey (1991 - original publication: 1910) covers "Meaning: or Conceptions and Understanding." He clarifies that to say that you do not understand something and that it has no meaning are equivalent. (Dewey, 1991, p. 117).

He distinguishes two types of understanding which are direct and indirect understandings. Direct understanding is apprehension. Indirect understanding, called comprehension, is mediated understanding. (Dewey, 1991, p. 120).

3. ARTIFICIAL INTELLIGENCE BACKGROUND

Biermann (1990, pp.377-394) gives an example of how a system could "understand" that an object is a chair. Such a system would have knowledge about a chair where the knowledge is expressed in terms of a semantic network. Based on the explanation of the system's characteristics, he gives the following definition of understanding:

The understanding of a perception "...with respect to a body of knowledge involves finding a set of self-consistent links between the parts of the knowledge structure and the parts of the perceived data. After such a linkage is made, the intelligent being can follow arcs in its knowledge base to obtain innumerable useful facts, the name of the perceived objects, the names of its many parts,
their relationships to each other, the uses of the object, and all other information available in its knowledge base." (Biermann, 1990, p. 386).

"Reasoning is the process of finding or building a linkage from one entity in memory to another. There must be an initial entity, a target entity, and a way of choosing paths from the initial entity toward the target." (Biermann, 1990, p. 402).

4. SOME PROGRAM UNDERSTANDING SYSTEMS

Early references in program understanding are Basili and Mills (1982), Brooks (1983), and Johnson and Soloway (1983). Some empirical studies in program understanding are due to Letovski (1986) and Wiedenbeck (1986).

Böcker et al. (1986, 1991) stress program visualization in program understanding systems. They have developed tools for the visualization of data structures, control structures, object-oriented formalisms, and directed graphs. One of their systems, KAESTLE is a graphic editor for list structures in LISP. It can be used to generate and edit the list structures of a LISP program. Another tool, FOOscape, displays the static calling structure as well as dynamic behavior of a programs. ZOO is a knowledge acquisition tool for Smalltalk environment. TRACK is an extension of FOOscape in object-oriented programming. TRISTAN is a tool for the visualization of directed graphs.

Ören et al. concentrated on the application of program understanding to simulation programs and to object-oriented programs written in C++. E/Slam (Elucidation of Slam programs) accepts as input a Slam II program and documents it by a series of statement and program oriented templates. The latter provides summaries of the program according to certain criteria (Ören, 1989; Ören et al. 1990a,b,c, 1992). A recent development is to modularize the natural language documentation process. An analyzer generates knowledge stored in a family of tables. A program generator based on the specification of the types of tables and the desired report generates a customized documentation program which can generate natural language documentation (King et al. 1992). Hamilton (1990) working with the author, implemented a tool, NLC++ (Natural language documentation of C++ programs) which generates english documentation of C++ programs on a PC.

Van Sickle (1992) announced a forthcoming workshop on AI and automated program understanding.
4. SOME CONCEPTS AND DEFINITIONS ON PROGRAM UNDERSTANDING

Program understanding is a model-based and knowledge-intensive activity. It requires an a priori model of the entity under scrutiny. The granularity of the model will limit the granularity of the understanding.

A system A can understand a system B, if (1) A has a model C, of B; (2) A can analyze B to find its elements and their relations, and (3) A can establish links between the elements as well as relationships of B and C.

Once the mapping between B and C is achieved, i.e., once A understands B, the knowledge of A can be used by other knowledge processing modules to perform several knowledge processing activities such as the ones enumerated in the introduction. For example, the following can be achieved:

1. *Visualization* and *documentation* of B can be done by providing knowledge about the elements and relationships of B. For this purpose, the documentation module can use knowledge collected as the result of the analysis of B, knowledge stored in the model C, as well as the discrepancies between the knowledge stored in C and generated from B.

2. A *critique* of B can be provided based on the discrepancies between the knowledge stored in C and generated from B.

3. *Enhancement* of B can be achieved by modifying B to remedy the perceived deficiencies.

5. RESEARCH ISSUES IN PROGRAM UNDERSTANDING SYSTEMS

Major research issues in program understanding are systematized in Figure 1. They are as follows:

1. Extend the scope of program understanding by identifying new goals for program understanding.
2. For each type of programming (e.g., functional, declarative, object-oriented, structured, or special purpose such as simulation), identify:
   2.1 What must be understood (i.e., what are the elements and which of their relations must be understood?)
   2.2 What should be the levels of abstractions and granularity of program understanding?
Figure 1. Major research issues in program understanding
3. What knowledge is needed for what must be understood? (i.e., what is the knowledge understanding knowledge?) (Ören 1990).
4. What are the knowledge representation schemes best suited (with respect to which criteria) of the program understanding knowledge?
5. Which control structures are suitable for different knowledge representations?
6. What are the elements of knowledge base(s) for program understanding knowledge?
7. What are the elements of knowledge base(s) for other program-related knowledge?
8. What are the elements of knowledge base(s) to store knowledge generated by program understanding systems? (For increasing the level of abstraction from program level, to user, user group, programming type levels, for example).
9. Determine how goal affects what must be learned?
10. Determine the relationships of what must be learned and levels of abstractions.
11. Determine how goal affects which knowledge is needed for what must be done?
12. Determine how goal affects which knowledge representation would be used?
13. Determine the relationships of what must be understood and levels of abstraction. (Are there any transformation rules between them?)
14. Determine the relationships of knowledge-based and other approaches for the control structures suitable for different knowledge representations.
15. Determine the knowledge acquisition needs of program understanding systems.
16. Determine the relationship of program understanding knowledge and other program-related knowledge.
17. Determine the knowledge base requirements of the knowledge generated by the program understanding system. (Determine the types of knowledge and how they should be processed, for example for associative knowledge processing and for learning as applied to program understanding).
18. Extend the concepts of program understanding to large programs and multi programs.

6. CONCLUSION

Software systems are becoming larger and more and more complex. Their documentation, maintenance, reengineering, and reverse engineering activities necessitate advanced tools. Program understanding tools and environments are very promising new set of software engineering tools and environments for these types of problems. In this article are discussed some basic concepts of understanding and program understanding, some existing systems and a systematic discussion of the needed research.
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Abstract

Having the most sophisticated set of modeling features and the most complete ontology, Forbus’ Qualitative Process Theory allows better explanations of device behaviour than other systems because, for example, processes can explicitly be discussed. It can reason about state changes such as turning water to steam which can be at best implicitly represented in other systems. Forbus displays logical translations of selected process and individual view descriptions but does not attempt to axiomatize the whole theory. We believe that it is necessary to provide such a formalization. The Boyer-Moore Theorem Prover is one of the best media to do so.

1. INTRODUCTION

The behavior of a physical system can be described by the exact quantitative values of its variables (forces, velocities, pressures, etc.) at each time instant. Such a description, although complete, fails to provide sufficient explanation of how the system functions [12, 17, 18]. Qualitative physics is an alternative physics in which physical concepts are defined in a simpler yet formal basis [11]. In classical physics the characterization of physical change is defined within a nonmechanistic framework and thus is difficult to adapt to commonsense interpretation. Qualitative physics provides an alternative way of arriving, when possible, at the same conclusions and provides a simpler basis for reasoning about physical mechanisms [13].

The qualitative analysis of a system identifies all its possible behaviors (i.e., envisioning) [7]. This is crucial in many applications since envisioning highlights undesirable system modes that are to be avoided. Qualitative reasoning seems to provide a promising approach especially because it gives one the ability to reason with incomplete information [1, 2]. It can function with incomplete models or data whenever the information is not easily available. Qualitative analysis is more efficient than numerical simulation since it can be implemented with straightforward constraint satisfaction [16]. Forbus’ Qualitative Process Theory (QPT) [8] is probably the best proposal in terms of its formality and approach. QPT describes the form and structure of naïve theories about the dynamics of physical systems. QPT extends the ontology of commonsense physical models by introducing the important notion of physical processes [8, 9].

Since Forbus’ framework is representable in first-order logic, we trust that it can be implemented using an automated theorem proving system. The Boyer-Moore Theorem
Prover (also known as NQTHM) [5] which operates on a logic that resembles an applicative subset of Lisp and provides mathematical induction as a rule of inference is such a system. We want to use NQTHM to make commonsense derivations from theories about the physical world coded in QPT.

2. QUALITATIVE PROCESS THEORY

QPT introduces physical processes as the mechanisms by which change occurs and provides a highly constrained account of physical causality (viz. all changes are due to a finite vocabulary of processes). A physical process is something that acts through time to change the parameters of objects in a situation. Objects' properties and states can change dramatically: heated water can start to boil, a rope breaks under the action of a great force, and so forth [14]. Different and meaningful states of objects need therefore to be represented. This is accomplished by individual views (IVs). IVs are composed of objects and specify their state through a representation of their properties, called quantities. Each quantity consists of an amount and a derivative; both of them are qualitative descriptions of numbers. Relationships among quantities are modeled in terms of functional dependency by means of a qualitative proportionality operator ($\propto$). Both processes and IVs become active only if their preconditions and quantity conditions are satisfied. These account respectively for physical and commonsense preconditions, e.g., a pot of water needs heat to boil (physical precondition) but also someone to place the pot on a stove (commonsense precondition).

Most importantly, the assumption is made that all changes in physical systems are caused directly or indirectly by processes whose direct effects are stated explicitly as influences and whose indirect effects are propagated via $\propto$. As a consequence, the physics for a domain must include a process vocabulary that covers that domain. Thus a qualitative description is composed of a collection of objects, their states expressed by their quantities in the IVs, the relations holding among quantities, and the active processes. Another QPT structure worth mentioning is the so-called encapsulated history (EH). Unlike a process, an EH explicitly refers to a particular sequence of times during which change takes place [13]. Encapsulated histories describe such phenomena as collisions between moving objects [14] whose description in terms of processes would be complicated [8].

Figure 1 illustrates a process specification for boiling and how it would look like when translated into predicate calculus [8, 9]. Boiling happens to a contained-liquid which is heated, and creates a gas made of the same stuff as the liquid. $T$-boil represents the boiling temperature for the piece of stuff involved. (For clarity, temporal references have been omitted from the axiomatic representation.) With each quantity, there is a special adder associated which is called its InfluenceAdder. Whenever a quantity is directly influenced, each direct influence is considered to be a member of the appropriate input set.
Process boiling

Individuials:
w a contained-liquid
hf a process-instance
process(hf)=heat-flow ∧ dst(hf)=w

QuantityConditions:
Status(hf,Active)
A[temperature(w)]=A[t-boil(w)]

Relations:
There is g ∈ piece-of-stuff
gas(g)
substance(g)=substance(w)
temperature(w)=temperature(g)
Let generation-rate be a quantity
A[generation-rate] > ZERO
generation-rate ∝ a flow-rate(hf)
A[flow-rate(hf)]

Influences:
I-(heat(w),A[flow-rate(hf)])
I-(amount-of(w),A[generation-rate])
I+(amount-of(g),A[generation-rate])
I-(heat(w),A[generation-rate])
I+(heat(g),A[generation-rate])

∀ w ∈ contained-liquid ∀ hf ∈ process-instance
(process(hf)=heat-flow ∧ dst(hf)=w →
∃ pi ∈ process-instance
process(pi)=boiling ∧ w(pi)=w ∧ hf(pi)=hf
∧ (Status(hf,Active) ∧ A[temperature(w)]=A[t-boil(w)])
↔ Status(pi,Active))
∧ ∃ g ∈ piece-of-stuff ∃ generation-rate ∈ quantity
Boiling(w,hf)
∧ gas(g)
∧ substance(g)=substance(w)
∧ temperature(w)=temperature(g)
∧ A[generation-rate] > ZERO
∧ generation-rate ∝ a flow-rate(hf)
∧ A[flow-rate(hf)]
∈ MinusInputs(InfluenceAdder(heat(w)))
∧ A[generation-rate]
∈ MinusInputs(InfluenceAdder(amount-of(w)))
∧ A[generation-rate]
∈ PlusInputs(InfluenceAdder(amount-of(g)))
∧ A[generation-rate]
∈ MinusInputs(InfluenceAdder(heat(w)))
∧ A[generation-rate]
∈ PlusInputs(InfluenceAdder(heat(g))))

Fig. 1 A boiling specification in QPT (on the left) and its first-order translation (on the right) [adapted from [9]].

The machinery which manipulates these modeling primitives operates as follows. Instantiating processes and individual views creates individual view and process instances with the help of a particular domain description of individuals which exist and a library of process and individual view definitions (the process and individual view vocabulary). Given these instances, the process structure can be created, i.e., the quantity and preconditions of these instances are examined to determine which instances are currently active.

Given a process structure, the influences (both direct and indirect) must be resolved to determine the derivatives of all the quantities. Limit analysis is a procedure that determines how quantities being influenced will change their amount, which may in turn lead to changes in the process structure because activation conditions may be altered. Finally, a complete envisionment can be built where each node has a unique process structure.

Limit analysis deserves a little more explanation. Most elements of a quantity space come from the quantity conditions of processes and individual views. They act as bound-
ary conditions and are called limit points. For each changing quantity $q$ (i.e. $s(D[q] \neq 0$) all neighbouring points in quantity space to $A[q]$ are found. The signs of the derivatives of these quantities are examined to determine if inequality can change. The set of such changes and relative consistent combinations are the quantity hypotheses. Quantity hypotheses which change the process structure are called limit hypotheses.

Forbus was originally motivated to develop this representational apparatus in order to build a naive physical theory of the world. He created a library of general process and individual view descriptions which are to be used to model and then reason about physical situations [8, 9, 10].

3. BOYER-MOORE THEOREM PROVER AND PROOF-CHECKING QPT

NQTHM’s logic is a quantifier-free first-order logic with equality [4]. NQTHM’s logic forms a suitable basis for a theory coded in QPT (cf. Figure 1). The prover’s language is a relative of Pure Lisp and consists of variables and function names combined in a prefix notation which is the exact pseudo form of the representation language of QPT. Basic functions of NQTHM are TRUE, FALSE, EQUAL, and IF. The logic also contains two extension principles under which the user can add new axioms to the system with the guarantee that any model for the logic can be extended to hold for the new axioms. The Shell Principle allows the user to add new axioms introducing new inductively defined data types [15]. Via this principle, any QPT domain (e.g., motion or liquids) can be modeled. The Principle of Definition allows the user to define new functions in the logic. The rules of inference in the logic consist of Propositional Calculus, Induction Principle, and Instantiation.

NQTHM is automatic in the sense that once a lemma has been typed in, the user cannot interfere with the mechanical proof [5]. However, the user can train the prover by proving an appropriate sequence of lemmas that can then be used as rewrite rules. The prover also has a simple hint facility by which the user can disable function definitions, suggest instances of lemmas to be used and also the induction to be employed [6]. NQTHM generates an extensive commentary on the attempted proof. We believe that within the NQTHM formalism, implementing QPT will be one of the introductory steps of the proof-checking and mechanization of qualitative physics.

When a definition is proposed to NQTHM, before admitting it as a new axiom, certain conditions are mechanically checked to ensure that there exists a unique function satisfying this definition. The most important condition is that there exists a measure of the arguments of the function that is decreasing in a well-founded sense in each recursive call in the definition. The principle of definition can mechanically guess simple measures but more complicated ones can be supplied by the user. Once a candidate relation is found, NQTHM is invoked to prove theorems that are sufficient to admit the proposed definition.

Given a conjecture to prove, NQTHM performs many proof techniques under heuristic control. The main proof techniques are as follows:

Simplification – The system applies axioms, definitions, and previously proved theorems as rewrite rules to simplify expressions. To avoid looping, the simplifier contains
heuristics to control the use of recursive definitions. The simplifier also contains decision procedures for propositional calculus, equality, and those formulas of Peano arithmetic that can be built from variables, integers, +, −, =, and <. Figure 2 gives example Lisp code which illustrates a basic environment where we can apply these decision heuristics. If both of the quantities (X and Y) have positive signs then their magnitudes are the only criteria that resolve the inequalities. Even though this is implicitly determined in NQTHM, it is one of the basic qualitative restrictions that has to be implemented since our quantity space has its own characteristic polarity (i.e., \( \text{SIGN}(X) \in \{-1, 0, 1\} \)).

```
(DEFN SIGN (X)
  (IF (NEGATIVEP X)
    (IF (EQUAL (NEGATIVE-GUTS X) 0)
      0
      -1)
    (IF (ZEROP X) 0 1)))

(DEFN MAGNITUDE (X)
  (IF (NEGATIVEP X)
    (NEGATIVE-GUTS X)
    X))

(PROVE-LEMMA INEQUALITY-5 (REWRITE)
  (IMPLIES (AND (EQUAL (SIGN X) 1)
                (EQUAL (SIGN Y) 1))
            (AND (IFF (GREATERP (MAGNITUDE X) (MAGNITUDE Y))
                    (GREATERP X Y))
                 (IFF (EQUAL (MAGNITUDE X) (MAGNITUDE Y))
                      (EQUAL X Y))))
```

Fig. 2 A rewrite lemma coded in NQTHM proving the inequality of two positive quantities. 
\[ (X > \text{ZERO} \land Y > \text{ZERO}) \implies (m[X] > m[Y] \iff X > Y) \land (m[X] = m[Y] \iff X = Y) \]

Elimination of undesirable function symbols – NQTHM uses axioms and previously proved lemmas to eliminate certain function symbols from the conjecture being proved. For example, it is a theorem that for each natural number \( i \) and each positive integer \( j \) there exist natural numbers \( r < j \) and \( q \) such that \( i = r + qj \). By replacing \( i \) with \( r + qj \), the system can transform the expression \( i \mod j \) to \( r \) and \( i/j \) to \( q \).

**Strengthening the conjecture to be proved** – Most of the time, it is the case that to prove some theorem by induction, it is necessary to prove a stronger theorem than that
initially posed. NQTHM contains several heuristics for guessing stronger conjectures to prove. The heuristic involves "using" equality hypotheses by substituting one side for the other elsewhere in the conjecture and then strengthening the conjecture by "throwing away" the equality hypothesis.

Induction – When all else fails, it is useful to try mathematical induction. The selection of an "appropriate" induction is based on an analysis of the recursive functions mentioned in the conjecture. NQTHM's induction mechanism contains many heuristics for combining and choosing between the suggested inductions.

In the implementation of QPT we plan to use induction (when other heuristics fail) as a temporal mechanism. Therefore the commentary of the proofs will reflect the prediction and explanation of the physical system's behaviour at each time instant. Iteration on a formal time scale will be the best device to explain what the behaviour is converging to (e.g., in a situation where two containers are connected to each other from bottom and containing a liquid with different initial heights, a liquid flow will occur and the system will converge to a state where the liquid levels are the same).

4. CONCLUSION

QPT was developed to model systems in which there is no fixed topology of interaction and the set of objects in existence changes as time progresses. Procedurally, qualitative equations governing the acceptable behaviours are constructed dynamically at run time. This is achieved by summing the influences of various processes. This paper presented the need to formally define QPT within a logical framework. The idea is to use a proof-checker as a formal simulator [3] and to investigate the differences in the behaviours of physical systems coded in QPT.
References


An extension of the corresponding value technique in qualitative modeling and simulation

A. C. Cem Say and Selahattin Kuru

Department of Computer Engineering, Boğaziçi University, Bebek 80815 İstanbul, Türkiye.

Abstract

Qualitative simulation programs use tuples of corresponding values of system parameters in order to represent additional information about the relationships among the parameters of the system under consideration. Presently available qualitative simulators [2,5] require that the values appearing in these tuples be points. We show that, by allowing intervals in corresponding value tuples, even more information about the relationships of the system can be represented. This technique eliminates a class of spurious predictions of the QSIM algorithm, which other reported methods cannot detect.

1. BACKGROUND

A number of programs and methodologies for performing various forms of qualitative reasoning about physical systems have been developed [1,2,5,9,10]. In accordance with the underlying principles of naive physics [4], these programs adopt an epistemological scheme in which unknown or irrelevant details about the values and relationships in the modeled physical system are not represented. Parameter values are shown only in terms of their ordinal relationships with previously designated “important” magnitudes (landmarks.) The ordered set of landmarks of each parameter is called its quantity space, and a parameter magnitude is either a landmark or an open interval between two adjacent landmarks in the quantity space. Exact forms for the functional relationships among the parameters of the system are not given. Generally, such functions are restricted to belong to the families of strictly increasing or decreasing monotonic functions.

To be able to represent more about the “shapes” of these functions, while staying within the limits of the qualitative representation, Forbus [2,3] introduced the technique of using tuples of corresponding values of related parameters for such relationships. A corresponding value tuple links a landmark of one parameter with a landmark of the other parameter, therefore fixing a point in the “plot” of the function among the parameters. Consider the classic example where we want to represent the relationship between the amount of liquid in a tank and the pressure at the bottom of the tank. It is known that a strictly increasing monotonic function among these parameters exists. Using the notation and terminology of Kuipers’ QSIM algorithm [5], it is known that there is an $M+$ constraint linking them, i.e.

$$M+($$amount, pressure$$)$$

holds.

However, this constraint alone is not sufficient to represent our (admittedly incomplete) knowledge about the considered relationship. Some of the functions that are mapped to this constraint can be seen in Figure 1. Knowing that these two particular parameters should never have negative values, consider only the first quadrant in that figure. Clearly, none of the plotted functions is satisfactory for our example, since they depict cases where one parameter can have the value zero while the other one is nonzero. Qualitative reasoners using only this information about this relationship will produce results which do not correspond to reality.
2. INTERVAL CORRESPONDING VALUES

Even when such corresponding values are employed, one does not make full use of the qualitative setup to represent available information. We have identified the cause of this to be the insistence [2,3,5] that all magnitudes which appear in CV tuples should be landmarks. We claim that, by changing the definition of corresponding value tuples to include intervals as well as point values, and modifying the qualitative arithmetic routines that operate on these values, a better qualitative reasoner can be obtained. We will demonstrate this on examples from Kuipers' QSIM program [5].

Consider the case where we have two parameters $X$ and $Y$ with a functional relationship $f: X \rightarrow Y$, where $f$ is an increasing function, and the following is known about the function and the landmark values of the parameters:

- $X$ has two positive landmarks, $x_1$ and $x_2$, such that $x_1 < x_2$.
- $Y$ has two positive landmarks, $y_1$ and $y_2$, such that $y_1 < y_2$.
- $f(0) = 0$
- $f(x_2) = y_2$
- $f(x_1) > y_1$

Note that all these are ordinal relationships and are easily representable using the qualitative scheme. But no reasoner using the "classical" corresponding value technique can represent the inequality above. Figure 2 shows three functions which are mapped to the classical representation of $f$. Two of these are inconsistent with our knowledge of $f(x_1)$, however, the CV tuple $(x_1, (y_1, y_2))$, which embodies that information, is not allowed by the points-only representation, so the program cannot distinguish the three functions.
If intervals were allowed in CV tuples, \((x_1, (y_1, y_2))\) could also be associated with the \(M+\) constraint, and we would have the (desirable) situation shown in Figure 3.

3. ELIMINATING SPURIOUS BEHAVIORS

We have implemented the modifications entailed by allowing intervals in CV tuples on our version of the QSIM program [9]. An example system, for which "pure" QSIM predicts four spurious behaviors (all of which are detected and eliminated by our version) in addition to the 11 correct possibilities, will be presented now. Consider Figure 4. A little ball is thrown vertically upward from the ground. A small and powerful light source is fixed at a location of a certain height to the left of the point of takeoff of the ball. It is assumed that the ball can never reach the height of the light source. The height, velocity, and acceleration of the ball are parameters \(Y\), \(V\), and \(A\), respectively. \(A\) is fixed at a negative landmark. One is also interested in the position of the ball's shadow on the ground, represented by parameter \(X\). 0 (zero) is the point of takeoff of the ball in both \(X\) and \(Y\)'s quantity spaces. The ground
is level (i.e. has no “bumps”) so that $X$ is a continuous function. The highest altitude that
the ball has ever reached before is the landmark alt_rec in $Y$’s quantity space. There is a
dead bug lying at a point to the right of the ball’s takeoff point. $X$ has the positive landmark
bug_pt when the shadow is on the bug. Light travels infinitely fast (for the commonsense
time scale at which the system is being viewed, of course.) The set of constraints is that of
Table 1. (DERIV($X,Y$) simply means that $\frac{dX}{dt} = Y$.) The sign of the time derivative of each
parameter is also represented in the table. In this notation, inc means +, std means 0, and
dec means -.

| Light source |

| Ball |

| 0 | bug | shadow |

*Figure 4. The ball / shadow system*

| Table 1 |
| Constraints of ball / shadow system |

<table>
<thead>
<tr>
<th>Constraint</th>
<th>CVs</th>
</tr>
</thead>
<tbody>
<tr>
<td>DERIV($V,A$)</td>
<td></td>
</tr>
<tr>
<td>DERIV($Y,V$)</td>
<td></td>
</tr>
<tr>
<td>M+($X,Y$)</td>
<td>(0,0)</td>
</tr>
</tbody>
</table>

The ball is shot up with initial velocity $v_0$ at $t_0$. Table 2 contains part of one of the
spurious behaviors that pure QSIM predicts. Let us examine this behavior. The ball is shot
up at $t_0$. At $t_1$, it breaks the old altitude record and goes on climbing. At $t_2$, when the ball is
at a point above alt_rec, its shadow falls on the bug. At $t_3$, both the ball and its shadow stop
for an instant, and their magnitudes at that point are recorded as CVs. After that, the ball
starts going down, crossing alt_rec at $t_4$. But the shadow has still not reached the bug for a
second time. This is inconsistent with the available knowledge about the function from $Y$ to
$X$ at $t_1$, so Table 2 contains a spurious behavior.

Our version of QSIM, which uses interval as well as point values in CV tuples, does not
predict this spurious behavior. The algorithm is able to compare the $X$ and $Y$ values at time
point $t_f$ with the proposed values at time point $t_p$. Since the CV tuple (alt_rec,(0,bug_pt)) is
inconsistent with the proposed value tuple (alt_rec,(bug_pt,NewX)), (a function does not map a single point to two mutually exclusive intervals,) that proposal for $t_f$ will be
eliminated. For M+ constraints, this check is implemented as follows: If the proposed
magnitude tuple is ($m_A$, $m_B$), and a CV tuple ($p$, $q$) exists, the signs of ($m_A - p$) and ($m_B - q$) should be the same. In our example,

$$
al_{\text{rec}} - \text{alt}_{\text{rec}} = 0 \neq (\text{bug}_{\text{pt}},\text{New}X) - (0,\text{bug}_{\text{pt}}) = +,
$$
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so the proposed tuple fails the test.

Table 2
Spurious behavior of ball / shadow system

<table>
<thead>
<tr>
<th>time</th>
<th>Y</th>
<th>V</th>
<th>A</th>
<th>X</th>
</tr>
</thead>
<tbody>
<tr>
<td>t₀</td>
<td>&lt;0, inc&gt;</td>
<td>&lt;v₀, dec&gt;</td>
<td>&lt;g, std&gt;</td>
<td>&lt;0, inc&gt;</td>
</tr>
<tr>
<td>(t₀,t₁)</td>
<td>&lt;0, alt_rec, inc&gt;</td>
<td>&lt;0, v₀, dec&gt;</td>
<td>&lt;g, std&gt;</td>
<td>&lt;0, bug pt, inc&gt;</td>
</tr>
<tr>
<td>t₁</td>
<td>&lt;alt_rec, inc&gt;</td>
<td>&lt;0, v₀, dec&gt;</td>
<td>&lt;g, std&gt;</td>
<td>&lt;0, bug pt, inc&gt;</td>
</tr>
<tr>
<td>(t₁,t₂)</td>
<td>&lt;alt_rec, ∞, inc&gt;</td>
<td>&lt;0, v₀, dec&gt;</td>
<td>&lt;g, std&gt;</td>
<td>&lt;0, bug pt, inc&gt;</td>
</tr>
<tr>
<td>t₂</td>
<td>&lt;alt_rec, ∞, inc&gt;</td>
<td>&lt;0, v₀, dec&gt;</td>
<td>&lt;g, std&gt;</td>
<td>&lt;bug pt, inc&gt;</td>
</tr>
<tr>
<td>(t₂,t₃)</td>
<td>&lt;alt_rec, ∞, inc&gt;</td>
<td>&lt;0, v₀, dec&gt;</td>
<td>&lt;g, std&gt;</td>
<td>&lt;bug pt, ∞, inc&gt;</td>
</tr>
<tr>
<td>t₃</td>
<td>&lt;NewY, std&gt;</td>
<td>&lt;0, dec&gt;</td>
<td>&lt;g, std&gt;</td>
<td>&lt;NewX, std&gt;</td>
</tr>
<tr>
<td>(t₃,t₄)</td>
<td>&lt;alt_rec, NewY, inc&gt;</td>
<td>&lt;∞, 0, dec&gt;</td>
<td>&lt;g, std&gt;</td>
<td>&lt;bug pt, NewX, dec&gt;</td>
</tr>
<tr>
<td>t₄</td>
<td>&lt;alt_rec, dec&gt;</td>
<td>&lt;∞, 0, dec&gt;</td>
<td>&lt;g, std&gt;</td>
<td>&lt;bug pt, NewX, dec&gt;</td>
</tr>
</tbody>
</table>

Quantity space of X: \([-∞, 0, \text{bug pt, NewX, ∞}\]

Quantity space of Y: \([-∞, 0, \text{alt_rec, NewY, ∞}\]

Kuipers and his colleagues have reported on various methods of extending QSIM so that it will predict fewer spurious behaviors. All of these approaches involve the addition of new types of constraints to the qualitative vocabulary, making use of the energy or phase properties of the system [6,8], or by making “unsafe” assumptions (which may lead to real possibilities being eliminated) about the shapes of the monotonic functions to automatically calculate values of the higher-order derivatives [7] in the system. Our modification handles a class of spurious behaviors different from the one targeted by these methods. It can be demonstrated [9] that our modified QSIM can eliminate spurious predictions which are not detected by the proposals of [6-8].

4. A STRONGER QUALITATIVE ARITHMETIC

Our implementation of the interval corresponding value feature also involved an improvement to the qualitative arithmetic routines employed during the CV checking phase. In order to check proposed parameter magnitudes for consistency with the previously recorded corresponding values, the QSIM algorithm uses qualitative subtraction and division. When intervals are allowed as corresponding values, one may be faced with a situation where one has to apply these operations to two instances of the same interval magnitude; i.e. one has to evaluate

\[(a,b) - (a,b)\]

or

\[\frac{(a,b)}{(a,b)}\]

In the general case, these operations give ambiguous results. However, keeping in mind that both operands in the above operations are values of the same parameter, and that QSIM keeps all of the previous values of all parameters for cycle detection purposes, it is possible to determine unambiguous signs for these in some cases. Assume that the qualitative states through which parameter P has passed since the beginning of the simulation are as in Table 3. Suppose now that the arithmetic routine is trying to subtract P’s value at \(t₁\) from its proposed value at \(t₃\). Clearly, the result of this operation is unambiguously - (negative), since the parameter has been decreasing in all the time from \(t₁\) to \(t₃\). The extension of this idea to similar situations in which the parameter is increasing, rather than decreasing, and to the division operation is straightforward.
<table>
<thead>
<tr>
<th>time</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_0$</td>
<td>$&lt;$a,b$,dec&gt;$</td>
</tr>
<tr>
<td>$t_0,t_1$</td>
<td>$&lt;$a,b$,dec&gt;$</td>
</tr>
<tr>
<td>$t_1$</td>
<td>$&lt;$a,b$,dec&gt;$</td>
</tr>
<tr>
<td>$t_1,t_2$</td>
<td>$&lt;$a,b$,dec&gt;$</td>
</tr>
<tr>
<td>$t_2$</td>
<td>$&lt;$a,b$,dec&gt;$</td>
</tr>
<tr>
<td>$t_2,t_3$</td>
<td>$&lt;$a,b$,dec&gt;$</td>
</tr>
<tr>
<td>$t_3$</td>
<td>$&lt;$a,b$,dec&gt;$</td>
</tr>
</tbody>
</table>

5. CONCLUSION

We presented a method of better exploiting the qualitative representation to obtain tighter qualitative simulations. The ideas explained here have been incorporated into our implementation of QSIM. Case runs and technical details can be found in [9].
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Abstract

An experimental program, QREM, is implemented using the inference mechanism of the MVL Theorem Prover System of Ginsberg. QREM uses Forbus' Qualitative Process Theory for its description of physical situations and constructs the interpretations of measurements. In this paper, we mainly concentrate on the representation of process descriptions and basic deductions, and give some idea about what MVL can provide for writing qualitative physics programs.

1 Introduction

Commonsense reasoning is one of the most popular topics in Artificial Intelligence [7, 8]. Nowadays, a great deal of attention is being given to studies in qualitative physics which tries to formalize one's commonsense knowledge about the physical world [1, 11].

Our conventional physics cannot succinctly give the intuitive meaning behind the functioning of a physical system. However, qualitative physics provides this information by giving a commonsense description of the situation. This difference between the two physics mainly stems from the fact that in conventional physics we describe physical behavior in terms of quantitative values and numerical equations, whereas in qualitative physics we employ qualitative values and say, interval arithmetic.

Since in qualitative physics we only use qualitative information for reasoning, a need arises for representing the physical system in a more formal way. Fortunately, there are several formalisms for the representation of physical systems and especially Forbus' Qualitative Process Theory (QPT) serves as an important guide for many of the current qualitative physics programs [2, 3].

In this paper, we introduce QREM—Qualitative Reasoning Experiments with the MVL Theorem Proving System. This is an experimental qualitative physics program based on QPT. QREM serves as a simple, clear, and flexible representation language for descriptions of QPT. The reasoning tasks are accomplished using MVL's default logic, because we must be able to make inferences even in the case of incomplete information. In its current state, QREM can make inferences about simple dynamical systems consisting of a number of containers and fluid paths that allow the flow of liquid between specified containers. However, once we agree on the representation issues and code a domain model of the physical system into QREM, it must be a rather straightforward matter to carry out the basic reasoning tasks for other, more complicated systems as well.
Qualitative Physics

Qualitative physics deals with commonsense reasoning about the physical world [1]. The motivation primarily comes from the studies in engineering problem solving in which techniques for automating engineering practice are sought [12].

Conventional physics completely describes the behavior of a physical system using accurate quantitative values and numerical equations. However, most of the time, this description does not seem to be helpful for understanding the functioning of the system. In such cases, qualitative physics provides valuable insights into the system’s functioning by giving a commonsense description and a causal explanation for the resultant behavior.

Qualitative physics, unlike the so called conventional physics, uses a symbolic and qualitative model of the physical world. The behavior of a physical system can be described using qualitative values for quantities of existing objects in the situation. This qualitative representation necessitates a quantity value to be chosen from a discrete quantity space rather than from a continuous one. The behavior of the physical system is effectively characterized by the derivatives of its quantities. Hence, a quantity may increase, decrease, or stay unchanged when its first derivative has a value of 1, -1, or 0, respectively.

In Figure 1, qualitative and conventional physics are compared. At first, both of the physics attempt to formalize the physical situation, one using complex numerical equations and the other using simple qualitative constraints. Then, both of them solve their related equations using their own methods. At the end, while qualitative physics comes up with a commonsense description of the solution, conventional physics comes up with a numerical value whose intuitive content may be null [9].

A computer program for qualitative reasoning requires a qualitative model of the physical system as input. This model must be adequate for specifying what constitutes the physical system of concern. Fortunately, there are different theories in AI that offer constraint-based, component-based, and process-based description models for physical systems [1]. The one that we apply in QREM is a process-based theory.

Figure 1: Comparison of qualitative and conventional physics [adapted from Encyclopedia of AI, Shapiro, S. C., Ed., vol. 2, p. 807].
3 Essence of QREM

3.1 Descriptions in QREM: QPT

QPT is a process-based theory for describing physical situations. Forbus characterizes his theory as one in which reasoning about dynamical systems can be made easily and effectively. He mentions this in [2]: "Qualitative Process Theory defines a simple notion of physical process that appears useful as a language in which to write dynamical theories."

According to QPT, a dynamical system changes its state as a result of active processes in the situation. In QPT, a process is described as something that causes changes in objects over time [2]. Motion, colliding, fluid flow, and boiling are examples of processes acting on objects. In Figure 2, a potentially existing process, namely fluid flow, is represented in the framework of a dynamical system consisting of two containers and a fluid path.

A domain model of a dynamical system consists of descriptions of existing objects in the system, relationships between those objects, and the processes that can occur in some physical situation. A specific situation occurs when all of its conditions hold. Particularly, active processes in each situation need not be given individually; they can be inferred using the process specifications in the domain model.

QPT describes a process using the following components:

- **Individuals** Objects that the process acts on.
- **Preconditions** Conditions that are imposed by the external world.
- **Quantity Conditions** Conditions that are necessary for the process to become active.
- **Relations** Relations between quantity values and process variables (i.e., what holds when the process is active)
- **Influences** Direct effects of a process. Each process has at least one direct influence.

Now, we have some idea about how to describe a physical system using processes, but how are we going to perform reasoning tasks using those processes? QPT’s reasoning goes through the following basic deductions:

- **Finding Possible Processes** Processes whose preconditions hold are potential processes that can occur in some situation.
- **Determining Activity** A process instance is Active, if its preconditions and quantity

![Diagram](https://via.placeholder.com/150)

Figure 1: A physical system where a liquid flow process can be Active.
conditions hold. Otherwise, it is Inactive.

- **Determining Change** Direct and indirect influences of a process are resolved in order to find the changes in the system.

- **Limit Analysis** Changes in quantities may change some process instances. Limit analysis is used to determine those.

Using QPT's basic deductions we can perform predictions, measurement interpretation, and causal reasoning about dynamical systems.

### 3.2 Inference in QREM: MVL

The MVL theorem proving system written in Common Lisp is an implementation of theoretical work done at Stanford University [4]. The core of the system relies on the "multivalued logics" paradigm of Ginsberg [5].

MVL provides facilities for making satisfactory inferences in various logics—default logic, circumscription, probabilistic logic are some of these—and allows one to define new logics. The most important feature of MVL is its use of multiple truth values for logical statements. Unlike Prolog, MVL does not simply label a statement to be true; it also considers "true by default," "true by some assumption," "false," "false by default" as bona fide truth values and uses these when determining the answer for a query [6].

The MVL database consists of sentences that are represented as LISP s-expressions and labeled with truth values. The logical connectives NOT, OR, and AND are used for constructing MVL statements.

For inference tasks there are two types of connectives: "\(\Rightarrow\)" and "\(\Leftarrow\)". The connective "\(\Leftarrow\)" is used for backward chaining and "\(\Rightarrow\)" is used for forward chaining. The form of backward- and forward-chaining rules are as follows [6]:

\[
\begin{align*}
(\Leftarrow & \text{ Conclusion } \text{ Premise}_1 \text{ Premise}_2 \ldots \text{ Premise}_n) \\
(\Rightarrow & \text{ Premise}_1 \text{ Premise}_2 \ldots \text{ Premise}_n \text{ Conclusion})
\end{align*}
\]

### 4 Implementation

#### 4.1 Representational Aspects of QPT

**Individuals and Quantities** Individuals in a physical system are characterized by their existence. If an individual may exist in a situation it must have the quantity property. Hence, we represent any object that has a quantity as an individual, e.g.,

\[
\begin{align*}
(\Leftarrow & \text{ (and (individual ?x) (?q ?x))} \\
& \text{ (quantity-type ?q)} \\
& \text{ (has-quantity ?p ?q)} \\
& \text{ (?p ?x))}
\end{align*}
\]

Here, (has-quantity ?p ?q) means ?q is a quantity for individual ?p whereas ?x in (?p ?x) is a particular instance of ?p. The expression (?q ?x) instantiates quantity ?q for ?x.

Some individuals in QPT can be defined by making the existing ones more specific. One example would be contained-stuff if we already have an individual called...
piece-of-stuff. Here, contained-stuff is a piece-of-stuff contained in a place and contained-liquid is a contained-stuff:

\((\leq (\text{contained-stuff} (\text{?substance} \text{?state} \text{?place}))\)
(piece-of-stuff ?substance)
(state ?substance ?state)
(contains ?place ?substance ?state))
(\leq (\text{contained-liquid} (\text{?substance} \text{?place})))
(contained-stuff (?substance LIQUID ?place)))

In QPT, relationships between quantities are basically indicated by qualitative proportionalities, correspondences, and inequalities. A qualitative proportionality \(Q_1 \alpha Q_2\) means "there exists a function that determines \(Q_1\) and is monotonic in its dependence on \(Q_2\)." Correspondences are used for mapping value information from one quantity space to another via \(\alpha Q\) [2, 3]. Those are written in MVL with the same notational considerations as in QPT. Below \(?x\) is a contained-liquid:

\((qprop^+ (\text{pressure} \ ?x) (\text{amount-of} \ ?x)))\)

Here, \(qprop^+\) denotes that the pressure of \(?x\) is qualitatively proportional (\(\cdot\)' denotes increasing) to its amount. Inequalities can either be given directly or inferred depending on whether numeric values of those quantities are known. For this purpose greater, less, equal-to, and some algebraic manipulations are defined in MVL.

**Domain Models** A domain model of QPT can be specified by defining quantities, individuals, and processes that exist in the domain. The types of quantities in the domain are defined as (quantity-type < \(<\) type >), e.g., (quantity-type pressure).

Until now, we gave only the basic components of a domain model that can easily be described by using predicates. With those predicates in the database, we can make some simple inferences [10], e.g., "What kind of individuals exist in the domain?" However, we need more complex inferences for QPT's basic deductions. For this purpose, we are going to represent processes and some other related concepts in the form of rules.

In QREM, a process description is given in three parts, i.e., we have three rules for each process. One rule defines a process along with its individuals. If individuals exist in the situation, the process is considered to be potentially Active. The other two rules are related to a process as being Active in the situation.

Status of a process can be inferred using the following rule which says that a process is Active when all the conditions imposed on it hold:

\((\leq (\text{status} (\text{process} \ ?process \ ?individuals) \text{ACTIVE}))\)
\(\ (\text{hold-conditions} (\text{process} \ ?process \ ?individuals)))\)

A sample process description for liquid-flow captures all necessary conditions (pre-conditions and quantity conditions) and individual specifications for that process:

\((\leq (\text{process liquid-flow} (\text{individuals} \ ?source \ ?destination \ ?path))\)
\(\ (\text{contained-liquid} \ ?source)\)
\(\ (\text{contained-liquid} \ ?destination)\)
\(\ (\text{not} (\text{equal} \ ?source \ ?destination))\)
\(\ (\text{fluid-path} \ ?path)\)
\(\ (\text{fluid-connection} \ ?path \ ?source \ ?destination))\)
Individuals for liquid-flow process are contained—liquids—one source, one destination—and a fluid-path between source and destination, e.g., there is a fluid-connection between source and destination.

\[
(\leq (\text{hold-conditions}) \\
\text{(process liquid-flow (individuals ?source ?destination ?path)))} \\
\text{(process liquid-flow (individuals ?source ?destination ?path))} \\
\text{(aligned ?path)} \\
\text{(greater (a (pressure ?source)) (a (pressure ?destination)))} \\
\text{(status (view liquid-flow-support)} \\
\text{(individuals ?source ?destination ?path)) ACTIVE)})
\]

When preconditions and quantity conditions hold, a process becomes Active. For the liquid-flow process, (aligned ?path) is a precondition indicating that the fluid path is isolated from any other external effect. If the pressure of the source is greater than the pressure of the destination and the geometric properties of the fluid path allow it, then there will be a flow of liquid from the source to the destination:

\[
(\leq (\text{and (I+ (amount-of ?destination) (flow-rate ?path))} \\
\text{(I- (amount-of ?source) (flow-rate ?path))}) \\
\text{(status (process liquid-flow)} \\
\text{(individuals ?source ?destination ?path)) ACTIVE)})
\]

In QPT, processes are the only source of direct influences [2, 3]. I+ and I- represent direct influences of flow-rate on the amount of source and destination (’+’ positive influence, ‘-’ negative influence) when the liquid-flow process is Active. If flow rate is increasing, then the “amount of destination” will also increase whereas the “amount of source” will decrease.

4.2 Basic Deductions

Finding Possible Processes Possible processes are simply characterized by their individuals. All processes that have their individuals exist in the situation are potentially Active and can be found them using a simple inference on the rules of process descriptions.

The following MVL query searches for all possible process instances in the domain:

\[
;; \text{Backward search for all processes} \\
\text{(bcs ' (process ?process ?individuals))}
\]

The binding list of this query is passed to a Lisp function which makes status assumptions about process instances. Inconsistent process instances (process instances that cannot be Active together in the same situation) are thrown away. This procedure is called Elaboration.

Determining Activity Process instances found by Elaboration can be Active if they satisfy their conditions. To find which process instances are Active, we invoke the following query that tries to prove whether a potential process is Active:

\[
;; \text{Backward search for all processes and} \\
;; \text{try to prove that a potential process is Active.} \\
;; \text{Take all processes that are proved to be Active.} \\
\text{(bcs ' (status (process ?process ?individuals) ACTIVE))}
\]
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Determining Change  In QPT, changes are imposed by Active processes; processes are the only source of direct influences [2, 3]. Quantities may change either because of some direct or indirect influences (expressed by qualitative proportionalities) on them. A quantity is said to be directly influenced if there exists at least one process directly influencing it at some particular time. On the other hand, a quantity is indirectly influenced if it is a function of some other quantity that is changing.

The derivative of a directly influenced quantity equals the sum of all of the direct influences on it. In QREM, an influence adder is used for finding this derivative just as described in QPT [2, 3].

4.3 Measurement Interpretation

The importance of measurement interpretation is emphasized in [12]: “The problem of interpreting observations of a system over time is fundamental to intelligent reasoning about the physical world. We view interpretation as the task of determining which possible behaviors predicted by the current model are consistent with the sensory data, including which are most plausible.”

Measurement interpretation through time is more difficult than interpretation at a given time. Although QPT mentions the notion of time, there is no satisfactory temporal representation that can be easily embedded in an implementation. Hence, for experimentation we only use interpretation at a time instant. The algorithm used for measurement interpretation is given in Figure 3.

---

**MEASUREMENT-INTERPRETATION**

1. find process instances PROCESS-INS
2. make status assignments about PROCESS-INS
   2.1. find all combinations of process instances
   2.2. throw away inconsistent combinations
3. for each combination do
   3.1. resolve influences of quantities
   3.2. if measurement of a given quantity is equal to the one found in resolving influences, then this combination is a possible situation at that time, hence give it as a cause of the measurement

---

Figure 3: Algorithm for measurement interpretation.

5 Conclusion and Future Work

We introduced an experimental program called QREM for qualitative reasoning about dynamical systems. In general, representation of physical systems plays an important role in qualitative physics. A clear representation of physical system descriptions proves to be useful when writing domain models.
In QREM, we make use of a flexible representation tool, viz. the MVL theorem proving system that provides multivalued inference. When reasoning qualitatively, we may lack some information about the situation, and some assumptions need to be made. In these cases, the default logic of MVL allows us to make some default assumptions.

In QREM, measurement interpretation of an observed quantity value is implemented. In the future, other important reasoning tasks such as limit analysis and prediction may be implemented. Yet another project may be to concentrate on the ATMS part of MVL in order to make the inferences more efficient.
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kuşlar:
uçarlar
ama penguen kuşları uçmazlar

insanlar
dışar gider

kuşlar
uç

ya deve kuşları?...
(1.Ağu.1990, Gebze-İng.
Çev: 2 Ocak 1992, ANK.)

I. GİRİŞ
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1.1 AÇIKLAYICI BİR ÖRNEK

H1: Kuşlar uçar

şeklinde bir varsayımı düşünelim. Sorulduğunda, sağduyumuz, böyle bir bildirime 'yanlış' demektense 'doğru' demeyi yegler. Hernasılsa,

H2: Penguener uçmaz

biçimindeki bir varsayımı da, tarafından, "yanlış" değil, "doğru" olarak algılanacaktır. Üstelik,

H3: Penguener 'kuş'turlar

biçimindeki bir savı da "doğru" sayarız.

Eğer penguener (ve devekuşları, ve örneğin Malta doğan) kuşsalı -ki öyledirler-, ve uçmazlarsa -ki uçmazlar da-, neden "Kuşlar uçar" deriz?

Bu özgün "kuşlar-dünyaşı" örneği, günümüzdü, tekduze olmamının çok bilinir bir örneğini oluşturmuş durumdadır [8, 12, 7, 9, 10, 5, 4, 11, 2].

1.2 BİR DİĞER ÖRNEK

1, 2, 3, ...

şeklinde bir sayı dizimizin olduğunu, ve doğru yanıtı bulmanızın istediği test biçimindeki bir sınavda, aşağıdaki şıkların bulunduğu düşünelim:

a) 4  b) 5  c) 6  d) hepsi  e) hiçbiri

Neden çokumuz bu soruyu "4" diye yanıtlar?

Soru, devam şeklini ‘asal’ sayılar kümesinde arama biçiminde ele alınabilirse, yanıt pekala '5' olabilir.

Ya da, dizinin, önce iki kat sonra 1.5 kat alma biçiminde iki ardışık hareketten oluştuğunu düşünülebilirsek, doğru yanıt 4 te 5 te değil, 6 olacaktır.

Kendimizi { 0, 1, 2, 3 } tabanlı bir aritmetik ortamında varsaydıgımızda, yanıt açıktr ki "hiçbiri" olacaktır.

Ve, 'a', 'b', 'c', ve 'e' şıklarının tümünün, değişik ortamlarda geçerli açıklamaları bulunduğu için, pekala yanıt "hepsi" olabilir.

Hangisini seçmeliyiz?
Kendimizi, soruyu - 10 tabanlı aritmetik ortamında ve ‘doğal’ sayılar kümesinde çözmek üzere, nasıl smurlandırdıgınız?

Tanım kümesini "doğal" sayılar olarak alglayabiliyorsak, soruda açıkça belirtilmediği halde, niçin ‘asal’ sayılar kümesi olarak algılayamıyoruz?

Araştırmanın hangi çerçeve verileceğine dair, sorunun ifade edilip edilmediği herhangi bir belirleme var mıdır?

Bunu nasıl anlarız?

II. TEKDÜZE OLMAMA NEDİR?

Bir sisteme yeni aksiyomlar eklediğimizde eski teoremlerini geçersizleştirebiliyorsak "tekduze değildir" deriz; ki bu durum, gündelik yaşamdan gelişigüzel tablolardan seçtigimizde, elde edeçeğimiz çoğun manzaranın gerçek biçimini oluşturur.

0, 2, 4, ..., 996, 998, 1000, ...


Ne var ki, oldukça benzer -fakat hafifçe farklı- bir durumda, muhtemelen fikirlerimizi değiştirerek gereği duyacağız. İlkokul çocuklarının, aritmetik dizileri yeni öğrendikten sonra bir sınavda ‘+2’ serisine -bir daktilo hatası ile- devam etmelerinin istendiğini düşünelim:

S. Aşağıdaki sayı dizisine en uygun devam şeklini bulunuz:

994, 996, 998, 1000, 1004, ?

Sorumun, aslında, ‘1004’ yerine ‘1002’ biçiminde hazırlanmış bulunduğunu varsayalım. Fakat yeni başlamış ilkokul çocuklarının bunu bilmeleri doğal olarak beklenemez; ve, öğretmenin de (soketlerinden evet alınan) bu hatayı sınav bitmeden önce farketmemiş olduğunu varsayalım. İyi h a z ü r 1 a n m i s çoku öğrenciin ‘1006’, bir cingöz öğrencinin ise ‘1008’ işaretlediğini düşünelim. Doğru yanı 1006 mı 1008 mi olacaktır? Snavin iptali, hiç hazırlanmamış öğrencilerin iştüyendirilmesi somucunu yaratacağı gibi, (soket kaybı, gven azalmasi, ciddiyetsizlik, vb.) başka soruların ortaya çıkmasına da yol açabilecektir. Öğretmenin örne davranışı nasıl olmalıdır?

Wittgenstein’in bu ve benzeri durumlar için tepkisi

... Her aşamada, bir sezi değil, bir yarğı gerektir demek nerdeye daha doğru olacaktır [13, parag. 186].
biçimindendir.

Neyseki, günlük yaşamlarımızı gözönüne aldığımızda, her zaman en sıvır örneklerle karşılaşılmaz. Sekreterler seyrek olarak ‘1002’ yerine ‘1004’ yazarlar; ve öğretmenler daktiło hatalarını görüp düzeltir. İyi-hazırlanmış öğrenciler ‘994, 996, 998, 1000, 1002,’ dizisinin devami olarak ‘1004’ü işaretler, ve günlük yaşama, çoğu zaman her şey yolunda gider. Ve, ‘994, 996, 998, 1000’ serisinin devamı olarak ‘1002’ yerine ‘1004’ü işaretleyen öğrenciler, öğretmenlerinden geçer not alamazlar.


Bir müddet için, gözlediğimiz sayıların, oyun düzenleyicinin bilgisayarında gizlenmiş olan önceden belirlenmiş bir fonksiyon tarafından üretildiklerini; ve bu dizinin elemanlarının, etkileşimi olarak (bir tahmin yapmak o tahmin’i bilgisayara bildirdikten sonra) bir bir ekranı görüntülerini varsayalım.

Eğer ‘994, 996, 998, ?’ biçiminde bir dizi verilmiş ve bir tahminde bulunmamız istenmisse, normal olarak ‘1000’ deriz. ‘994, 996, 998, 1000, ?’ dizisinin gördüğümüzde, bir tahminde bulunmamız istenince ‘1002’ deriz.


* * *


Gerçeki gördüğümüz zaman, fikirimiizi değiştirirdik.

III. NEDEN ‘TEKDÜZE OLMAMA’?

Bilgilerimizin kaynağı, temel olarak, dışımızdaki dünyadır. Gerek duyduğumuz verileri, gözlemlerimizden edinmeye çalışırız. Beş duyumunun değişim kullanımları, "bilgi" dediğimiz şeyin ana kaynağı oluştururlar. Bu bilgiyi baştaca görerek, duyarak, okuyarak, tadarak, dokunarak, koklayarak toplanır. Lütfen aşağıdaki cümlelerle kulak veriniz:

Çok inanmam ben kulaklarına, çünkü çok yalan dinlediler. Ben gözlerine bile çok inanmam, çünkü aynı şeyin hem düzünü hem tersini gözlediler. Bir önermeye (sava) inanacağım zaman (özellikle onun için)
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arastırmada bulunmaya başlar ve beklerim; yeterli ('tam olarak' yeterli' nin de ne demek olduğunu bilmem) gözlemlerden sonra, kendi kendime, "Muhtemelen (belki de?) bu yöledir (ya da, böyle görünyyor)" derim...

Bazı öğeleri verilen bu profil, kime, bir bilim dünyası insanına mı, yoksa tüm varlıkta inanmayip herseyden de kuşkusuzmayıp savunan ' şüpheci' bir kişiye mi ait? Kanımanda, bu, yalnızca "sağduyu" dediğimiz şeyi, bir cins içerme girişimidir.


Öğrendiğimiz yeni koşullar ışığında eski bildiklerimizden (hiç olmazsa bazalarından) vazgeçmem hakkına sahip miyiz? Bunu hangi akla, hangi usavurum yöntemlerine uyarak yaparız?...

Frege, aksiyomatik sistemler konusunda önemli çalışmalar yapmış bir insandır. Kendi orijinal aksiyomatik sistemi, Russell'ın, 'kendisini elemanı olmayan kümə'nin inceleme önerisinden sonra değişikliklere uğramış midir? Küme kuramları bunu, Frege'nin yön elimini korumak, ve onarmak için yapmamışlar midir? Peki, bu onarım sırasında bazı eski 'kabul'lerden vazgeçilmiş mi? Bu davranışı, bir yöntem genellemesi içinde değerlendirilebilir mi?

Değişme'nin kavramı, bir "değişim"lik düzleminde oluşmaktadır. "Değişen dünya"un kavranışında da çoğu kez -hemen hemen hep-, içsel bir değişimlik vardır. Newton'ın F = ma formülüne dile getirisi, dünyannın hep, belli ve kesin bir çekim ivmesine sahip oluştu gözleminden hareketle varılmış bir genelleme değil midir? Ama düşününez, kuvvet ile kütle arasındaki bu belirli bağlıntı, -sonra geliştirilmiş olan- enerji kavramının da etkisi ile nasıl bir değişikliğe uğramıştır?

İki nokta arasındaki en kısa mesafe, her zaman bir doğru parçası mıdır? Belirli bir biçimde düşünmeye yönelikdirildikten sonra, zihinlerimiz düz bir çizgi arıyor. Oysaki Euclides gibi düşünmeye zorunlu olmasak, belki farklı da yantlayabilirildik bu soruyu.

İç dolu bir kürenin üstünde -sözelği- en kısa mesafe, iki nokta arasında bir doğru parçası değildir. Bir küpün iki yüzeyindeki noktalar arasında ise en kısa mesafe, bir kirk çizgi olacaktır.

İki nokta arasındaki en kısa yol, üstelik, "bir tane" olmak zorunda da değildir. Dünyamızı küresel olarak düşünseydik; iki kutup arasındaki en kısa uzaklık (yaya uzaklığı), bir yarım daire olacaktır. Anma bu yarım daire l E l k değildi, sonsuz sayıdaydı.
Dünayıımız, bir mükemmel küre de değildir. İki kutup arası en kısa yoldan aşmak isteyen bir gezgin, bir "yarmu daire"yi izlemez. Onun kararlarını değiştirecek engeller, dağlar ve denizler, ve işi yokuşa sürmeden aşladığı daha kestirme yollar vardır. Biz, bir gezginin izleyeceği en kestirme yolu ölçü alaydık, bir "yarmu daire" de bulmacakta. Zeka açısından incelendiğimizde, büyük çoğunluğumuz da kabul eder ki, izlenen bu yol, en "kestirme" yoldur. Çünkü dünayıımız, -televizyon ekranından görüldüğü gibi- "yuvarlak" bile değildir...


Hepimizin elbirliği işlerin güçleşmesine neden olur kimizaman; o güçlüklerin zahmetini de hepimiz birlikte çekeriz.

Klasik mantığın, modus ponens gibi en temel, en yerelşik sayılan bir kurallı, tanıtlamaya çalıştımımız usavurum yöntemlerince kimi zaman tanımayabilmektedir. Başlangıçta "Kuşlar uçar" doğru mudur diyse sormuş, ve yanlış demektense doğru demeyi yeğlemiştik. Ozzie isimli devekuşu sorgulandığında ise Ozzie’nin u ç m a y a c a ş i n söyleriz. Devekuşu kuş mudur dendirde ise "Evet, devekusu da bir kuş cinsidir" deriz. Oysaki ‘modus ponens’, kuşlar uçar’sa ve devekusu kuşsa, devekusunun da uçacağını söyler!


‘Kanat-uçmak-icin’se kèmes hayvanları niye uçmuyordu? Üstelik uçmak, kuş olmanın ana fikri ile birlikte ele alınaca, uçmayan kuşlar nasıl (İstanbul’un arasokaklarına işaret "Çarlık devri görmüş bir Rus düşesi" gibi mi) algılanmalıdır? Açıkta kalan sorular, belki de kapsanmak istenen soruların genişiğiyile de bağlantılıdır; ama gündelik hayatın seçeçimizim geliştigiçel örneklerde kullanılabilmek için kullanılmamız gereken usavurum yöntemlerini de -belki- belirlemektedirler.
IV. TEKDÜZE OLMAYAN USAVURUM YÖNTEMLERİNİN YZ AMAÇLARI İÇİN YÜKLENMELERİ İSTENEN ROL

Üç ana zeka türü ayırtetmek isterim: insan, hayvan, ve makina. Örneğin bir robot için, ya da genel amaçlı (ya da herhangi bir diğer amaçlı) "zeki" bir bilgisayar programı yapmak isteyorsak, gerçek dünyada hakkında bazı bilgileri bu programda gösterilmememiz gerektiğini görüriz. Böyle bir gösteriminin, usavurumun neliği ve gerçek yaşam alanında nasıl yürütülebileceği konusunda, bazı bilgileri içermesini gerektireceğini de söyleyebiliriz.

Yapay zekanın etkinlik ve yaygınlaşması, yeni ve değişik bir teknoloji ahıla (ve hatta genel ahıla) gerektirebilecektir. Kamıncı bu yeni ahıla, eski ahıla anlayışını (anlayışlarını) yalnızca yetersiz değil, kimi zaman hatta anlamaz bir kıltaktır. YZ için konunun önemi, ahıla, yapmak ve yapmamak üzerine yorumlarda bulunamamalsız nedeniyledir.


Bir en küçük satranç kitabi vardır ki sayfaları sınırlı sayıdadır; ki tüm mümkün varyantları (farklı dalları olarak) içerir, ve her seçeneğin bu kitabi içindeki belli bir sayfada gösterilmiş, ki o belli sayfada seçilebilecek o dalın oynamabileceği koydu mevcuttur.

Turnuvalarda oynamış olan oyunlar, gerektice bu "en küçük" satranç ağacının dalları ya da yandallarıdır; ve uygun bir kodlama teknigi ile, en küçük satranç ağacını oluşturmak üzere kayt edilebilirler. Ya da, tamamen veya kısmen kısm, teknik bir "Satranç Verileri Üretme Projesi"nde de oluşturulabilirler.

Öte yandan, satrançın sayfalardı tanımlıkça dar da değildir; ve satranç oyunu, günümüz koşullarında, sanki sonu açıkmuş gibi bile düşünülebilir (bkz. [6, s. 309]).

Satranç, belki ilk güçlü zaman, oynayacaklarını (insanlarını) akıllarını, düşünsel ve duygusal yolların eğitimmesini sağlayacak biçimde çalışmaları amaçlayan bir oyundu. Önceki kişilerlerinden birisi, "filozofların oyunu" (ya da felsefe oyunu) diye de isimlendirmişti (şimdiki masanın iki katı büyüküğünde (2x8x8)), 64 yerine 128 kareli.

Makinaları satranç oynamaya yönlendiriken, amaçlarını, yeni oyuncuları (satranç bilgisayarları vasıtasıyla) yenmekte ziyade, onları eğitim biçiminde de tanımlayabiliriz.
(ve belirleyebiliriz). Ya da, aynı teknik kapasiteli kullanarak gerçek yaşam hakkında ihtiyaç duydukları şeyler, daha iyi ve daha yoğun olarak öğrenmelerine yardım etmeğı amaçlayabiliriz.

Sorun'un bu bildiride fazla irdelemiş olmadığımız (ve incelemeyeceğiz), estetikle (ve dolaysıyla sanatla) ilişkili bir yönü daha vardır. Kimi antik çağ düşünürünge göre ise, etik ile estetik, koşut bile söyleyebilir...

"Kuşlar uçar" dediğimiz zaman, "Bazı kuşlar uçar" ya da "Çoğu kuşlar uçar" da diyebilir-dik (ve hala da diyebiliriz); fakat, sunulmuş olan problemin önemi, ilkesel olarak, "uçma'nın, kuş olmanın anafrik ile birlikte dışınulmesinden dolayıdır. Yakup bir robot-kontrol-program'ın adı ise, örneğin ay yüzeyinde yürütüldüğü zaman (A'dan B'ye doğruca gitmesi istendiğinde sözgelisi) ay üstündeki küçük kraterlere ve çukurlara düşünceyi bilmelidir.


Birçeye çok sevindiğimiz zaman "kanaatlanıp, uçarız"; uçmak, içimizde yüzyılların özlemi gibidir...

V. SONUÇ

Yapay zeka, bir yönü ile insanoğullarının, düşünmelerini araç ve gerçek yardımcı ile gerçekleştirmeye (araç yapma) serüveninin bir parçası; değerli ve güncel bir kısım olarak algılanabilir. Psikoloji fonksiyonlarınıncı incitmezsin de alınmak istendiğinde, yapay zeka, belirli bir disiplin olarak, "felsefe mühendisliği" ya da "uygulamalı felsefe" diye bile isimlendirilebilir. Konu gerçekten de önemlidir: Sözgelisi, CFC (kloro-floro-karbon) gazımı, günün birinde, gecenin geç bir saatinde, bir tek kişinin -kokaman bir laboratuvar- da "keşfettiğini" düşünelim. Bu kişi, üzerinde sanayiler kurulduktan sonra aynı gazın, "doğal dengeyi bozduğu ve ozon tabakasını yok edebileceğ" nedeni ile kullanımının sınırlandırılıp, ve hatta yasaklanması gerektiğini düşünübilib müydi -üstelik aynı anda-?

Maddenin atomlarını ve onun parçacıklarını merak eden 20. yüzyıl ilk yari fizikçileri, atom bombası yapmayı -ve bundan iki tane Japon adalarına atmayı- mı aşılayorlardi?

Bazı basit kararlar, temelden etkiliyor yaşamımızı; ve kimi sonuçlarını onların, "yaşandıktan sonra" algılayabiliyorum ancak. Yapay zeka, iki ağız keskin küçük gibidir; insanlığın diğer gezegenlere ve yıldızlara hayatı taşmasına yardımcı edebileceğini gibi, belki bir "yapay zekasızlık"ın da yardımcıdıği yaşam sona da erebilecektir...
TEŞEKKÜR

Bu konudaki eğitimimme katkıda bulunmuş oldukları için hocalarım Teo Grünewald, Ahmet İnan ve Akın Ergüden'le; ve güzelyazım yardımları dolayısıyla arkadaşım Ufuk Özlü'ye teşekkürlerimi bildirmek isterim. Beni bu çalışmamda desteklediği için kurumum TÜBİTAK’a şükranlarını belirtirim.
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Abstract
This paper discusses commonsense set theory. First a brief review of classical set theory is given. Then the need for a commonsense set theory is questioned and the properties of a possible theory are examined. Finally, previous work in the area is presented.

1. BRIEF REVIEW OF EXISTING SET THEORIES

Set theory is a branch of modern mathematics with a unique place because other branches can be formally defined within it [1, 2]. The theory had started with the work of Cantor on infinite series. In his early conception, he thought of a set as a collection into a whole of definite, distinct objects of our perception or thought [3]. It did not take a very long time for this theory to be revised. Several paradoxes, including Russell’s famous paradox of “the set of all objects which have the property of not being members of themselves,” were introduced, leading to new axiomatizations of the theory [4].

Among the various axiomatizations, are Russell and Whitehead’s Theory of Types [5] which brings in a hierarchy of types to forbid circularity and hence avoid paradoxes, and von Neumann, Bernays, and Gödel’s NBG which introduces the notion of a class for the same purpose [6]. Strengthening NBG, a new theory, called MK (Morse-Kelley) was obtained [7, 8]. This theory is suitable for mathematicians who are not interested in the subtleties of axiomatic set theory. In 1937, Quine proposed his New Foundations, NF, to overcome some unpleasant aspects of the Theory of Types while keeping the main idea same [9]. He introduced the notion of stratification for this purpose. NF is a nice theory, avoiding Russell’s Paradox, and allowing all mathematics to be defined within it, but has some strange properties. For example, Cantor’s Theorem, $a < 2^a$, cannot be proven in NF, because a set used in the proof is not defined since it is not stratified. In general, the most popular axiomatization is ZF, originated by Zermelo [10] and later modified by Fraenkel [11]. The intention was to build up mathematics by starting with the empty set and then construct further sets cumulatively by various operators. This hierarchy works as follows [12].

Initially, the Axiom of Extensionality says that a set is completely determined by its members. The Null Set Axiom states the existence of the empty set $\emptyset$. The Pair Set Axiom then constructs the sets $\emptyset, \{\emptyset\}$ and $\{\emptyset, \{\emptyset\}\}$, and other one and two element sets. It is the Sum Set Axiom which constructs sets with any finite number of elements by
defining union of existing sets. Finally, the Axiom of Infinity states the existence of at least one infinite set from which others can be formed, viz. \( \{\emptyset, \{\emptyset\}, \{\emptyset, \{\emptyset\}\}, \ldots\} \). This hierarchy can be depicted as in Figure 1. There is also the important Axiom of Foundation which basically prohibits sets which are members of themselves, thus avoiding the classical paradoxes.

In spite of its popularity in current research, ZF has its drawbacks. It is weak to decide some questions like the Continuum Hypothesis. It is also weak in some applications (set-theoretic, linguistic) which make use of self-reference, since circular sets like \( x = \{x\} \) are prohibited by the Axiom of Foundation. ZF is also strong in some ways, viz. it violates the parsimony principle which states that simple facts should have simple proofs [13]. (This can be seen in the use of the Power Set Axiom in the proof of a simple notion like \( a \times b \).) It can also be claimed that it is bad for mathematical practice that all the mathematical objects are to be realized as sets.

New theories have been developed throughout the century besides the huge amount of research in ZF. The Admissible Set Theory which originated in the Sixties is one of them. Work on admissible ordinals resulted in a first order set theory called KP (Kripke-Platek). Barwise weakened KP to a new theory KPU by readmitting urlements which are indivisible individuals [13]. KPU is an elegant theory which supports the cumulative hierarchy. It overcomes some of the disadvantages of ZF and seems to obey the parsimony principle. But it still cannot handle circular sets.

It is the Hyperset Theory which can do that. The origins of this theory are in the late Twenties, but it evolved throughout the century. The theory makes use of graphical representation of sets. In the Eighties, Aczel got interested in the subject and proposed the Anti-Foundation Axiom (AFA) [4]. With the existence of AFA, one can easily represent circular sets as in Figure 2. But what is more remarkable with the theory is that it does not require other axioms of ZF to be thrown out. Aczel’s theory was successfully used by Barwise and Etchemendy in their thought-provoking work on the Liar Paradox [14].
2. COMMONSENSE SET THEORY

Representing all compound entities and the relations between their parts in terms of sets gave rise to the success of set theory in mathematics. This also seems to apply to commonsense reasoning as well. McCarthy has mentioned the possible use of set theory in AI and invited researchers to concentrate on the subject [15]. Unfortunately, not much progress has been made since then. In the sequel, we will study some noteworthy research essentially due to Perlis [16], Zadrozny [17], and Mislove et al. [18].

If we want to design an intelligent machine which will work in the realm of human beings, then we must make sure that it has commonsense knowledge and that it is able to make inferences from that knowledge. Commonsense reasoning involves three main parts: a domain theory, knowledge representation, and inference. We are primarily dealing with knowledge representation issues. The first idea is to represent commonsense notions by sets. To take a classical example, we can consider the commonsense notion of society as a relation between a set of people, rules, customs, traditions, etc. Here, we face the problem that commonsense ideas do not have precise definitions as mathematical ideas do. For example, in the definition of society, the notions of tradition and custom are as complex entities as the definition itself, and should best be left to intuition. However, sets may still be useful in conceptualizing such terms. One may, for instance, want to consider the set of societies disjoint from any set of individuals. Moreover, the idea of collecting a set of individuals for further thought is still an important process, e.g., the Comprehension Principle.

A theory proposed for use in commonsense reasoning can be examined in a variety of ways. The first point to examine is the concept of set formation, immediately leading to the question whether to admit urelements or not. It seems intuitive to answer affirmatively because this matches with the naive notion of a set as collecting individuals satisfying a property into a whole.

But then we directly face Russell's Paradox. The problem is due to using a set whose completion is not over yet in the formation of another set, or even in its own formation. Then we are led to the question of when to consider a set of individuals satisfying a property as an individual itself. This brings the notion of cumulative hierarchy into picture. Cumulative hierarchy is one common construction of our intuition and can be illustrated by the example in Figure 3 where we start with simple blocks, and make towers out of blocks, and make walls out of towers, and so on.

In the cumulative hierarchy, any set formed at some stage must be consisting of urelements (if any) and the sets formed at some previous stage. At this point the problem of "sets which can be members of themselves" arises, because they are used in their own formation. Circularity is obviously a common means of commonsense knowledge representation. For example, we should allow the unique set of all non-profit organizations to be a member of itself, since it may also be a non-profit organization (which is not an unexpected event). So, a possible theory should allow circular sets. Barwise and Etchemendy's work also demonstrates beyond doubt that circularity is an integral part of our daily discourse and hence should be allowed by a commonsense set theory [14].

One further aspect to be considered is "possible" membership. A commonsense set theory may be helpful in providing representations for dynamic aspects of language by
Figure 3: A simple hierarchical construction representing the cumulative hierarchy

making use of partiality. We can allow our sets to have possible members as well as real
members. Then we can have an operation of clarification to determine the real members
among possible ones.

Other-set theoretical issues to be considered include cardinality and well-ordering. For
example, imagine a box of 34 black and 16 white balls. We know that there are 50 balls
in the box, or formally the cardinality of balls in the box is 50. After shaking the box,
we would say that the balls are not ordered any more. But this is not true in classical
set theory since a set with finite cardinality must have a well-ordering [17]. Counting
is another aspect to be considered. While the formal principles of counting are precise
enough, we may observe that people also use quantifiers like "many," "more than half."
For example, a system which can represent the phrase "A group of people are walking
towards me" should not probably answer questions like "Who is the first one?" since
there does not exist a well-ordering for the set under consideration.

There is relatively little work done in commonsense set theory. Perlis introduced a series
of theories for this purpose. He first proposed CST0 which is a version of naive set theory
with only an axiom of comprehension. Then he extended it to CST1 using Ackermann’s
Schema [19] to support cumulative hierarchy but still could not handle circular sets with
it. Finally he proposed CST2 by combining CST1 with the universal reflection theory of
Gilmore and Kripke [20]. While this theory can represent circular sets, its consistency is
not proven yet.

Zadrozny, who does not believe in a "super" theory for commonsense reasoning, concen-
trated on cardinality and well-ordering issues mentioned above and proposed some rep-
resentation schemes. He introduced a non-standard class of Nums for counting purposes
and using Nums, he gave non-classical interpretations of cardinality and well-ordering.
In the context of his interpretations, he proved that there are sets with finite cardinality
which do not have a well-ordering and that there are well-orderings elements of which do
not form a set (hence solving the Box Problem above).
Mislove, Moles and Olle worked on protosets, a generalization of HF, the set of well-founded hereditarily finite sets [18]. Protosets are sets with some packaging which might obscure some elements of the set. They proposed their Partial Set Theory based on protosets, with a relativization of Aczel's work. Their theory is consistent with respect to Aczel's, because it is a conservative extension of the latter.

3. CONCLUSION

We conclude that set theory can be useful in commonsense reasoning. The methodology may change: a universal commonsense set theory may be developed, or different set theoretic concepts may be examined and modified. No matter what proposal is followed, we believe that research in this field is promising, considering the current success of set theory in mathematics.
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Abstract

Artificial Neural networks (ANNs) attempt to emulate the massively parallel and distributed processing of the human brain. They are being examined for a variety of problems that have been very difficult to solve. The objective of this paper is to review the current applications of ANN to scheduling problems and to identify possible research areas. The paper also addresses Travelling Salesman Problem (TSP) due to some inherent similarities between scheduling problems and TSP.

1 INTRODUCTION

Scheduling refers to the time-phase allocation of all the system resources such as machines, tasks and materials handling system. In scheduling literature, job and machine pairs can represent patients and hospital equipment, classes and teachers, ships and dockyards, dinners and cooks, cities and traveling salesmen. To perform a job, each of its operations must be processed in the order given by the sequence. The processing of an operation requires the use of a particular machine for a given duration. Each machine can process only one operation at a time. We seek to find a processing sequence of jobs on each machine in order to minimize a given cost function. The cost function consists of one or more of the following basic criteria [1]:

- criteria based upon completion times,
- criteria based upon due dates, and
- criteria based upon the inventory and utilization costs.

Job-shop scheduling is considered as the general case of scheduling problem where n jobs, and m machines are modeled (n|m job-shop). Except a few cases the job-shop scheduling problem is in the class of NP hard. As a consequence, a near optimal solution is considered to be good enough for real life problems. In the literature, a number of analytical approaches have been proposed to solve this problem ranging from priority dispatching rules to integer programming formulations. A heuristic method using ANNs might also lead to the near optimal solutions of this problem. This is the basic motivation behind this research. Our objective is to review applications of ANN to scheduling problems and identify possible future research areas.

2 OPTIMIZATION BY ANN

ANN is a new approach to find optimal and near optimal solutions for the NP hard problems. With a few exceptions in all ANN applications to the optimization problems, Hopfield Neural Network Model are used.
Hopfield Neural Networks are highly interconnected networks that minimize a given energy function by local perturbations until the network becomes stable at a local or global minimum. The interconnection weights are determined by the energy function which represents the objective function.

Since TSP is one of the famous NP hard problem in a classical optimization literature, most of the ANN applications to optimization problems are directed to TSP problem \[2,3,4,5\]. Thus, we give a brief summary of these applications before investigating ANN in the context of job-shop scheduling problem.

### 2.1 TSP Solutions by Hopfield Neural Networks

The problem is mapped into a 2D matrix using \(N^2\) neurons (neurons are represented in the matrix as \(a_{ij}, i, j = 1, \ldots, N\)), where \(N\) is the number of cities. A permutation matrix is required to have a feasible solution. The constraints and the cost function of the problem is coded into the network via the interconnection weights \(T_{Xi,Yj}\) (between neurons \(a_{Xi}\) and \(a_{Yj}\)) determined by the energy function \(E\) \[2\].

\[
E = \frac{A}{2} \sum_{X} \sum_{i} \sum_{j \neq i} V_{Xi} V_{Xj} + B/2 \sum_{i} \sum_{X} \sum_{X \neq Y} V_{Xi} V_{Yi} + C/2(\sum_{X} \sum_{i} V_{Xi} - n)^2 + D/2 \sum_{X} \sum_{Y \neq X} \sum_{i} d_{XY} V_{Xi}(V_{Yi+1} + V_{Yi-1})
\]

The interconnection matrix defined by the above energy function is as follows.

\[
T_{Xi,Yj} = -A\delta_{XY}(1 - \delta_{ij}) - B\delta_{ij}(1 - \delta_{XY}) - C - Dd_{XY}(\delta_{j,i+1} + \delta_{j,i-1})
\]

\((\delta_{ij} = 1\ if\ i = j\ and\ 0\ otherwise)\)

\(A, B, C, D\) are problem dependent scaling constants. The terms of \(A, B, C\) are hard constraints in order to have a feasible solution, and \(D\) is the soft constraint for satisfying the objective function.

There are two basic problems rising up with Hopfield Neural Networks when size of the problem gets larger:

1. When the energy function gets stable at a local minimum and can not even find feasible solutions because of the complexity of the energy function and size of the problem.

2. The computational requirements of the network increases as the problem size gets larger.

In most of the cases, an annealing approach is used to escape from the local minima. There are a number of different annealing methods recommended in the literature. Some of them are: Simulated Annealing (SA), Fast Simulated Annealing (FSA), Mean Field Annealing (MFA), Rejection-less Simulated Annealing (RSA), etc. The methods are applied for getting to a global minimum instead of a local minimum. In general, the annealing process increases the computational time to get a stable state of the hopfield network.
2.2 Job-shop Scheduling by ANN

2.2.1 Job-shop Scheduling by Hopfield Model

Hopfield Neural Networks have also been applied to scheduling problems. The time-dependent traveling salesman problem may be stated as a scheduling problem in which n jobs have to be processed at minimum cost on a single machine. The set-up cost associated with each job depends not only on the job that precedes it, but also on its position (time) in the sequence. Hence, the \((n|m)\) job-shop problem is more difficult to handle than TSP. Several approaches to the job-shop problem with Hopfield Model are summarized as follows:

Gulati & Iyengar [7] proposed a hopfield model using a mapping of the uniprocessor scheduling problem with hard deadlines, and task priorities. The problem is mapped into a Hopfield Neural Network with \(n\log(n_p)\) neurons. Where \(n\) is the number of jobs and \(n_p\) indicates the total processing times of all jobs. In order to reduce complexity the time axis is scaled logarithmically. The neuron matrix shows the starting times corresponding to each job.

The energy function to be encoded to the network has four terms:

1. Term for tardiness \((E_T)\),
2. Term for waiting time \((E_W)\),
3. Term for overlapping \((E_O)\),
4. Term for precedence \((E_P)\).

Hence the energy function to be minimized by the network will be: \(E_{\text{total}} = E_T + E_W + E_O + E_P\). In the simulations, Fast Simulated Annealing (FSA) is used to have near optimal solutions with 20 job problem.

Foo and Takefuji [3] developed a hopfield net by mapping the \(n|m\) job-shop scheduling problem with the objective of minimizing mean flow time on a \(mn\) by \((mn + 1)\) 2D neuron matrix similar to those for solving the traveling salesman problem. Constant positive and negative biases are applied to specific neurons as excitations and inhibitions, respectively, to enforce the operation precedence relationships. At the convergence of neural network, the solution to the job-shop problem is represented by a set of cost function trees encoded in the matrix of stable states. Each node in the set of trees represents a job, and each link represents the interdependency between jobs. The cost attached to each link is a function of the processing time of a particular job. The starting time of each job can be determined by traversing the paths leading to the root node of the tree. A computation circuit computes the total completion times (costs) of all jobs, and the cost difference is added to the energy function of the stochastic neural network. Using a simulated annealing algorithm, the temperature of the system is slowly decreased according to an annealing schedule until the energy of the system is at a local or global minimum. By choosing an appropriate annealing schedule, near optimal and optimum solutions to job-shop problems can be found.
There are three basic (hard) constraints to be encoded in the neural network to have a feasible solution. These conditions are:

1. no more than m number of jobs are allowed to start at time 0,
2. self-dependency on each operation is not allowed, and
3. precedence relationships between operations must be obeyed.

If there are n jobs and m machines available then at most m jobs can start independently at time 0. Constraint of type (1) arises when n > m. In this situation, it is necessary to randomly choose m out of n unique jobs to start at time 0. Constraint of type (2) is necessary to avoid self-recurring dependency paths. This condition is enforced by placing strong inhibitions (negative bias) at appropriate neurons such these neurons will not trigger. Constraint (3) is important such that the precedence order of processing each operation is not violated.

Based on the problem formulation the global energy function which contains the constraints of a job-shop problem is defined as:

\[
E = \frac{A}{2} \sum_{X} \sum_{i} x_{i} V_{X_{i}} V_{X_{j}} + \frac{B}{2} \left( \sum_{X} \sum_{i} V_{X_{i}} - z \right)^{2}
\]

The first term is zero if and only if each row in the matrix of neurons do not contain more than one firing neuron. The second term is zero if and only if there are z neurons being turned on in the whole matrix of neurons. The connection (conductance) matrix defined by the above energy function is as follows: \(T_{X_{i}X_{j}} = -A\delta_{X_{i}X_{j}}(1 - \delta_{ij}) - B\).

The energy function, composed of the hard constraints and the cost of total completion times of all jobs is applied to an annealing schedule. Their method gives feasible and near optimal solutions for 4|3 job-shop problems.

In the future work, Foo and Takefuji [5] represented the same problem in an integer linear programming form with the cost function of the total finishing times of all jobs. They coded the integer linear program to the hopfield network with less complexity and solved the same size problem above.

Integer linear programming neural network (ILPNN) for the job-shop problem handles the following integer linear programming problem:

Minimize

\[\sum_{i=1}^{n} S_{ik}\]

Subject to

\[s_{ik} - s_{ih} \geq t_{i,j-1,h} \text{ if operation } (i,j-1,h) \text{ precedes } (i,j,k)\]

\[s_{pk} - s_{ik} + H \cdot (1 - y_{ipk}) \geq t_{ijk} i \geq 1, p \leq n, 1 \leq k \leq m\]

\[s_{ik} - s_{pk} + H \cdot y_{ipk} \geq t_{pjk} i \geq 1, p \leq n, 1 \leq k \leq m\]

\[s_{ik} \geq 0\]

\[y_{ipk} = 0 \text{ or } 1\]

where

\[k_{i} = \text{The machine which the last operation of job } i \text{ is assigned.}\]

\[s_{ik} = \text{The starting time of operation } k \text{ of job } i.\]

\[t_{ijk} = \text{The duration of operation } j \text{ of job } i \text{ at machine } k.\]
There is a total of \( mn^2 \) constraints in the problem. The constraints are encoded to the ILPNN using \( n(m(m+1)/2 \) neurons. Simulation studies based on solving the linear differential equation of neural network show that the ILPNN approach produces optimal or near optimal solutions, although it does not guarantee the finding of optimal solutions.

Zhou, Cherkassky, Baldwin, and Olson [6] further improved the performance of ILPNN for job-shop scheduling problem. In their approach, they unified the indices indicating operations and machines to have the following integer programming representation of the problem with less number of constraints using \( nm \) neurons (similar notation with the above is used). For any two operations \((i,k)\) and \((j,p)\) assigned to the same machine.

Minimize

\[
\sum_{i=1}^{n} S_{i,k}
\]

Subject to

\[
s_{ik} - s_{ik-1} + t_{i,k} \leq 0
\]

\[
s_{i1} \geq 0
\]

\[
s_{ik} - s_{jp} + t_{ik} \leq 0
\]

\[
s_{jp} - s_{ik} + t_{jp} \leq 0
\]

The number of constraints and the computational time grows linearly as the size of the problem gets large.

Comparison of the 4\|3 job-shop for the three different models:

<table>
<thead>
<tr>
<th>method</th>
<th>number of neurons</th>
<th>number of interconnections</th>
</tr>
</thead>
<tbody>
<tr>
<td>TSP like [3,4]</td>
<td>156</td>
<td>24336</td>
</tr>
<tr>
<td>ILPNN [5]</td>
<td>78</td>
<td>2880</td>
</tr>
<tr>
<td>Improved ILPNN [6]</td>
<td>12</td>
<td>48</td>
</tr>
</tbody>
</table>

Finally, Hulle [12] formulated the job-shop problem on a goal programming model and mapped this model into a goal programming network. This kind of network finds the optimal goal programming solution which will also satisfy the job-shop problem's constraints. The solution is obtained by repeatedly performing goal programming relaxations and binary adjustments until convergence. According to this method, an optimal solution for the original problem can not be guaranteed, but the solution is always feasible with respect to the constraints of the job-shop problem.

2.2.2 Other ANN Applications to Machine Scheduling Problem

Chryssolouris, Lee, and Domroese [8] used a backpropagation network to establish adequate weights on the criteria used locally at the workcenter level based on performance measure goals for the job shop.

Carlos and Alptekin [9] proposed an integrated (expert systems and ANN) scheduling system in which, a backpropagation network was used to rank some scheduling rules based on the current status of the system and job characteristics. The outputs (relative weights) of the network were further analyzed by an expert system to generate schedules.

If both of the above studies, ANNs were mainly used for finding appropriate weights of either scheduling rules or decision making criteria, rather than developing schedules
directly by a backpropagation network.

Osman and Potts [10] used the simulated annealing approach for the permutation flow-shop problem. The results indicated that SA improved the performance measures better than known constructive analytical algorithms.

3 THE PROPOSED APPROACH & SUGGESTIONS FOR FURTHER RESEARCH

The performance of the hopfield model in large sized problems is not satisfactory. The reason for that is stabilization of the network at a local minima of the energy function. In most of the cases, hard constraints (terms for a feasible solution) as well as soft constraints (terms for optimal solution), are coded into the energy function. In this case, the energy function becomes complicated (i.e. the number of local minima are too many). In general, an annealing process is used to reach to the global minimum. But annealing is not easily applied to all problems. Because the process is time consuming and the solution may be still far from the global minimum due to too many local minima. A better solution may be obtained by a less complicated energy function which is composed of soft terms only. Hence, the number of local minima in the energy function will be significantly reduced. This may be done by an appropriate normalization process. Also, if we can control bias terms of some neurons that are known to have a tendency to reach a certain activation level at the optimal solution, we can reduce the feasible solution set. Hence, further reduction in the number of local minima can be achieved by reducing the range of the energy function. In addition, the biased neurons might be changed during the emulation of the network to adjust the global minimum into the reduced feasible set.

Another approach for decreasing the number of the local minima, and increasing the size of the problems solvable by the network may be dealing with the hard constraints and the soft constraint separately. This may be done by composing the energy function (interconnections) only by the soft constraints. While the network stabilizes, the activation levels of the neurons can be manipulated so that, the orthogonal projections to the hard constraints (feasible set) are done. This method decreases the number of local minima. The orthogonal projections to the hard constraints guarantees the feasibility of the final stable state of the network. This proposed approach is currently being investigated by the authors.

Another research direction could be to reduce the size of scheduling problems. This can be done by clustering the jobs and machines into groups and solving each of these subproblems. This clustering can be performed by using a self organizing neural network.
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Abstract
We present a connectionist approach for solving Tangram puzzles. Tangram is an ancient Chinese puzzle where the object is to decompose a given figure into seven basic geometric figures. Our connectionist approach models Tangram pieces and their possible placements and orientations as connectionist neuron units which receive excitatory connections from input units defining the puzzle and lateral inhibitory connections from competing or conflicting units. The network of these connectionist units operating as a Boltzmann Machine, relaxes into a configuration in which units defining the solution receive no inhibitory input from other units. We present results from an implementation of our model using the Rochester Connectionist Simulator.

1 Introduction

Tangram is an ancient Chinese puzzle in which the objective is to decompose a given figure into seven basic geometric figures [2].¹ Tangram figures may belong to a broad spectrum, varying from geometrical Tangrams, such as triangles, trapezoids or parallelograms, to representational ones, such as human figures. Our previous work has used traditional artificial intelligence and computational geometry techniques to solve these puzzles [6]. In this paper, we present a connectionist approach for solving Tangram puzzles. Our connectionist approach models Tangram pieces and their possible placements and orientations as units which receive excitatory connections from input units defining the puzzle and lateral inhibitory connections from competing units. The system of units operating as a Boltzmann Machine relaxes into a configuration in which units defining the solution receive no inhibitory input from others. We have implemented this connectionist model using the Rochester Connectionist Simulator [4] and present results from our implementation.

The seven-piece set of Tangram is cut from a square as shown in Figure 1. The small triangles are called basic triangles. The other pieces are all compositions of basic triangles. The rules of Tangram are

¹Henceforth, we will refer to these geometric figures as Tangram pieces, or pieces for short.

![Tangram pieces diagram](image)

Figure 1: The Tangram pieces: 1,2 – large triangles, 3 – square, 4 – medium triangle 5 – parallelogram, 6,7 – small triangles.
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Figure 2: A representational Tangram which depicts a running man, and its solution.

self-evident: the given figure is to be decomposed into the Tangram pieces, and the decomposition has to use all seven pieces. For example, in Figure 2, part (a) shows a Tangram which depicts a running man, and part (b) gives the solution for that Tangram.

2 Grid Tangrams

Grid Tangrams constitute a subclass of Tangrams in which every vertex of each of the seven pieces that comprise the Tangram coincides with the points on a square grid. The grid points are separated from each other by unit length, the edge length of the square piece (cf. Figure 1). Figure 12 later in the paper gives some examples of grid Tangrams and their solutions.

3 Connectionist Models

Connectionism has come out as novel paradigm in artificial intelligence owing to results of the work of the past decade. The basic computational paradigm is based on a network of massive number of simple processing units whose functionality models that of real neurons [12,3]. There have been a tremendous number of applications of this computational paradigm in widely varying areas, such as cognitive science, signal processing, combinatorial optimization etc. It the latter, such network models have been used to obtain approximate solutions to a number of well-known hard problems [7,9].

Connectionist models have been applied to solving puzzles by Kawamoto [10] who has used an auto-associative network with some extensions to implement hill-climbing for solving a number of puzzles including the DOG ₹ CAT puzzle where the objective is to generate a sequence of 3-letter words starting with DOG and ending with CAT changing 1 letter at a time. Takefuji [13] has used a neural network model to obtain a parallel algorithm for tiling a grid with polyominoes.

3.1 Boltzmann Machines

Our approach in this work uses a Boltzmann Machine model [1] for solving grid Tangram puzzles. Boltzmann Machines are neural network models that are specifically applicable to constraint satisfaction problems which can be (approximately) solved by relaxation search. They combine the Hopfield model [8] with the simulated annealing paradigm [11] to perform relaxation search through a state space. Contrary to Hopfield networks where the state space search may get stuck in local minima of the energy measure being minimized, the Boltzmann Machines introduce a probabilistic component to the state change deci-
sion of the neuron units along with the concept of a Temperature parameter to simulate annealing. The basic idea behind Boltzmann Machine operation is the following: Each neuron units computes a weighted sum of the inputs that are connected to it. If the sum exceeds the unit's threshold then the output of the unit is set to 1 indicating active unit state. If, however, the sum is below the threshold, the output is determined by a probability distribution (described later in Section 4.4). The unit's output may be set to 1 with a certain probability determined by the distribution. Thus, instead of only moving downhill towards a minimum, the network exhibits some random behavior so that it may occasionally go uphill in the energy space to skip over or jump out of local minimum and not get stuck there.

The probability distribution that determines this random behavior is a function of a parameter commonly called the Temperature in reference to the use of temperature in the process of annealing [11]. The higher the temperature, the higher the probability a unit may turn on even though its net input is below the threshold. During network's operation, the temperature is reduced slowly, reducing the chances that a unit may switch on with a given net input.

Boltzmann Machines are especially suited for constraint-satisfaction problems where neuron units represent hypotheses and the connections between units represent constraints among hypotheses. Hypotheses which mutually reinforce each other have positive weights on their mutual connections, which competing hypotheses have negative weights. However, such machines are more suited to deal with weak constraints where the problem is to find a configuration of units in which the most important constraints (indicated by connection strength) are satisfied. This is in contrast to hard constraint problems where the objective is to find a configuration where all constraints are satisfied. Solving Tangram puzzles involves satisfying a number of hard constraints, but as will be seen later, Boltzmann Machines have been successful in solving this problem.

4 A Connectionist Model for Grid Tangrams

4.1 Representing the puzzle

Our model represents a grid Tangram puzzle as sets of active units representing grid points covered by the puzzle. Since such Tangrams may have holes or concave boundaries, we have chosen to represent each grid point by a set of 8 units as shown in Figure 3. The grid points are labeled with coordinates (i, j), i indicating the row and j indicating the column in the grid in standard matrix notation. The eight units associated with each grid point indicate in which orientations the puzzle area or boundary extends around that grid point. The orientations are: Left(U), Right(R), Down(D), Up(U), Right-Up(RU), Right-Down(RD), Left-Up(LU), Left-Down(LD). A grid Tangram puzzle is represented by externally setting the grid units for relevant orientations of each point covered by the puzzle. For example, a grid point which is totally covered by the puzzle has all of its orientation units on, so does a point which is on a boundary but has a wedge missing as shown in Figure 4. Figure 5 shows a complete example of the representation of a grid Tangram in our model. The reader may notice that there is a rather superficial similarity between our representation and Freeman's "chain code" [5].

4.2 Representing the Tangram Pieces

In grid Tangrams, the placement and orientations of the base puzzle pieces are limited. For example the only way that the square piece can appear is when its corners are on the grid. There are 4 possible orientations of each of the other pieces:

1. **Small triangles** can appear in orientations Left-Up (LU), Left-Down (LD), Right-Up (RU) and Right-Down (RD) depending on where the right angle corner of the triangle is placed with respect to the grid point (i, j). If the corner is on point (i, j) then it is in LU orientation, if the corner is on point (i+1, j) then it is in LD orientation, if the corner is on (i, j+1) then it is in RU orientation and when the corner is on (i+1, j+1), it is in RD orientation. When we talk about the "LD
Figure 3: Representation of grid points by a group of 8 units

Figure 4: Representation of the puzzle space around a grid point by orientation units
(0,0): R, RD, D
(0,1): L, LD, D, RD, R
(0,2): L, LD, D, RD
(1,0): U, RU, R, RD, D
(1,1): L, LU, U, RU, R, RD, D, LD
(1,2): L, LU, U, RU, R, RD, D
(1,3): LU, L, LD, D
(2,0): U, RU, R, RD, D
(2,1): L, LU, U, RU, R, RD, D, LD
(2,2): L, LU, U, RU, R, RD, D, LD
(2,3): U, LU, L, LD, D
(3,0): U, RU, R
(3,1): L, LU, U, RU, R
(3,2): L, LU, U, RU, R
(3,3): U, LU, R

Figure 5: An example puzzle representation showing the orientation units activated for grid points covered by the puzzle.
small triangle at \((i, j)\), we mean the triangle with the right-angle corner at \((i + 1, j)\) with the other corners placed at \((i, j)\) and \((i + 1, j + 1)\).

2. **Medium triangle** can appear in orientations Up (U), Down (D), Left (L) and Right (R) depending on where the right-angle corner points to. For example, when we talk about the “R medium triangle at \((i, j)\)”, we mean the medium triangle with the right angle corner at \((i + 1, j + 1)\) and the two other corners at \((i, j)\) and \((i + 2, j)\). Similarly, a U medium triangle at \((i, j)\) has its right angle corner on \((i, j + 1)\) and its two other corners at \((i + 1, j)\) and \((i + 1, j + 2)\).

3. **Parallelogram** can appear in orientations L, R, U and D. In the U and D orientations the longer dimension is along the vertical axis, and in L and R orientations the longer dimension is along the horizontal axis. For example the “L parallelogram at \((i, j)\)” has its corners at \((i, j)\), \((i, j + 1)\), \((i + 1, j + 1)\), \((i + 1, j + 2)\).

4. **Large triangle** can be placed in the same orientations as the small triangle – i.e., LU, LD, RU, RD – except that these pieces are larger. For example, the “RD Large triangle at \((i, j)\)” has its right angle corner at \((i + 2, j + 2)\), and the two other corners at \((i, j + 2)\) and \((i + 2, j)\).

Since the grid is finite, certain placements of the pieces around the boundary are not applicable. Figure 6 shows the set of possible orientations for all the pieces.

In a grid of size \(I\) rows by \(J\) columns, there are \(4(I - 1)(J - 1)\) possible placements of a small triangle, \((I - 1)(J - 1)\) placements of the square, \(2(I - 1)(J - 2) + 2(I - 2)(J - 1)\) possible placements for the medium triangle and the parallelogram, and \(4(I - 2)(J - 2)\) placements for a large triangle. In our connectionist model, all these placements of pieces are represented by neuron units (depicted in Figure 7) which receive excitations from input units representing the grid area covered by the puzzle and inhibitory inputs from the outputs of other conflicting neuron units. They sum their inputs and determine their output probabilistically in the manner described later in Section 4.4. For example, the unit representing a square at \((i, j)\) receives excitatory inputs from the following grid orientation units:

1. For grid point \((i, j)\): R, RD, and D units.
2. For grid point \((i, j + 1)\): L, LD, and D units.
3. For grid point \((i + 1, j)\): U, RU and R units.
4. For grid point \((i + 1, j + 1)\): U, LU, and L units.

Similarly for instance, the unit representing an LD large triangle receives excitatory inputs from the following grid orientation units:
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Figure 7: A neuron unit representing a single placement and orientation of a Tangram piece

1. For grid point \((i,j)\): D, RD units.
2. For grid point \((i+1,j)\): U, RU, R, RD, D units.
3. For grid point \((i+2,j)\): U, RU, R units.
4. For grid point \((i+1,j+1)\): LU, L, LD, D, RD units.
5. For grid point \((i+2,j+1)\): L, LU, U, RU, R units.
6. For grid point \((i+2,j+2)\): LU, L units.

Figure 8 shows the inputs for one orientation of each of the 5 distinct Tangram pieces.

4.3 Representing Placement Constraints

Any unit which has all of its excitatory inputs active can be part of a solution of the given grid Tangram puzzle provided it does not conflict with another unit. The conflicts can be in one of two ways:

1. Only one of the units representing a class of units (e.g., squares) can be active as there is only one such piece in the puzzle set.\(^2\)

2. A given piece of area on the puzzle can be covered by only one piece, hence only one of the units covering an area can be active.

These constraints are represented by lateral inhibitory links between conflicting units. For the first set of the constraints above, we use a standard winner-take-all network organization [3]. All units within a single class (e.g., squares or medium triangles) are linked to each other with inhibitory links representing the fact that only one of them can be active. Thus, within the resulting connectionist network for a given Tangram puzzle, there are 7 separate such winner-take-all networks.

For the second set of constraints, we establish mutually inhibitory links between any two units representing piece orientations and placements whose areas of coverage intersect. For example Figure 9 shows all the other kinds and orientations of pieces corresponding to the units with which a single UP medium triangle unit has mutually inhibitory links. These correspond to the second set of constraints above. The

\(^2\) For convenience, we treat the second small and large triangles as distinct classes of units, that just happen to have the same shape as their counterpart.
Arrows originating from a grid point indicate the grid point orientation units sending excitatory input to the units representing the piece with the given orientation.

Figure 8: Excitatory inputs to the some of the units
Figure 9: Piece orientations for units (shown cross-hatched) mutually inhibitory with unit for a medium triangle piece in the UP orientation (shown in white)

<table>
<thead>
<tr>
<th>Grid Size</th>
<th>Number of Units</th>
<th>Excitatory Links</th>
<th>Inhibitory Links</th>
<th>Avg. Inh. Links per Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I \times J$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 $\times$ 4</td>
<td>161</td>
<td>1,892</td>
<td>9,472</td>
<td>58.83</td>
</tr>
<tr>
<td>5 $\times$ 4</td>
<td>224</td>
<td>2,688</td>
<td>16,008</td>
<td>71.46</td>
</tr>
<tr>
<td>9 $\times$ 3</td>
<td>288</td>
<td>3,376</td>
<td>22,696</td>
<td>78.81</td>
</tr>
<tr>
<td>6 $\times$ 4</td>
<td>287</td>
<td>3,484</td>
<td>23,794</td>
<td>82.91</td>
</tr>
<tr>
<td>5 $\times$ 5</td>
<td>312</td>
<td>3,824</td>
<td>27,488</td>
<td>88.10</td>
</tr>
<tr>
<td>6 $\times$ 7</td>
<td>626</td>
<td>7,912</td>
<td>88,474</td>
<td>141.33</td>
</tr>
</tbody>
</table>

Table 1: Network Statistics from a number of grid configurations

inhibitory links enforcing the first set of constraints handles overlaps with other medium triangles. Thus, in the solution, a given piece of area of the puzzle is covered by only one piece which inhibits all other competing pieces.

Figure 10 shows the general architecture of the resulting network and Table 1 shows some network statistics from a number of different grid configurations. It should be noted that the average number of inhibitory links per unit is rather high.

We use the following approach for setting the weights: For the excitatory links from the grid input units the link weights are set to $1/G$ where $G$ is the number of grid point orientation units that are connected to a given unit. For the inhibitory links we use a link weight $-1.1$, so that a unit with all excitatory inputs 1 and one inhibitory input active gets a net input of $-0.1$ which gives it a reasonable probability of switching on. Figure 11 shows a plot of the logistic function and the probability of a unit's changing state for different temperatures and number of inhibitory inputs.

This network operates as a Boltzmann Machine where units determine their output according to a certain probability distribution which changes depending on a Temperature parameter, $T$, which is slowly reduced

---

$^3$The only reason the the weights are selected in this way is that when all the excitatory inputs to a unit are active then the net excitatory input to a unit will be 1. $G = 7$ for the small triangle units, 12 for square, medium triangle and parallelogram units, and 22 for the large triangle units.
Figure 10: General architecture for the Tangram network
Figure 11: The logistic probability function for Boltzmann Machines

as time progresses.

4.4 Operation of the network

Once the network is constructed, the grid units corresponding to the grid points covered by the puzzle are activated and these send excitatory inputs to all the units. With $T$, set to its initial value, the units start operating in the following manner:

- If the total excitatory input to the unit is less than 1.0 (i.e., some of the underlying grid units are not active), then the output of that unit is set to 0 since this unit can never be a part of the solution.

- If the total excitatory input to the unit is 1.0, and there is no inhibitory input the unit output is set to 1.0.

- If the total excitatory input to the unit is 1.0, the unit output is set to 1.0 with a probability $p = 1/(1 + e^{-net/T})$ where $net = 1 + inh$ is the net input to the unit with $inh$ being the total inhibition (hence negative). Thus, units receiving a slightly negative net input (i.e., only one inhibitory input active) have a good chance (around 0.5 when the temperature is high) to turn on, while units receiving more inhibitory input have a much less chance of turning on.

In a cycle, the network of units are updated in an asynchronous manner in a random order determined by the simulator. $T$ is reduced by a factor of 0.9 after every $I$ iterations determined by the cooling schedule. Thus as the temperature “cools down,” the probability of a unit with a given negative net input switching on is reduced. If, in three consecutive cycles, no units change state, then this is interpreted to be a local extremum and the temperature is slightly raised to force the network out. For all the puzzles that we have experimented with, the corresponding networks have converged to a solution in which 7 active units do not receive any inhibitory inputs.
4.5 Results

We have modeled a number of grid Tangram puzzles using the model described above. Ten such puzzles are shown in Figure 12. We have tried a number of cooling schedules for the Boltzmann Machine by changing the initial temperature and the temperature change cycle – obviously many similar schedules are possible. Table 2 shows the number of cycles required for converging to a solution for the puzzles shown in Figure 12 for four cooling schedules. It can be observed that no schedule is in general better than the others. It is also possible to change the strength of the inhibitory connections to more negative values and get a (possibly) slightly different behavior. Figure 13 shows the plot of the range of cycles required for convergence to a solution, versus the cumulative count of the runs, for 100 runs of two puzzles (puzzles 7 and 10) using the last schedule in Table 2. The only difference among these runs is the initial random number seed that determines the order of updates. It can be seen that a large percentage (~70%) of runs converge to a solution in relatively small number of iterations (< 500) in both cases.

5 Conclusions

We have presented a connectionist model for solving grid Tangrams based on the Boltzmann Machine model. This model represents the placements and orientation of the Tangram pieces by units which receive excitatory inputs from grid point units included in the puzzle area. The placement constraints between the units are represented by inhibitory links between conflicting units. We have implemented this model using the Rochester Connectionist Simulator and presented results from our implementation. Our
Figure 13: Distribution of cycles for solution for puzzles 7 and 10
Table 2: Cycles required for solution for various Boltzmann Machine cooling schedules

<table>
<thead>
<tr>
<th>Sch.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_0$</td>
<td>1.0</td>
<td>1.0</td>
<td>0.5</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>5</td>
<td>10</td>
<td>5</td>
<td>10</td>
<td>5</td>
<td>10</td>
<td>5</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>618</td>
<td>1423</td>
<td>101</td>
<td>1055</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>392</td>
<td>188</td>
<td>80</td>
<td>763</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>934</td>
<td>103</td>
<td>1459</td>
<td>783</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>129</td>
<td>92</td>
<td>377</td>
<td>2079</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1603</td>
<td>2254</td>
<td>255</td>
<td>791</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>201</td>
<td>108</td>
<td>353</td>
<td>756</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>605</td>
<td>200</td>
<td>225</td>
<td>184</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>249</td>
<td>548</td>
<td>276</td>
<td>1291</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>350</td>
<td>705</td>
<td>332</td>
<td>464</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>197</td>
<td>534</td>
<td>201</td>
<td>70</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$T_0$ is the initial temperature and $I$ is the number of cycles after which the temperature is reduced by 0.9.

Results show that the networks constructed for a variety of puzzles converge in a few hundred iterations.
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Abstract

In this study, the problem of orientation in maze like patterns is aimed to be solved by using neural networks in which the neurons are organized as cellular arrays. The maze patterns are coded in the array of the neurons by considering the corresponding cells in the maze. A probabilistic algorithm that handles the loops in a way similar to Tremaux's algorithm is proposed to find out a path from the initial cell to the final one by using only the local informations. The paths found in this way are not necessarily the shortest. A competitive learning algorithm is introduced by which the network learns one of these paths. The path learned in this may not be the shortest one but the learning strategy favors shorter paths as confirmed in the experimental results.

1. INTRODUCTION

A maze or a labyrinth is a network of paths through which it is hard to find one's way [5]. In Greek mythology, Labyrinthos is the name a building with intricate passageways designed by Daedalus for King Minos of Crete to bewilder the uninitiated. The Minotaur, a monster with a bull's head and a man's body was kept there and fed with human flesh. Theseus, the chief hero of Athen, killed the Minotaur and escaped from the Labyrinth with the help of a silken cord given him by Ariadne, the daughter of King Minos [1]. Architectural labyrinths of this sort were not uncommon in the ancient world. The temple in Egypt, in the east to the Moiris lake, that contained 3,000 chambers, 1500 of which is under ground, is an example of this kind. The labyrinth in Lemnos having 150 columns, and the labyrinth in Closium, Italy, containing rooms on within another, are the other examples. Throughout the Middle Ages the walls and floors of many catedrals in Continental Europe, were decorated with mazes that symbolized the snakelike twists of sin and
the difficulty of keeping on the true path. In England, mazes were cut in the turf outside the churches, and they were traversed as a part of a religious rite. Garden mazes made of high hedges and intended solely for amusement became fashionable during the late Renaissance. The one in the Hampton Court Palace, England, and the other in Versailles Palace, France, are the famous gardens with labyrinths [1,3].

From the mathematical standpoint a maze is a problem in topology. A maze can be solved quickly on paper by shading all the blind alleys until only the direct routes remain. But in the case a map of the maze is not available, such a method is not applicable. If the maze has one entrance, and the object is to find the way to the only exit, it can always be solved by placing your hand against the right (or left) wall and keeping it there as you walk. In such a solution, to reach the exit is guaranteed, although the route is not likely to be the shortest one. The same method can be applied for the mazes in which the goal is within the labyrinth, provided there is no route by which you can walk around the goal and back to where you started. If the goal is surrounded by one or more such closed circuits, the hand-on-wall method simply takes the searcher around the largest circuit and back out of the maze [3].

Mazes having no closed circuits are called 'simply connected' (Figure 1.a). If a maze is simply connected, then it means that it has no detached walls. Mazes with detached walls contain closed circuits, they are called 'multiply connected' (Figure 1.b). The Tremaux Algorithm formulated by Edouard Lucas in 1882 is able to solve all mazes, including multiply connected ones with closed loops that surrounds the goal. As the maze is walked through, a line is drawn on one side of the path, say the right side. When a new junctures of the paths is confronted, any path can be chosen. If in walking along a new path, a previously visited junction is confronted or a dead end is reached, turn around and go back the way you came. If in walking along an old path, which are already marked on the left, a previously visited juncture is reached, then a new path is taken, if one is available, otherwise an old path is taken. A path marked on both sides is never entered [3].

Figure 1. a) Simply connected maze b) Multiply connected maze
Psychology and computer are the fields of science in which interest in mazes is high. Psychologists use mazes for several decades to study the learning behaviour of men and animals. For the computer point of view, they can be used for the development of the learning machines. In this paper, cellular neural networks are used to solve mazes. For this purpose the maze pattern is placed in the cellular array. In such a maze, while some of the cells permit to pass through them, some others forbid. Therefore the set of cells that permit to pass through them constitutes some passages in the maze and the elements that forbid to pass constitutes the walls.

Given a maze pattern, the aim is to find out a path in the passages connecting a predetermined initial cell to a final one, and meanwhile to learn a reasonable short path as the experiment on the maze is repeated for several times.

A probabilistic algorithm for cellular neural networks, that handles the loops in a way similar to Tremaux's algorithm is proposed to find out a path from the initial cell to the final. A path found in this way is not necessarily the shortest one. But a competitive learning algorithm is introduced by which the network learns the paths favoring the shorter paths. It has been observed through the simulations that most of the time the network learns the shortest or the next shortest paths.

2. CELLULAR NEURAL NETWORKS

The structure of the cellular neural networks is similar to the cellular automata. Each unit is a neuron and it is called cell. Any cell in the network is connected only to its neighbor cells and they can interact directly with each other. Cells which are not neighbours can affect each other indirectly because of the propagation effects of the network [2,4]. The structure of the cellular neural network used in this paper is shown in Figure 2.

![Figure 2. The structure of the two dimensional cellular net used for solving maze problem](image-url)
Here $C(i,j)$ is used to denote the cell in row $i$, column $j$. For a cell $C(i,j)$ the neighbors are

$$\mathcal{N}(i,j) = \{C(i-1,j), C(i+1,j), C(i,j-1), C(i,j+1)\}$$

(1)

which are the cells in the left, right, up and down respectively. The notation $(i,j;k,l)$ is used to denote the connection from $C(i,j)$ to $C(k,l)$, and $W(i,j;k,l)$ to denote its weight. In this paper, the connection weights are not assumed to be symmetric, that is $W(i,j;k,l)$ is not necessarily equal to $W(k,l;i,j)$. Furthermore, it is guaranteed that the summation of the weights of the connections from a cell to the neighbors is equal to one, that is for each $C(i,j)$ in the network:

$$W(i,j;i+1,j) + W(i,j;i-1,j) + W(i,j;i,j-1) + W(i,j;i,j+1) = 1$$

(2)

Here, the cellular neural network is not used in the classic meaning. The structures of the units and the connections are almost the same as before, but the connections are activated instead of the units for describing a path from the initial cell to the final. Only the strengths of the active connections are updated when the network is forced to learn this path. The outputs of the neurons are either 0 or 1. The connection weights are effective in choosing the next neuron in the path, whose output is to be set to 1.

For a cell $C(i,j)$ the connection weights are assigned initial values as follows: $W(i,j;k,l)$ is set to 0 and never changed if $C(k,l)$ is a cell in the wall, else $W(i,j;k,l)$ is set to $1/n$ where $n$ is the number of neighbors that are in the passages. The weights of the connections are changed by learning.

For the maze problem, one of the cells is predetermined as the initial, and one another as the final cell. A maze pattern is represented by clamping the outputs of the cells in the walls to 0. However the outputs of the other cells are not clamped, so they may have output value either 0 or 1. A cellular array to represent the maze pattern given in Figure 1 b, is shown in Figure 3. In the figure, the connections are not shown for the simplicity and the dark cells, corresponds to the neurons whose output are clamped to 0 since they are in the walls. The other cells corresponds to the passages, and the shaded part represent the cells taking place in a path from the initial cell to the final one. For the given example, the cell $C(2,2)$ is the initial cell and $C(8,10)$ is the final. In the figure several different paths connecting the initial node to the final are shown.
3. WALKING IN THE PASSAGES

At a time, only one of the cells has output value 1 indicating where we are in the maze. For the next time, one of the neighbors of the current cell becomes on and the previous node becomes off. Such a cell in the neighborhood is chosen probabilistically by considering the connection weights. The neighbor having connection with larger weight is more probably to be chosen. For this purpose, each neighbor is assigned a random value between 0 and the weight of the corresponding connection. Then, the one being assigned the largest value is chosen as the next node to be visited. Since the connection weights to the wall cells are initially set to 0 and never changed, such a cell is never selected as the next one.

In the beginning, the neuron for the initial cell has output value 1, and all the others are 0. Finally it is expected that the final node will be on and it will remain as 1, unless a new experiment has not been started. Since the wall cells are clamped to 0, they never have value 1, that means it is not possible to pass through a wall cell.

Within an experiment, the network is assumed to be able to remember the activated path in its short term memory. When a cell C(k,l) in N(i,j) is chosen just after cell C(i,j) then the connection (i,j;k,l) is activated if connection (k,l;i,j) is not already active, otherwise the connection C(k,l;i,j) is deactivated instead of activating C(i,j;k,l). The first part corresponds to propagating in a passage and the second...
corresponds to return. Special care should be taken for the loops of the passages. Such a situation is implied if one of the outgoing connection say C(ij;k,l) is already active when we arrive a cell C(i,j) and it can be checked by using local information. If existence of such a loop is distinguished by the active connection (ij;k,l) when we arrive in C(i,j), the algorithm directs to choose C(k,l) as the next cell and deactivate the connection (ij;k,l). Therefore the loop is erased by passing through it for a second time in the same direction. When the final node is reached, which is the end of the experiment, we have a path made of active connections whose information is stored in short term memory.

4. LEARNING THE PATHS

Initially, the weights of the connections going out a cell is set inversely proportional to the number of neighbors that are in the passages but not in the walls. When an experiment terminates, only the weights of the connections going out from the cells that are on the path are updated. Say, C(i,j) is such a cell then W(i,j,k,l) is updated by the formula:

$$W(t+1) = \begin{cases} 
W(t) + \frac{c}{L} & \text{if connection (ij;k,l) is activated in the path} \\
W(t) - \frac{c}{L} & \text{if connection (ij;k,l) is not activated, but C(k,l) is not on a wall} \\
\text{no change} & \text{if C(k,l) is on a wall.} 
\end{cases}$$

(3)

where W(t) is the weight of the connection (ij;k,l) at trial t, L is the length of the path, n is the number of neighbors of C(i,j) that are not on a wall. In the formula, c is constant about Lmax/100 where Lmax is the length of the longest path in the chosen maze pattern. Notice that after the update of these weights, still the summation of the weights of the outgoing connections is 1. In general, updating weights means storing information, that is correlated with the path in the last trial, in the long term memory as a result of learning.

5. EXPERIMENTAL RESULTS

A cellular neural network of size 17x25 as shown in Figure 3 is used for the solution of the maze given in Figure 1.b. The network is tested for 30 different random seeds.

For each seed the following procedure is applied:
1. Clamp the outputs of the neurons corresponding to the walls of the maze to 0,
2. Set initial weights as explained in section 2,
3. Find a random path as explained in section 3,
4. Update the weights as explained in section 4,
5. Goto step 3 for the next trial (repeated for 300 times in the experiments)
Figure 4 shows the results for some different seed values in which the time elapsed in finding a path, the length of these paths and the time/length ratio for the consecutive trials are demonstrated. Figure 5 is the histogram showing the distribution of the paths that are learned for 30 different seeds.
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Figure 4. Experimental results for some different seeds a) seed 0 b) seed1 c) seed 7 d) seed 15
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Figure 5. Distribution of paths that are learned for 30 different seeds.
Through these experiments it has been observed that:
1. Initially it takes a long time to find a path. However as the system learns in each trial, the time/length ratio converges to 1 indicating that the path is directly followed without going back and forward unnecessarily.
2. The learning strategy favors the shorter paths, but does not guarantee that it will be the shortest one.

6. CONCLUSION

The problem we put forward is to find a correct path which connects an initial cell to a desired final one in a cellular neural network representing a maze. A probabilistic algorithm based on cellular neural networks is proposed to find a path as the solution of the problem and a strategy to learn these paths is also given. In such a schema it is not guaranteed to learn the shortest path, but it favors the shorter paths. The experimental results are quite reasonable indicating the existence of such a learning.

As a feature of work, we are going to search the effect of forgetting some prefix of a path when it is to be learned and also the effect of partially remembering the previous paths on the performance of learning the shortest path. Furthermore, a genetic algorithm will be developed aiming to find out the shortest path as a result of the mutations on the paths that generated previously.
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Özet

Bu çalışmada çok katmanlı bir perseptron yapısındaki yapay bir sinir ağına ping pong oynaması öğretildir. Yapay sinir ağına girdi olarak rakibin topu atışı açı ve konumun beslenmekte, buna karşılık kendi raketi için bir konum ve açı belirlemesi istenmektedir. Değişik eğitim kümeleri ve ağ yapıları denenmiş ve başarıları karşılaştırılmıştır.

1. GİRİŞ

Bugüne kadar yapay sinir ağları bir çok öğrenme problemine başarı ile uygulanmıştır [1,2]. Bu çalışmada ise çok katmanlı perseptron yapısındaki bir yapay sinir ağına ping pong oyununu oynamayı öğretmek ve performansını incelemek amaçlanmıştır.

2. MODEL

![Şekil 1. Model.](image)

Modelimizde, bir yapay sinir ağı (YSA) otomatik bir rakibe (R) karşı ping-pong oynamayı öğrenmekte ve oynamaktadır. R, saha içine düşen topları, yani geçerli atışları, hatası karşılamakta ve topu geri gönderirken her zaman geçerli bir atış yapmaktadır. R, hedef olarak sahanın iki yakası arasındaki noktalardan herhangi birini eşit olasılıkla seçmektedir. Oyunun iki boyutta oynandığı bu yüzden topun hiçbir zaman fileye takılmadığı, rüzgar gibi bozucu dış etkenlerin olmadığı, her iki oyuncunun da topa her zaman aynı kuvvetle vurduğu ve yansıma kanunlarının...
geçerli olduğu kabul edilmiştir.

YSA'ya girdi olarak R'nin topu attığı açı ve komumu beslenmekle, buna karşılık kendi raketi için bir konum ve açı belirlemesi istenmektedir. Yani, YSA'ndan iki tür davranış ögrenmesi beklenmektedir. Birincisi, R'nin attığı topu karşılamaktır. (Karşılayamadığı durumda K tipi hata ortaya çıkmaktadır.) İkincisi ise, yalnızca savunmada kalmasını amacıyla karşılanan topu R'nin bulunduğu yerden en uzak noktaya düşürümeye sağlamak ve aynı zamanda da R'yı şaşırtmak amacıyla tepe noktasi masanın uzak ucunda olmak üzere bir normal dağılımdan açı seçmektedir. ( Eğer, YSA topu karşıladığı halde geri atarken daha içine düşüremezse A tipi hata ortaya çıkacaktır.)

3. AĞ YAPISI

YSA, çok katmanlı perseptron topolojisindedir [1]. Ağ, girdi katmanı, saklı katman ve çıktı katmanından oluşmaktadır. Her katmandaki birimler yalnızca bir sonraki katmandaki birimlerle bağlantılıdır (bkz. Şek.2) Girdi katmanında iki girdi birimi bulunmaktadır. Bunlar sırasıyla R'nin topu attığı açısı αR ve R'nin vuruş konumu xR'ye karşılık gelmektedir. Ayrıca şekilde, çıktı katmanında da iki birim bulunmaktadır ve bunların çıktısı degerleri YSA'nın topu yantlayacağı komum xY ve rakettin yantlama açısı αY cinsinden tepkisini belirlemektedir. Saklı katmandaki birim sayısı ise en düşük A ve K tipi hata verecek şekilde deneme yanılma yöntemiyle belirlenmektedir.

Şekil 2. Yapay Sinir Ağı (Eşik birimleri gösterilmemiştir).

4. EĞİTİM YÖNTEMİ

YSA'nın eğitimi için eğitmenli bir yöntem olan hata geri yayma yöntemi kullanılmıştır [1]. Eğitimde, doğru girdi-çıkçı çiftlerinden oluşan bir eğitim kümesinden yararlanılır. Bu yöntem, her bir veri takımı için tekrarlanan iki evreden yani ileri geçiş ve geri geçiş evrelerinden oluşmaktadır. İleri geçiş evresinde girdiler girdi birimlerinden YSA ya beslenir ve ağ içinden çıktı birimlerinin çıktılarını hesaplamak amacıyla ileriye yayılır.
Saklı katmandaki birimlere girdi

\[ g_j = \sum_{i=0}^{2} I_i W_{ij} \]  \hspace{1cm} (1)

\[ h_j = f(g_j) \]  \hspace{1cm} (2)

\[ g_k = \sum_{j=0}^{n} h_j W_{jk} \]  \hspace{1cm} (3)

\[ o_k = f(g_k) \]  \hspace{1cm} (4)

Bu denklemde, \( n \) saklı katmandaki birim sayısı, \( W_{jk} \) ise j. saklı katman birimi ile k. çıktı birimi arasındaki bağlantıların ağırlıklarıdır.

Çıktı katmanındaki birimlerin çıktıları ise

\[ \sum_{k=1}^{n} \left( o_k - d_k \right)^2 \]  \hspace{1cm} (5)

Bu denklemde \( d_k \) istenen çıktı değerleriyle karşılaştırılır ve

\[ \Delta W_{ij} = \eta \frac{-\partial E}{\partial W_{ij}} \]  \hspace{1cm} (6)

Bu denklemlerdeki sigmoid fonksiyonunun kullanılmıştır. Saklı katmandaki birimlerin etkilenimleri çıktı katmanına beslenirken çıktı katmanındaki birimlerin etkilenimleri YSA'ın çıktılarını oluştururlar. Bu çıktılar istenen çıktı değerleriyle karşılaştırılır ve

\[ \Delta W_{ij} = \eta \frac{-\partial E}{\partial W_{ij}} \]  \hspace{1cm} (7)
şeklinde \( \text{en dik işiş yöntemiyle} \) değiştirilerek hatanın en aza indirilmesine çalışılır. Eşer \( \eta \) küçükse işiş çok yavaş olabilir, \( \eta \)'nin büyük olduğu durumlarda da yüksek genlikli salımlar gözlenebilir. Bu soruna giriilen çözümlerden biri, (7) numaralı denkleme
\[
\alpha (W_{ij}^{t} - W_{ij}^{t-1})
\]
şeklinde bir momentum terimi eklemektir. Bu denklemden \( \alpha \), momentum katsayısı, \( W_{ij}^{t} \) t. adımındaki bağlantı ağırlığı, \( W_{ij}^{t-1} \) ise (t-1). adımındaki bağlantı ağırlığıdır. Buradaki düşünme, de şişine bir çeylensizlik katarak aşırı salımlar yapması yerine ortalama bir azalış karakterine sahip olmasını sağlamaktır.

İki evreli bu işlem, eğitim kümesindeki bütün elemanları için tekrarlanır. Eğitim kümesindeki bütün elemanların YSA'ya bir defa gösterilmesine bir devir denir. Hata belli bir değere düşüktüken sonra eğitim işlemine son verilir ve eğitim kümesinde bulunanın elemanlarından oluşan bir deneme kümesiyle YSA'ın genelleme yeteneğini ölçülür. Eğer yeterli görülmesse saklı kalmadaki birim sayısını artırırmak, daha başka eğitim kümesi kullanmak gibi yöntemlere başvurularak daha iyi bir sonuç alınmasına çalışılır.

5. EĞİTİM VE DENEME KÜMESİNİN OLUŞTURULMASI

Herhangi bir YSA’nın eğitimindeki en önemli etmenlerden biri de eğitim kümesidir. Eğitim kümesindeki elemanların sayısı yanında temsil etme nitelikleri de YSA’nın genelleme yeteneğini etkiler. Bu çalışmada incelenen etmenlerden birisi de bu olmuştur. Olası konum ve açı değerleri kullanılan etkinin fonksiyonunun özelliği nedeniyle \([0.05,0.95]\) aralığındaki değerler için çevrilmiş ve bu aralık değişik sayıda eşit parça bölünmüş ve değişik kompozisyonlara sahip eğitim kümeleri elde edilmiştir.

Bu çalışmada sabit bir deneme kümesi kullanmak yerine gerçek oyun koşullarına daha iyi temsıl etmek düşünülmüşse, YSA her on devirde bir 3000 kere oynatılmış ve K ve A tipi hatanın oranları hesaplanmıştır. Bu oyunlar sırasında \( R \), atış hedefini rasgele seçmektedir.

6. SONUÇLAR VE TARTIŞMA

YSA’nın ping pong oynamak üzere eğitilmesini kolaylaştırınmak ve çeşitli etmenlerin etkilerini incelemek amacıyla PC tipi bilgisayarlarda çalışabilen etkileşimli bir yazımın gerçekleştirmiş ve bütün çalışmalar bu benzetim yazılımı kullanılarak yapılmıştır. Yazılım, Turbo Pascal 6.0 ortamında geliştirilmiştir. Kullanları arayüzü Şekil 3’sinde görüldüğü gibidir. Bütün benzetimler, 25 MHz hız sahip 80486 işlemcili bir bilgisayarda yapılmış ve bu benzetimlerde \( \eta = 0.2 \), \( \alpha = 0.7 \) değerleri kullanılmıştır.

YSA’nın eğitimi sırasında eğitim kümesinin büyüklüğü ve saklı kalmadaki birim sayısının \( K \) ve A tipi hatalar üstündeki etkisi incelemiştir. Yapılan benzetimler sonunda A tipi hatanın bir kaça devir sonra sıfıra indiği ancak \( K \) tipi hatanın % 20nin altında döşmediği gözlenmiştir, Şekil 4. den de görüldüğü gibi \( K \)
tipi hatanın toplam atış sayısına oranı olarak tanımlanan başarı oranı üzerinde yalnızca eğitim kümesindeki veri takımını sayısı değil bu veri takımlarının açı ve konum uzayını tarama sıklığının da önemli olduğu anlaşılmaktadır.


Şekil 4. Başarı oranının eğitim kümesi kompozisyonuna göre değişimi.

Saklı katmandaki birim sayısının ise başarı oranı üzerinde fazla etkili olmadığı da Şekil 6 dan görülmektedir.
Şekil 5. K tipi hatanın ve E nin devir sayısıyla değişimi. (Burada kesikli çizgi K tipi hataya, sürekli çizgi ise E'ye aittir.)

Şekil 6. Başarı oranının saklı katmandaki birim sayısına göre değişimi.

Bundan sonraki çalışmalarında üçüncü boyutun eklenmesi, bozucu dış etkenlerin göz önüne alınması ve topa farklı hızlarla vurulmasının etkilerinin incelenmesi düşünülmektedir.
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Abstract

Jon Barwise and John Perry were instrumental in formalizing the commonsense notions that language is an integral part of our everyday experience and consists of situated activities such as talking, reading, writing, and listening. Primary function of these activities is to convey information. Depending on the time and place of its utterance, and its speaker, a statement can convey different information and hence can have different meanings. Various versions of the theory of meaning and reference set within Barwise and Perry's situation semantics have been applied to a number of linguistic issues (mainly) in English. In this paper, a semantic account based on situation semantics is proposed to establish a framework for understanding sentences in Turkish. The full version of this paper has been submitted to a journal for publication.

1. INTRODUCTION

Language is an integral part of our everyday experience. Some activities related to language include talking, reading, writing, and listening. These activities are situated; they occur in situations and they are about situations [2]. What is common to these situated activities is that they convey information [10, 12, 13]. When uttered at different times by different speakers, a statement can convey different information to the listener and hence can have different meanings. Consider the sentence "That really attracts me." Depending on the reference of the demonstrative that, its interpretation and hence meaning would change. For example, it would be uttered by a boy referring to an icecream cone or by a cab driver referring to fast driving, meaning absolutely different things [18].

To give a viable analysis of meaning in Turkish, we follow the theory of meaning and reference set within the framework of situation semantics. Situation semantics is a rather recent approach to language and information, first formulated by Jon Barwise and John Perry [6]. It provides a fundamental framework for a realistic model-theoretic semantics of natural language [5]. Various versions of this theory have been applied to a number of linguistic issues (mainly) in English [1, 3, 4, 9, 16]. The ideas emerging from research in situation semantics have been also joined with well-developed linguistic theories such as lexical-functional grammar and these works led to rigorous formalisms [17]. On the other hand, situation semantics have been compared to some other mathematical approaches to the theory of meaning such as the Montague Grammar [8, 11].

In this paper we propose a semantic account based on situation theory to establish a framework for understanding sentences in Turkish [22]. We focus, as a preliminary step, on utterances in which speaker uses simple sentences to convey information to listener.
What we mean by understanding a sentence is to identify the constraints placed on its utterance and to fill the roles of individuals (a point that will be explained in Section 2) by clarifying issues such as co-reference of phrases [19]. We consider simple SOV (Subject-Object-Verb) sentences formed from names, singular pronouns, and verb phrases. For such sentences, we are developing an artificial language and defining semantics to identify the meaning of expressions in this language.

2. SITUATION THEORY AND SITUATION SEMANTICS

Situation theory is an attempt to develop a mathematical field for meaning, which will clarify and resolve the problems in the study of language, information theory, intelligence, and the mind. It is a mathematical theory of meaning, but requires little background in mathematics. According to the theory, individuals, properties, relations, and spatio-temporal locations are the basic constructs. The world is viewed as a collection of objects, sets of objects, properties, and relations.

Individuals are conceived as invariants. Having properties and standing in relations, they persist in time and space. Objects are the parts of individuals. Words are also objects, i.e., invariants across utterances. All individuals, including spatio-temporal locations, have properties (like being fragile or red). They stand in relations to one another (like being prior to, being in, on, or under).

A sequence such as \(< r, x_1, \ldots, x_n >\) where \(r\) is an \(n\)-ary relation over the individuals \(x_1, \ldots, x_n\) is called a constituent sequence. Suppose an individual, named Bilge, was eating icecream yesterday at home and she is also eating icecream now at home. Both of these situations share the same constituent \(< \text{eats}, \text{Bilge}, \text{icecream} >\). These two events occurring at the same location, but at different times, have the same situation type \(s\) (cf. [2] for the origin of this idea). Situation types are partial functions from relations and objects to the values 0 and 1.\(^1\) The situation type \(s\), in our example, assigns 1 to the constituent sequence \(< \text{eats}, \text{Bilge}, \text{icecream} >\):

In \(s\): eats, Bilge, icecream; 1.

Situation types are independent of locations. Given a location and a situation type, they form a state of affairs which in fact is a static situation. That is, it stands through a small duration in time. In order to obtain a structure which keeps track of the changes, courses of events are used. A course of events is a partial function from locations to situation types. A course of events may contain information about events at more than one location. A course of events \(e\) that Bilge is eating icecream at location \(l_1\) (say 11:00 a.m., at home) and she is sleeping at a temporally succeeding location \(l_2\) (say 12:15 p.m., at home) is represented as follows:

In \(e\), at \(l_1\): eats, Bilge, icecream; 1,
\(l_2\): sleeps, Bilge; 1,
\(l_1 < l_2\).

We allow spatio-temporal locations to stand in relation with each other in three different ways: \(l_1\) temporally precedes \(l_2\) \((l_1 < l_2)\), \(l_1\) temporally overlaps \(l_2\) \((l_1 \circ l_2)\), and \(l_1\) spatially overlaps \(l_2\) \((l_1 \odot l_2)\). Clearly, in the last example we also have \(l_1 \odot l_2\).

\(^1\)They can only take 0 or 1 as a value, not a third truth value.
All of these abstract notions are used to classify real situations and to study the meaning of expressions. According to situation theory, meanings of expressions reside in systematic relations between different types of situations. They can be identified with relations on discourse situations $d$, (speaker) connections $c$, the expression $\varphi$ itself, and the described situation $e$. Some public facts about the utterance (such as who its speaker is and when it is uttered) are determined by the discourse situations [20]. The ties of the mental states of both the speaker and the listener with the actual world constitute the connections [18].

A discourse situation, as mentioned before, involves the expression uttered, its speaker, the spatio-temporal location of the utterance (i.e., when and where it is uttered), and the individual to whom it is uttered. Each of these aspects defines a linguistic role: the role of the speaker, the role of the addressee, etc. Then, we have a type of discourse event $D$ in which these roles are left unfilled. For example, if the indeterminates $\hat{a}, \hat{b}, \hat{a}$, and $\hat{l}$ denote the speaker, the addressee, the expression, and the location of the utterance, respectively, then the discourse event $D$ is given as:

$$D := \text{at } \hat{l}, \text{ speaking, } \hat{a}; 1,$$
$$\text{addressing, } \hat{a}, \hat{b}; 1,$$
$$\text{saying, } \hat{a}, \alpha; 1.$$  

Using a name or pronoun, the speaker refers to an individual. A name directly refers to an individual, independent of whether the individual is imaginary or real. A pronoun can either refer to an individual deictically or else it may be used indirectly by co-referring with a noun phrase. For the uses of names and deictic uses of pronouns, an individual must fill the role of referent in a discourse event. A situation $s$ in which the referring role is uniquely filled is called a referring situation. If in $s$ the speaker uses a noun phrase $\alpha$ to refer to a unique individual, this individual is called the referent of $\alpha$ (cf. [14]).

Tense markers of the tensed verb phrases can also refer to individuals; spatio-temporal locations. The past tense marker -DI in Turkish, for example, is used to refer to some location $l$ which temporally precedes the location $l_d$ of the utterance. Therefore, $s$ can be seen as a partial function from the referring words $\alpha_i$ to their referents $s(\alpha_i)$. This function is the speaker’s connections for a particular utterance [20].

Utterance of an expression $\varphi$ constrains the world in a certain way, depending on how the roles for the discourse situations, connections, and the described situation are filled. For example, “I am crying” describes a three-place relation [I am crying] on discourse situations, connections, and a described situation. Given a discourse situation $d$, connections $c$, and a course of events $e$, this relation holds just in case there is a location $l_d$ and speaker $a_d$ such that $a_d$ is speaking at $l_d$, and in $e$, $a_d$ is crying at $l_d$. In this case, this relation is denoted by $d,c[I \text{am crying}]e$. This approach towards identifying linguistic meaning is essentially what Barwise and Perry call the Relational Theory of Meaning [6, 7].

Utterance of a simple sentence $\varphi$ describes a situation. Utterance of EROL KOŞUYOR “Erol is running,” for example, describes a situation $e$, at a spatio-temporal location $l$ overlapping the spatio-temporal location of the utterance $l_d$, in which the individual named Erol is running:

\[\text{2}^2\text{Obviously, the speaker may not refer to anything at all. In this case, the role of the referent is left unfilled.}\]
$e := \text{at } l: \text{küşüyor, Erol; 1 where } l(=\text{c(-YOR)}) \circ l_d, \text{Erol=} c(\text{EROL}).$

The connection $c$ assigns a location $l$ to the progressive tense marker -YOR. This is denoted by $l(=\text{c(-YOR)})$. It also assigns an individual, named Erol, to the word EROL.\footnote{Following Barwise and Perry [6], we consider the meaning of a name $\beta$ as a relation between utterances of $\beta$ and individuals it is used to refer to. For simplicity, we assume that a name occurs only once in an utterance.}

The meaning of an utterance of $\varphi$ and hence its interpretation are effected by many factors such as stress, modality, and intonation. However, the situation in which $\varphi$ is uttered and the situation $e$ described by this utterance seem to play the most influential roles. For this reason, in the situation-theoretic account, the meaning of $\varphi$ is taken to be a relation defined over the expression $\varphi$, the discourse situations $d$, the speaker connections $c$, and the described situation $e$.

The constituent expressions of the sentence $\varphi$ do not describe a situation when uttered in isolation. Uttering a verb phrase in isolation, for example, does not describe a situation $e$. The other parts of the utterance (of which this verb phrase is a part) must systematically contribute to the description of $e$ by providing situational elements such as an individual or a location. For example, the situational elements for the utterance of the tenseless verb phrase KÖŞ “run” provide a spatio-temporal location for the act of running and the individual who is to run. For the utterance of the tensed verb phrase KÖŞYOR, an individual must be provided. The situational elements form the setting $\sigma$ for an utterance.\footnote{The elements provided by a setting $\sigma$ can be any individual including spatio-temporal locations. Throughout this paper, we will use $a_{\sigma}$ and $b_{\sigma}$ for the roles to be filled by the individuals provided by the setting $\sigma$ of an utterance, and $l_{\sigma}$ for the utterance location (if not implied by the utterance itself). $a_{\sigma}$ and $b_{\sigma}$ will especially be used for the subject and object filling roles, respectively.} The meaning of $\varphi$ is a relation not only defined on discourse situations $d$, connections $c$, and described situation $e$, but also on the setting $\sigma$.

The meanings of the constituent expressions of an utterance must be defined to obtain the meaning of the whole. This is what we shall do in the sequel.

3. MEANING of SINGULAR PRONOUNS

The pronoun BEN “I” has a straightforward meaning. When a speaker $a_d$ utters it in discourse situation $d$, it stands for that speaker. Hence, its meaning is dependent on the discourse situation:

$d, c[\text{BEN}]a_{\sigma}, e \iff a_{\sigma}=a_d.$

SEN is a singular pronoun in Turkish corresponding to the singular pronoun “you.” Its meaning is similar to that of BEN except that it designates the addressee $b_d$ in the discourse situation $d$, instead of the speaker:

$d, c[\text{SEN}]a_{\sigma}, e \iff a_{\sigma}=b_d.$

When uttered, its speaker and the location of utterance can be easily determined through discourse situation. The addressee may not be so obvious though. This is especially the case when there are more than one candidate to be the addressee. The listener can pick up the addressee by noticing, for example, whom the speaker is looking at or whom he is pointing towards.
Turkish has no grammatical gender. There is no distinction between “he,” “she,” and “it.” The personal pronoun 0 can be used for all of them. 0 is used to refer to things with which the speaker is connected. It can pick up its referent by going directly through the speaker or by having some noun phrase as an antecedent:

(1) KEDİ-MİN TIRMALA-DİĞİ KÖPEK 0-NU ISIR-Dİ.
   Cat-GEN scratch-NOM dog he/she/it-ACC bite-PAST-3SG
   “The dog that the cat scratched bit him/her/it.”

The two uses of 0 are illustrated in (1). In one case, the speaker uses 0NU to refer to someone mentioned elsewhere. This individual may be say, a child named Erol, playing in a nearby garden. In this case, the utterance of (1) has connection c which binds the pronoun to this individual, i.e., c(0NU) = Erol.

In another case, the speaker uses 0NU to refer to the individual described by KEDİ “the cat.” Suppose that Erol is telling a story about a cat he has seen in the garden. When he utters (1), Erol does not directly connect 0NU to the cat but his use of this pronoun picks its referent up by having the noun phrase KEDİ as antecedent.

The two uses of the pronoun 0 will be presented by subscripted forms. (1.1) and (1.2) represent the respective uses of 0NU in (1):

(1.1) KEDİNİN₁ TIRMALADIĞI KÖPEK 0NU₀ ISIRDI.
(1.2) KEDİNİN₁ TIRMALADIĞI KÖPEK 0NU₁ ISIRDI.

The subscripts indicate the different uses of the pronoun, not the existence of new pronouns 0NU₀ and 0NU₁, having two different meanings. Independent of whether a pronoun is inflected or not, we will talk about its meaning as it is used in the sentence. For example, the meaning of 0NU₀ in (1.1) is defined as a relation on the discourse situations, connections, a situation, and an individual provided by the settings:

d, c[0NU₀]a₀, e \iff c(0NU₀) = a₀.

4. THE MEANING OF VERB PHRASES

The predicate of a sentence in Turkish can be a verb or a construction with verb as its principal member. That is, it can be a verb with its object and various adverbial elements. Such a construction is called a verb phrase. A minimal verb phrase basically consists of three elements: a verb stem which can be a single unit or built up from several elements as in GEL “come” or DÖV, a tense marker added after the stem, and a personal ending following this tense marker [22, 23]. The personal endings are attached to a verbal predicate in the same way as they are added to a nonverbal predicate:

(2) [EROL-U DÖV-ÜYOR]⁶
   Erol-ACC beat-PROG
   “am/is/are beating Erol”

(3) EROL-U DÖV-ÜYOR-UM.
   Erol-ACC beat-PROG-1SG
   “I am beating Erol.”

⁵The abbreviations used for the English glosses are borrowed from [23].
⁶If a phrase is extracted from a larger one, it will be bracketed to show that the verb of the phrase can have some suffixes added in a larger utterance.
This is illustrated in (3) by adding the first singular personal ending to the verb phrase in (2). Consider the meaning of the verb phrase [EROL’U DÖVÜYOR] “am/is/are (SG) beating Erol” with the present progressive tense marker -YOR. It describes a uniformity across the meaning of sentences of which it is a part:

(4) AHMET EROL-U DÖV-ÜYOR.

Ahmet Erol-ACC beat-PROG-3SG
“Ahmet is beating Erol.”

(5) EROL-U DÖV-ÜYOR-SUN.

Erol-ACC beat-PROG-2SG
“You are beating Erol.”

An utterance of any of these sentences describes a situation. What is common to all such utterances is that the speaker is describing a situation in which an individual is beating Erol. Then, the meaning of the verb phrases can be seen as a relation between discourse situations, connections, courses of events, and individuals provided by the other parts of the sentence, that is, the settings:

\[ d, c(\text{[EROL’U DÖVÜYOR]} \sigma, e \iff i n e: a t l: \text{dövüyör, a}_\sigma, \text{Erol; 1} \]

where Erol=c(EROL) and \((l(=c(-YOR))) \circ l_d\).

The tensed verb phrases can be used as they are to form a complete sentence. The third person suffix is not added to the verb as in (4). In such cases, the meaning of the verb phrase is defined similarly. Meanings of the negated verb phrases such as (6) can also be defined as is done for the positive ones:

(6) [EROL-U DÖV-MÜ-YOR-DU]

Erol-ACC beat-NEG-PROG-PAST
“was/were not beating Erol”

The meaning of (6) can be defined as a relation again:

\[ d, c(\text{[EROL’U DÖVMÜYORDU]} \sigma, e \iff i n e: a t l: \text{dövüyör, a}_\sigma, \text{Erol; 0} \]

where Erol=c(EROL) and \((l(=c(-YORDU))) < l_d\).

The use of a subject pronoun in Turkish is optional unless the subject has an emphatic or contrastive function. If this is the case, the pronominal form of the pronoun becomes obligatory:

(8) BEN DÖV-ÜYOR-UM.

I beat-PROG-1SG
“I am beating.”

(9) O DÖV-ÜYOR.

He/she/it beat-PROG-3SG
“He/she/it is beating.”

The meanings of the sentences above do not change when the subject pronouns are omitted since the verbs already have person suffixes:

(10) O DÖV-ÜYOR-UM.

beat-PROG-1SG
“I am beating.”

(11) O DÖV-ÜYOR.

beat-PROG-3SG
"He/she/it is beating."

Whether the pronoun exists or not, for (11) the individual who beats is provided by the settings of its utterance. For (10), the individual is directly determined as the speaker \( a_d \) provided by the discourse situations:

\[ d, c[[\text{DÖVÜYORUM}]]_b, c \text{ in } e: \text{ at } l: \text{ dövüyör, } a_d, b, 1 \text{ where } l(=c(\text{YOR})) \circ I_d. \]

### 4.1. Tenseless Verb Phrases

We consider a verb phrase with no tense marker as a *tenseless verb phrase*. A tenseless verb phrase then consists of a verb stem and an object (if the verb stem is transitive) such as [EROL·U DÖV] "beat Erol" or [EROL·DAN KORK] "be afraid of Erol." Note that in all verb phrases the object receives a case suffix required by the verb stem:

\[ (12) \text{ [EROL·U DÖV] } \]

\[ \text{ Erol-ACC beat } \]

"beat Erol"

The tenseless verb phrases define uniformities across all the tensed verb phrases. The setting \( \sigma \) in which the tenseless verb is used provides not only an individual \( a_{\sigma} \) but also a location \( l_{\sigma} \) and a truth value \( t_{\sigma} \). The meaning of the tenseless verb phrase in (12) is then defined as:

\[ d, c[[\text{EROL} \cdot \text{U} \text{ DÖV}]]_\sigma, c \text{ in } e: \text{ at } l_{\sigma}: \text{ dövüyör, } a_{\sigma}, \text{ Erol; } t_{\sigma} \]

where \( \text{Erol}=c(\text{EROL}) \).

Even though the verb is transitive the object may be omitted. In such cases, the settings provide an individual \( b_{\sigma} \), standing for the object position, as well as an individual \( a_{\sigma} \):

\[ d, c[[\text{DÖV}]]_\sigma, c \text{ in } e: \text{ at } l_{\sigma}: \text{ dövüyör, } a_{\sigma}, b_{\sigma}; t_{\sigma}. \]

### 4.2. Sentence Connectives and Antecedent Relations

In Turkish, VE "and" and VEYA "or" are the two basic sentence connectives. A statement made by a conjunctive sentence usually describes situations described by both of its conjuncts. A statement made by a disjunctive statement usually describes those situations described by only one of its disjuncts. A statement made by a conjunctive/disjunctive sentence is not a conjunction of independent statements made by its constituents. Consider the sentence:

\[ (13) \text{ EROL BİLGE-YE BAĞIR-DI VE O ONA KIZ-DI. } \]

\[ \text{ Erol Bilge-DAT shout-PAST-3SG and he/she/it him/her/it angry-PAST-3SG } \]

"Erol shouted at Bilge and he/she/it got angry with him/her/it."

Assume that the pronouns 0 and ONA have antecedent relations with Bilge and Erol, respectively:

\[ (14) \text{ EROL}_{1} \text{ BİLGE}_{2} \cdot \text{YE BAĞIRDI VE O}_{2} \text{ ONA}_{1} \text{ KIZDI. } \]

When we break this sentence into its constituents, we lose the connection provided by the antecedent relationships between pronouns and names. The sentence 0 \( \text{ONA KIZDI} \), when uttered in isolation, reflects different semantic properties. For a meaningful utterance of it, there must be connections which assign individuals to the free pronouns 0 and ONA. In (14), however, due to the semantic interaction between two constituents, these
pronouns directly pick up their antecedents. For this reason, when the meaning relation is defined for sentences formed via connectives, the antecedent relations must be set right. This is possible if there exists a connection which is in the domain of both of the meaning relations of the constituents of the sentence:

\[ d, c \llbracket \varphi \lor \psi \rrbracket e \iff \text{there is a } c' \text{ extending } c \text{ such that } d, c' \text{ is in the domain of each relation } \llbracket \varphi \rrbracket \text{ and } \llbracket \psi \rrbracket, \text{ and both } d, c' \llbracket \varphi \rrbracket e \text{ and } d, c' \llbracket \psi \rrbracket e. \]

The same considerations apply to the disjunctive sentences:

\[ d, c \llbracket \varphi \lor \psi \rrbracket e \iff \text{there is a } c' \text{ extending } c \text{ such that } d, c' \text{ is in the domain of each relation } \llbracket \varphi \rrbracket \text{ and } \llbracket \psi \rrbracket, \text{ and either } d, c' \llbracket \varphi \rrbracket e \text{ or } d, c' \llbracket \psi \rrbracket e. \]

6. CONCLUSIONS

We have overviewed an interesting semantic account of natural language, viz. situation semantics, and applied it to clarify meanings of simple structures in Turkish. In this direction, we have defined the meanings of the constituent expressions of sentences to obtain the meanings of the whole in the framework of situation theory. To illustrate how the semantics for SOV sentences in Turkish can be formed in situation semantics, we are currently developing an artificial language. The expressions of this language will not be the syntactic entities of Turkish. Rather, they will represent the structures for a small fragment of Turkish and the expressions of this language will reflect the semantic properties of this fragment. We believe that this language will provide a basis for computationally identifying and filling the roles of individuals, and clarifying the co-reference of phrases in Turkish.
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Abstract

In the last five decades, research on Machine Translation of human languages, has produced many translation systems operating on a wide range of languages, text types and subject domains. Despite moderate success, there have been only a few systems to answer the industrial demand. In this paper we discuss criteria that determine the feasibility of Machine Translation, and propose optimum points at which Machine Translation can be better implemented. Structure of a prototype system for Turkish language is also included in discussions, which is based on the results of Turkish-English Newsreport Translation project.

Özet

Doğal yazının Bilgisayar Çevirisi üzerinde araştırmalar, yaklaşık elli yılındır, dil, metin türü, konu gibi farklılık gösteren ortamlarda çalışan çeviri düzenlerini ortaya koymmuştur. Göreçel başarılarla karşın bunların çok azı gerçek iğ ortamlarının gereksinimlerini yansıtabilmektedir. Bu bildiride Bilgisayar Çevirisi’nin uygulanlığını belirleyen etmenler üzerinde duracağiz, Bilgisayar Çevirisi’nı daha verimli kullanılabileceğimiz özel durumlardan bahsedeceğiz. Haber raporlarının çevirisi üzerine yaptığı araştırmamızda kullandığımız İngilizce-Türkçe ilkorun düzenleme yapısına da değindik.

1 Introduction

The earliest ideas for automatic translation of natural language by electronic computers were proposed by Warren Weaver (Hutchins 1986). In 1947 Weaver, having witnessed cryptographers breaking a 100-word coded text in Turkish without knowing the content or the language, argued that a foreign language text could be treated as an English text coded with different symbols and could therefore be similarly decoded. Based on Shannon’s Information Theory and WW II cryptography techniques, MT research, one of the pioneers of AI, was accelerated after a Georgetown-IBM experiment in 1954 demonstrating full intelligible output, despite the fact that the system was consisted of six grammar rules, 250 Russian-English dictionary entries and a selected set of input sentences. International attention to the experiment led to the formation of independent MT groups both in the West and the East. Major US sponsors were the National Science Foundation, the CIA, and US Military Forces and the source language was Russian for obvious reasons. This stream is known as the first generation systems which continued until the mid-60s. Because these systems start the translation process without any intermediate steps their approach is called direct translation.
Failure of first generation MT can primarily be explained by the lack of attention in linguistics, which was then admittedly premature for computational requirements. The ALPAC report, released in 1963 by the titular committee set to inspect the large MT research budgets of the government and labelled all MT activities as far from being worthy of funding. Consequently, most projects of the time had to come to an end. The exception is Peter Toma's SYSTRAN which is still in operation (Hutchins et al 1992). This system relies on first generation ideas but is still one of the foremost commercial systems as well, due to the thirty years of expertise and a powerful mixture of human effort with machine output.

1.1 Second Generation

Following the witch-hunt of MT scientists in US, the subject found roots in Europe, where the necessity for routine translation of long documents was not confined to defence and intelligence. European academics, long interested in MT, have independently formed research groups, and being better in multilingualism and worse in code-breaking, adopted a linguistics-based approach. With the help of relatively advanced computer technology and novel linguistic formalisms pioneered by Noam Chomsky's Transformational Grammar, MT architectures were structured into mutually independent system software and linguistic modules so as to enable non-computer scientists to participate in the development of a system. Therefore second generation started in the 70s.

Second generation MT systems basically work in three steps. Having been pre-processed down to basic linguistic units, the sentence is analysed and converted to a symbolic representation by a parser which is constructed according to a certain linguistic theory or grammar. Then, this intermediate symbolic representation of input is transferred to a corresponding formalism specific to the target language. In the final phase, the target language representation is input in a more or less deterministic generator for the production of natural language output. Building of the transfer module often follows the results of analysis module construction, i.e. the transfer process is dependent on the success of the linguistic theory that is employed to analyse the source language. Therefore the independent analysis of source language is the bottleneck of design and construction. Other groups which initially make a global emphasis of theoretical linguistics generally converge with the second generation techniques within a few years, e.g. the Rosetta, Phillips - Eindhoven MT project, which originally intended to follow the Montague grammars, isomorphism, and compositionality, had to diverge from its principled path. Similar examples have gathered second generation MT systems around the analysis - transfer - generation architecture with a clear separation of linguistic rules and computational procedures (Somers 1990).

Translation problems in organizations with multinational relations, e.g. Comission of European Communities, have created multilingual MT systems. EUROTRA, a common European MT project since 1978, is the typical example of a multilingual system with a colossal organizational split over twelve member countries with dozens of computational linguists, who participate in one of the 72 pairs of 9 official EC languages (Copeland et al 1991). Despite the heavy research and funding EUROTRA failed to deliver a fully operational MT system that translates official documents of the Comission, because of
unconstrained treatment of language, the high number of translation pairs and consequent logistic reasons. In such multilingual environments an interlingua can be considered an alternative to the transfer-based approach. Here, input is not transformed into an intermediate representation dependent of the source language but into one that is independent of source or target, reducing the number of modules into two (analysis and generation) for one language and 18 for 9 languages in the system. The Interlingua approach is particularly rational when constituent languages are close to each other.
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Figure 1: Translation methods.

2 Aspects of Machine Translation

Apart from the direct, transfer-based, and interlingual translation methods with linguistic rules, there have been attempts to build more intelligent systems by enhancing the traditional methodologies with knowledge components, particularly when linguistics is inadequate in solving problems of pragmatics, anaphora, or ambiguity. For solving lexical ambiguity, for example, IS-A graphs, and the inclusion of semantic variables in unification formalisms are both popular. The CMU MT laboratory has been long developing their knowledge-based translation approach. There have been more radical AI based experiments but they could not get out of the laboratory either. The employment of statistical learning, on the other hand, enjoys increasing popularity in constructing decision mechanisms for parsers and taggers, and there is the radical IBM project which follows a purely statistical method, mainly by comparing the occurrence of patterns in large bilingual corpora and concluding with translation probabilities of lexical units with respect to its context (Brown et al 1992).
2.1 Human Intervention

Most MT systems necessitate human correction at the end, and quality is determined by the amount of postediting. Restricted language and controlled input can lead to high quality but then this would not be translation of natural language. To decrease the postediting requirement, some MT systems allow human interaction during translation routines. By consulting the user for ambiguity or dubious patterns during any of the three phases, interactive systems can generate more reliable output. However the amount of human interaction should not reach the level where systems are used as an assistance for human translation task. Human interaction can be monolingual or bilingual. Monolingual interaction can take place during analysis or synthesis. UMIST's NTRAN project is an example of interaction by a source-language monolingual user (Somers 1990). In terms of industrial applications, a monolingual user environment is preferable to a multilingual one.

2.2 Industrial Availability

As mentioned earlier MT was initially found interesting in its prospects to translate technical data acquired from the enemy so that non-Russian speakers could judge developments in the Eastern Block. The USAF still employs a SYSTRAN version for such purposes. Since late 1960s China translated mathematics journals into an intelligible English through domestic MT systems. India, and South Asian countries, as well as Europe, have been benefiting from MT for a wide range of purposes, especially translation of technical manuals. In bilingual Canada every weather report is translated from English into French by METEO, installed in 1976 and considered the first fully automatic high quality MT system. Japan, which joined the race in the last decade, is now the leading country, with the majority of international Japanese companies having their own tailored MT frames. The Malaysian government have decided to translate all textbooks and documents into Malay which is replacing the former colonial English in university education. Independent computational linguistics groups in that country have developed their domestic systems within a national MT policy, and technical books are already being translated with these products.

2.3 Linguistic Ambiguity

Ambiguity, lexical or structural, determines parsing time in linguistics-based MT systems. Most of the analysis phase is spent on resolving these, and constructing the tree structure which represents the actual sentence. Examples for lexical ambiguity are: categorial as in Foot Heads Arms Body words having both noun and verb value (and headlining Michael Foot is heading a committee on arms), analytical as in paper which is the name of the material and the kind of text at the same time, or transfer as in Greek, which can be translated both as Rum or Yunan into Turkish. Structural ambiguity is the case when multiple parse trees can be obtained, such as he saw a girl with a telescope, the prepositional phrase modifying either the verb or the object. In translation to another language, either interpretations may have different equivalents. Although resolution of ambiguity is effortless for human brain, computationally they are difficult.
The aim of Machine Translation is to transfer messages in a source text into a target language text. This aim can be achieved with incomplete analyses and ignorance of meaning. In this point MT is different from other NLP fields which intend to transform linguistic messages into a form to activate computational routines. If we can get away with using short-cuts and unprincipled pragmatism in our design, it is perfectly acceptable. Turkish does allow such short cuts. Historically, Turkish has been subject to various points of influence, lexically, morphologically, and even syntactically. The language is, as a result, extremely flexible in terms of linguistic structures. Most syntactic divergencies from canonical form in major world languages have sufficient equivalence in Turkish (Özgüven 1991). Therefore Turkish can be mapped into from syntactically ambiguous constructions of English language. The syntactic flexibility makes Turkish a good target language and a bad source language.

2.4 Sublanguages

The real difficulty of translation between two languages rises not from the difference in structural difference in linguistic symbolism of concepts but the difference between the concepts themselves. Each linguistic environment has its distinctive perspective to real world events. The difference is larger in abstract concepts. To determine the “best” rendering the translator should “understand” the meaning in the source language, thus fully automated translation of general languages is only possible when the ultimate targets of AI are achieved. Instead of the general language, researchers have been designing MT to target specified subfields with parallel conceptual organization, such as technical manuals. Sublanguages are not artificially restricted languages; the rules and the frequencies of the domain have to be carefully studied. The MT research in sublanguages therefore requires the analysis of large corpora with statistical methods as well as a careful description of the terminological structure attached to the concepts.

3 Translation of English News Reports into Turkish

The sublanguage of news reports is not as firmly defined as technical fields. Many reports contain parts of human speech, some which report less important events use a less formal language. But there is a clear distinction from newspaper reports and commentaries, and coherence in terminology. We designed the backbone of an integrated system that will allow the semi-automated translation of wired newsreports in English for Turkish-only speakers.

3.1 Working Environment

The design foresees an integrated environment that provides the monolingual user tools necessary to run the translation task alone. These are dictionaries, thesauri, and other suplementary software. The user is to answer the questions directed by individual translation modules to fine-tune the output. Most lexical ambiguities or alternative translations can be resolved by the user. The environment should give the user the freedom to overview the partially translated text and leave certain answers to the end or to refer to other text.
The design of the interactive software tools is as important as the core translation machine. Even so, the output may still not be the perfect translation, e.g. the Turkish text will contain forms that appear more frequent than normal. Therefore the output quality will not be good enough for Turkish newspapers, but it will be fully intelligible for the monolingual user, and ready for forwarding to a human translator who will make the final corrections. In our model system we have not simulated the environment but only the core translation mechanism.

3.2 Translation Procedure

Input news reports are firstly preprocessed and broken down into sentences, which are built of lexical items with pointers to dictionary entries. The Phrase Analysis module marks closely bound groups of words, such as noun phrases. From this point on translation is divided into two mutually independent parts that process the phrases internally and externally. Phrase Translation returns Turkish equivalents of every group. On the parallel branch, the sequence of phrases are structurally analysed, and Structural Translation transforms the representations into Turkish equivalents. In the final stage two lines are assembled to produce the Turkish text.

We proposed a novel linguistics approach and left the structural ambiguities, that create computational problems in parsing, after we observed that most of them exist in Turkish. Also, a small amount of knowledge representation of terms is employed in the Phrase Translation phase.

3.3 Conclusions

Having analysed 1600 newsreport sentences manually, we tested a 46 sentence corpus (with corresponding dictionary) and the results were good. We wrote the prototype software in LISP on a SUN 4 architecture. Average translation time was 4 seconds per sentence. Of course these results are produced by only a small model of the actual design, and to realize the actual working environment, the interactive software has to be integrated with the core system.

Machine Translation is still a new subject, it is used in less than 0.1 % of the industrial translation market. Therefore the large gap in MT should be filled particularly if engineering is easier in points where concepts are universal, language is regular, and expectations are moderate.
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FUNCTIONAL CATEGORIZATION OF KNOWLEDGE
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Abstract
The continuous increase of human knowledge rendered the classification of knowledge an important task, from very early ages, for philosophers like Aristotle down to the modern age, to Wittgenstein. These classifications were necessitated by the difficulties in understanding, memorization and transmission of knowledge. An analogous task now is faced in knowledge based artificial intelligence systems as the needs arise to build larger and more versatile systems. In this paper we introduce a method for organizing knowledge into several linguistic categories. We describe how this categorization introduces clarity in representing different types of knowledge, how it facilitates the analysis of complex propositions into their simple constituents, and how these in turn can be assembled into complex constructs such as frames and schemata.

1 Introduction
Large knowledge systems of the future, especially those that will represent scientific theories in physics, chemistry, biology, astronomy, etc., cannot be confined to narrow domains of expertise. However, as the amount of knowledge given to or acquired by a system increases, two main problems arise: knowledge acquisition bottleneck (Lenat, Prakash, & Shepherd, 1986) and brittleness (McCarthy, 1983; Holland, 1986). Knowledge acquisition bottleneck is related to the acquisition of new knowledge by instruction or various other methods of learning. Minsky (1984) and Lenat et al. (1986) point out that, in acquiring new knowledge, the human mind overcomes this problem by recalling similar concepts it already knows about and by recording the exceptions to the case in consideration. Brittleness on the other hand, is related to the difficulties in having the knowledge system expand beyond the scope originally contemplated by their designers.

One solution to the brittleness problem, proposed by McCarthy (1983), is to provide a system with the ability to acquire commonsense knowledge and reasoning. Another solution, which emphasizes inductive learning and is based on general purpose learning algorithms, has been proposed by Holland (1986). His general purpose "classifier systems", are essentially reactive rule based systems relying on genetic algorithms.

Holland (1986) proposes induction as the basic - and perhaps the only - way of making large advances in overcoming brittleness. In considering the specific problems induction faces in this context, Holland identifies the creation of useful ways of categorizing input as the primary task. He suggests that categories must be incorporated into rules that "point" both to actions and to an aura of associated categories. That is, as they are induced, they must be arranged in a "tangled hierarchy", enabling the system to model its environment appropriately.

1 In his Categories, Aristotle defines nine concept based categories (e.g., see, Edwards, 1967, p. 155). According to his classification, individual expressions signify substance, quantity, relation, time, position, condition, action, or passivity.
Holland seems to have an Aristotelian notion of concept-based categorization in mind here as opposed to functional categorization of knowledge. By "category", he understands common abstract features between objects or frames, so that when these are captured, one set of feature can be used in developing a similar frame. (Frames can be regarded as complex propositions linked together by inheritance features.)

Lenat (1983) proposes to carry along multiple representations simultaneously and to shift from one representation to another to enable the knowledge system to carry out the most frequent operations more quickly. He says that this has not been much studied or attempted in artificial intelligence, except in very small worlds. Lenat's CYC system (see, Lenat & Guha, 1990) makes use of this idea.

Porter and Kibler (1986, p. 283) state that in machine learning research, most systems have been built on a small number of rules (heuristics) without having to address the problem of organizing learned knowledge into a coherent, efficiently accessible whole. Also, Cheng and Fu (1984) emphasize that, compared with knowledge representation or the formalization of concepts, little work has been done in the area of knowledge organization.

Woods (1986) offers a simple classification of knowledge. He states that the "knowledge of the world" consists of two kinds of things - facts about what is or has been true (the known world state) and rules for predicting changes over time. He mentions the need for taxonomic organisation. Woods also argues that the standard notations and semantics of the predicate calculus are insufficient by themselves - they need to be supplemented with additional mechanisms e.g., for non-monotonic reasoning, and metalogical reasoning.

A "functional" knowledge system described by Brachman and Levesque (1983), distinguishes between "definitional" and "factual" information. Their system contains two "boxes" of knowledge; one for maintaining analytical knowledge, and the other to build descriptive domain theories. They also use two languages for their representation, a frame language for analytical knowledge and an "assertional lanage" for the descriptive domain theories.

Langley (1986) states that although concept learning has been a basic mainstay of the machine learning community, most research in this area has ignored a number of well-established psychological phenomena. He says that basic-level categories appear to have a special status in human memory, being retrieved more quickly and being acquired earlier than other concepts, and suggests that more work is needed on concept formation, for such research would yield a better understanding of human concepts and their acquisition, and it should also lead to improved methods of nonhuman concept learning (also see, Gennari, Langley & Fisher (1989).

His notion of category referred here, is also concept based, in which clusters of concepts are regarded as categories, which in turn, are organised in hierarchies. A concept based approach addresses the issue of conceptual organisation of knowledge. Whereas, it can be argued that a considerable proportion of human cognitive activity is propositional. Therefore a functional organisation of knowledge needs to be developed at least in equal priority and depth.

The categorization introduced in this paper is based on fundamental methodological and linguistic criteria: methods of verification, meaning (use), and the function of expressions. It is not aimed at the classification of concepts, but of simple propositions. In philosophical terms, our concept of category is based on the deep grammar of propositions and therefore, is quite different from the concept-based notions.
2. Theoretical and Philosophical Background: Piaget and Wittgenstein

The future of artificial intelligence, to a certain extent, depends on the studies on cognitive development. Because of its better tractability by means of natural language, human cognitive development is still the best source for developing knowledge-based models in artificial intelligence. The foundations of cognitive science were laid by Piaget's work on human cognitive development in the early 1920s.

Piaget (1971) made extensive studies on human cognitive development and the development of language. There are several reasons why his work is of interest: It is related with 1) the linguistic methods of knowledge acquisition (questions and their classification), 2) the order of knowledge acquisition according to the types of knowledge acquired, 3) the methods of relating the acquired knowledge, and 4) the theoretical foundations for the organisation of knowledge.

Piaget (1971, p. 30) draws our attention to the importance of questions in cognitive development. From the standpoint of cognitive development, a question is a spontaneous search for information. He studies questions asked by the child between the ages of six and seven, and classifies them as questions 1) for causal explanation, 2) about reality, 3) on actions and intentions, 4) rules, 5) about classification, and 6) arithmetical questions.

It may be worthwhile to consider the child's questions from the standpoint of the organisation of acquired knowledge. Explanations seem to play a critical role in these activities. It is conceivable that the child's mind is actively involved in organising its knowledge during the knowledge acquisition processes. Analogously, intelligent knowledge systems may have to be given the ability to ask as many meaningful questions as possible during knowledge acquisition and learning, particularly in the development stage of such systems. The difficulties encountered in knowledge acquisition can be avoided by the use of such strategies of learning frequently used by the child. Lenat et al. (1986) use a similar strategy in developing the knowledge base of their CYC system, but their knowledge acquisition methods are not automated.

Piaget's observations on the "why" questions of the child can be viewed as the manifestation of the operations of an effective organizational capability for acquired knowledge. The child's lack of interest in logical justification of explanations can also be explained within this perspective: Confronted with a vast amount of knowledge to be learned, the primary cognitive problem must naturally be how to organise the acquired knowledge rather than learning how any proposition can be theoretically, logically or mathematically justified. Piaget's classification of questions and explanations, albeit for psychological purposes, constitutes an important step in understanding how expressions are used in language and how they might be classified according to their function and methods of verification.

Having seen some of Piaget's views on human cognitive development, we can now take a brief look at Wittgenstein's philosophical work on the grammatical distinctions between various types of expressions. Wittgenstein considered the functional classification of expressions as one of the most important tasks in philosophy. In one of his earlier works (Wittgenstein, 1965, pp. 44-45), he provides an illustrative analogy between the task of organising a heap of books into a library and the classification of knowledge. Wittgenstein pronounces that some of the greatest achievements in philosophy could only be compared with taking up some books which seemed to belong together and putting them on different shelves; nothing more being final about their positions than that they no longer lie side by side.

Wittgenstein's use of the methods of distinction between various types of expressions are at times implicit and scattered in his books. At Cambridge in 1939 (see, Wittgenstein, 1974), he devoted a whole series of lectures on how to distinguish mathematical sentences from
non-mathematical statements. For example, in (Wittgenstein, 1974, p. 34) he says: "Professor Hardy believes that \( x^2 + x \) is not a mathematical statement. It is no more a mathematical statement than 'William said that \( 7 \times 8 = 54 \) is a mathematical statement.' Here, Wittgenstein is trying to draw a distinction between a factual statement and a mathematical sentence. Indeed, later (Wittgenstein, 1974, p. 111), he clearly states that in his discussions he aims to show the essential difference between the uses of mathematical propositions and non-mathematical propositions which seem to be "exactly analogous" to the former. One of the criteria that he proposes for distinguishing between mathematical and non-mathematical statements is the prefix "by definition ", which is applicable to logico-mathematical and formal statements, but not to factual statements. In his various studies, Wittgenstein distinguishes between philosophical statements and theoretical statements; first-person psychological statements and theoretical statements; and basic belief statements and theoretical statements (e.g., see, Wittgenstein, 1953; Wittgenstein, 1970; Wittgenstein, 1978).

3 The Method of Categorization
The development of large and reliable knowledge systems requires an effective knowledge organisation. It seems that one way of achieving this is to categorize simple propositions into functionally different classes and then assemble them into frames as necessary. Here there are two questions to be asked: 1) How many grammatically different categories can be identified in language? 2) What can be the criteria to be used in distinguishing between these categories? Before we attempt to answer these questions, the problems of consistency and completeness in knowledge systems need to be reconsidered.

3.1 Consistency, Completeness, Validity and Truth
Since Gödel's (1962) famous theorem, it is widely accepted that an overall completeness and consistency may not be achievable in large bodies of knowledge. However, a domain dependent consistency and completeness can and needs to be maintained. It was Wittgenstein (1981, p. 118) who pointed out that a contradiction is not the end of the world, but something that sets a limit to a particular "language game" or "grammar". His remarks opened the way to a context dependent concept of consistency in the philosophy of language. More recently, from the viewpoint of artificial intelligence, de Kleer (1986) argues that there is no necessity that the overall database be consistent in a knowledge system. He suggests that a context dependent concept of consistency provides a better way of achieving control in problem solving. Similar arguments can be found in recent artificial intelligence literature (see, e.g. Lenat & Feigenbaum, 1987; 1991.)

It may even be meaningless to try to achieve an overall consistency and completeness in complex bodies of knowledge. The simple reason is that "truth" and "verification" have different meanings in different "grammars". In other words, quite different methods and criteria are employed in establishing the "truth" of propositions in different categories. To illustrate, let us consider the expressions:

1. \( 1^3 + \ldots + n^3 = (n(n+1)/2)^2 \).
2. Jupiter is a planet.
3. In a nuclear reaction, the amount of energy released is equal to the rest-mass difference multiplied by the square of the velocity of light (\( E = mc^2 \)).
4. Calculus was invented by Newton and Leibniz independently.
The criteria and methods that are used in establishing the "validity" of each of these expressions are quite different: The first expression is a mathematical statement which can be proved by the axioms of arithmetic using mathematical induction, and no factual investigation is needed to prove it. The second is a formal statement the "truth" of which is implied by the order of the concepts "planet" and "Jupiter" in language. Unlike theoretical, hypothetical, empirical statements, formal statements are not compared with facts for their validity. The third one is a theoretical statement which is used as part of a model to understand and explain certain physical phenomena. Finally, the last sentence is a historical statement, the "validity" of which is established by the methods used in historical study.

These four statements can be considered as belonging to four different categories, namely the categories of logico-mathematical, formal, theoretical, and historical statements. Propositions belonging to these categories can be found in the body of almost any scientific work. Therefore, knowledge systems should take into account such categorical distinctions. A system of criteria has been developed for functional classification of propositions, based on the works of Piaget (1971) and Wittgenstein (1974) outlined above. The principles for the functional categorization of propositions will now be described.

3.2 The Categorization Criteria
Propositions can be categorized according to their functions (uses) in language. The criteria that can be used in such categorizations can initially be divided into three groups:

1) Methodological (epistemic) criteria. The differences between the methods of verification (or falsification) of propositions may help to determine their categories. Verification methods of theoretical statements are different from those of logico-mathematical statements. In addition, verification may not apply to some propositions at all (e.g., allegorical and fictional sentences). A theoretical, hypothetical or empirical statement must be testable, or else must be derivable from testable theoretical statements, while logico-mathematical and formal statements are not verified by testing (i.e. by observation and/or experimentation).

Verification of formal statements is embedded in the logical structure of their constituent concepts in language. In this way, formal statements reflect the concept structure in language. For example the sentences, "A cat is an animal," and "Calcium is an element" are formal statements and no one would ask for their verification by the verification methods of theoretical, hypothetical or empirical statements. Definitions also belong to the category of formal statements. On the other hand, logico-mathematical statements (e.g., theorems, non-theorems, lemmas and corollaries) are subject to the criterion of provability in a formal or informal calculus.

2) Grammatical labels used in language in the form of prefixes and postfixes., which play a role in the categorization of expressions. Some examples are: "By definition, ...", "According to the theory, ...", "According to the hypothesis, ...", "According to our experiences, ...", "I believe that, ...", "I do not believe that, ...", "I feel that, ...", "Probably, ...", "Possibly, ...", etc. It seems that at times we use these prefixes like flags or labels for classes of expressions, to signify their places in our knowledge.

Each of these prefixes are meaningful with the expressions of a certain category, while with others they are not. For example, it is meaningful to say: "By definition, 2 + 2 is 4," while it is not meaningful to say: "By definition, the gravitational force between two bodies is proportional to their masses and inversely proportional to the square of the distance between them." Similarly, it is not meaningful to say: "According to the hypothesis, 2 + 2 is 4," while it is meaningful to use the prefix with a theoretical or hypothetical statement.
3) Comparisons and contrasts of propositions with the ones already identified as belonging to a category. Comparisons can be very useful in cases where other criteria may fail to identify the category of a statement. Consider Fermat’s "last theorem" for example. One might think that it is a hypothesis like those which physicists use to hypothesize certain subatomic particles (e.g. quarks). Fermat’s last theorem is easily comparable with some other familiar arithmetical theorems, whereas physical hypotheses are more readily comparable with other similar physical hypotheses.

By using these criteria, it is possible to build a system of categorization which can be used in distinguishing the following categories: i) logical propositions, ii) mathematical statements, iii) formal statements, iv) grammatical (or meta) statements, v) theoretical-hypothetical-empirical statements, vi) historical sentences, vii) factual statements. In addition to these, there are other identifiable categories which can be listed as: a) basic belief statements, b) sensory and intentional statements, c) metaphorical and allegorical statements, d) fictional sentences. However, these will not be considered here, because the seven categories above seem to be sufficient to represent scientific knowledge to a large extent.

A list of questions that can be used in determining the category of a given statement S, is as follows:

- Does the statement S describe an event currently in effect?
- Does the statement S describe a past event or state of affairs?
- Does the statement S define a concept?
- Is the statement S testable against facts?
- Is the statement S verifiable by observations/experiments?
- Is the statement S provable/deducible?
- Is the statement S about another statement?
- Is the statement S a comment on a property/relation?
- Is the statement S a comment on a state of affairs?
- Is the statement, "Possibly, S" meaningful?
- Is the statement, "Probably, S" meaningful?
- Is the statement, "By definition, S" meaningful?
- Is the statement, "According to the hypothesis, S" meaningful?
- Is the statement, "According to the theory, S" meaningful?
- Is the statement, "According to the experiences, S" meaningful?
- Is the statement, "According to the rules, S" meaningful?
- Is the statement, "According to (so and so), S" meaningful?

The determination of the category of a given statement is a classification problem, in which the parameters are the questions listed.

3.3 Examples of Categorized Propositions
Some examples of statements belonging to the seven categories named above are as follows:

Logical Statements:
- A proposition and its negation imply all other propositions.
- A proposition P is derivable from propositions P and Q.
Mathematical Statements:
- The sum of the inner angles of a triangle is 180 degrees.
- There are natural numbers \( x, y, z \) such that \( x^3 + y^3 = z^3 \).

Formal Statements:
- Jupiter is a planet.
- Cu is the chemical symbol of copper.

Grammatical Statements:
- Superconductivity is an important property.
- The statement, "Aluminium substitution reduces superconductivity," is consistent (with the knowledge base).
- Why \( \text{BaPbBiO}_3 \) is a superconductor is not explainable (by the existing knowledge).

Theoretical-hypothetical-empirical Statements:
- The decay products of neutron are proton, electron and antineutrino.
- Electronegativity of nickel is 1.9.
- In metallic superconductors, superconductivity and electron density are positively related.

Historical Propositions:
- Superconductivity was discovered by H.K. Onnes in 1911.
- Partial substitution of sulfur for oxygen in \( \text{LaNiO}_3 \) has been tried in superconductivity experiments.

Factual Statements:
- The price of Aluminium is 1.75 US dollars.
- The price of Scandium is over 50,000 US dollars.

Simple and complex propositional knowledge can be further organised within each category into levels of expressions. The levels can be based on Russell’s logical theory of types (see, Whitehead & Russell, 1970). The categorization has been applied to varying extents in four different computational models of scientific reasoning and discovery in particle physics (see, Kocabas, 1989a; 1989b; and 1991), and is currently implemented in the development of a computational model of discovery in oxide superconductivity. These will not be described here, but a discussion based on our observations about the implementations will be given instead.

4 Discussion
The importance of the categorization of knowledge lies in the following possible advantages it may provide in the acquisition, representation, refinement and effective use of knowledge: 1) simple and complex propositions of different categories can be represented, accessed and used separately, 2) automatic transformation of knowledge from one form of representation into another one, especially from predicate statements into frames, can be made easier, which can be very useful in knowledge acquisition during the development of large knowledge systems like CYC (Lenat et al., 1986), 3) some useful general formal and informal rules applicable to each category can be found, 4) logic mistakes in designing knowledge systems can be minimized, 5) search procedures can be made more effective, for categorization eliminates unnecessary search activities in the system, (e.g., formal questions can be answered by conducting search only in formal knowledge, theoretical questions in theoretical knowledge and so on), 6) more detailed and effective identification
and resolution of conflicts and theory revision (or truth maintenance) is possible, and 7) dynamic reorganisation of knowledge can be made easier.

Categorization of knowledge facilitates truth maintenance, as in such systems "truths" of propositions of different categories are established differently. (A more detailed description of conflict resolution based on the categorization is given in Kocaba, 1989c.) Furthermore, some priorities of validity can be given to knowledge belonging to certain categories. For example, if a factual statement is in contradiction with a hypothesis, the problem is resolved by simply giving priority to factual knowledge over the theoretical, rather than removing the hypothesis.

In a categorized knowledge system, hypothesis generation is more systematic. New hypotheses are generated from factual and theoretical knowledge by induction and other forms of generalization. Similarly, new hypotheses can be generated from theoretical knowledge by specialization, abstraction and abduction. Certain forms of reasoning do not apply to certain categories of knowledge (e.g., specialization is not applicable to factual knowledge).

Combined uses of frame and logic representation provides a more structured representation of knowledge. Frame representation by itself is less efficient in making full use of logical and extralogical inference such as deduction, abstraction and abduction (see, Lenat & Guha, 1990). On the other hand, logic representation alone provides a less efficient basis for certain kinds of reasoning (e.g. taxonomic and analogical reasoning). The integration of frame and logic representations allows the copying and transformation of knowledge from frames into predicate statements. Brewka (1987) describes a method for translating knowledge from frames into predicate statements. However, he makes no mention of any theoretical work on translating predicate statements into frames in a general and systematic way. Categorization provides this opportunity, as it allows the transfer or transformation of predicate statements into frames.

In a categorized system, knowledge acquisition does not have to be in the form of frames. Knowledge can be entered in simple predicate statements to be categorized by means of a small set of transformation functions. They can then be automatically structured into frames by means of a set of knowledge assembly functions. Naturally, the frames must reflect the categorical distinctions in their structure. For example, every frame can have slots corresponding to the category names such as "logical", "formal", "the" and "factual".

Categorization facilitates the analysis of descriptive knowledge. Other methods of expressing complex propositions in terms of their atomic constituents had been developed. E.g. Kowalski (1979, p. 33) describes the method of expressing n-ary relationships as a conjunction of n + 1 binary relationships. Complex descriptions can also be represented in this way. This method is directly applicable in frame systems, but it decomposes propositions into decrptions instead of atomic sentences, which may not always be desirable for reasons of hindering the effective use of logical and extralogical inference.

Complex propositions can be analyzed to and represented in simple, categorized predicate statements. Consider, for example the proposition: "The pulsar, which was discovered by radio astronomers is a rapidly spinning neutron star whose radio signal regularly turns off and on." This sentence can be split into simpler propositions:

- **formal**: A pulsar is a neutron star.
- **the**: A pulsar spins rapidly.
- **the**: The radio signal of a pulsar rapidly turns on and off.
- **historical**: The pulsar was discovered by radio astronomers.
As is seen, the constituent propositions are not only representationally, but also categorically distinguishable. Feigenbaum has recently redefined problem solving in terms of "knowledge assembly" rather than search (see, Engemore & Morgan, 1988, viii). In this new definition the emphasis is on "finding the right piece of knowledge to build into the right place in the emerging solution structure". In a categorized knowledge system simple propositions can be assembled together to build more complex constructs such as complex propositions, frames and schemata.

Inevitably, the categorization has its own drawbacks, beside introducing hopes in resolving some important knowledge level problems in the development of large knowledge systems. First of all, it imposes a structure on descriptive knowledge, which is based on a set of criteria. The validity of these criteria can be argued, but if humans utilize such criteria in organizing their knowledge, it is worth considering to utilize them in computational models.

Another problem can be with certain propositions whose category may not be easy to decide. In such cases, the proposition can be maintained in more than one category. However, such cases are rare, and the duplications do not pose a serious difficulty. On the other hand, categorization errors can be identified and resolved by a set of "knowledge administration functions" which can be built to supervise the "distribution", "maintenance" and the "assembly" of knowledge in the categories of the system.

Holland's (1986) suggestion of using general purpose learning algorithms and giving emphasis on inductive learning as a solution to the brittleness problem has appeal. However, systems based on such methods use complex input and output units and their complexity grows as the system is given knowledge of different kinds and levels. In the end, the brittleness problem transforms into two problems: Input and output management. To a certain extent this can be avoided in a multi layered general purpose system, but the theoretical basis for such systems has not been sufficiently developed. Additionally, Holland's proposal underestimates the role of the deductive methods in learning.

The categorization scheme introduced, is much more detailed than the classification suggested by Woods (1986) in which he divides knowledge into "facts" and "rules". His "facts" include what we call factual statements, simple logical, formal, mathematical, theoretical, and historical propositions. His "rules" include complex logical, formal, mathematical, and theoretical rules, which can be called rules of inference, as well as action rules (or production rules). The categorization meets some of the requirements proposed by Aiello et al., (1986), as it allows knowledge and metaknowledge to be represented in the same form. In this way, it allows the inference mechanisms to be accessible at both levels.

5. Conclusions

In this paper we described a methodology for organizing descriptive knowledge into several functional categories, and discussed the ways in which it can integrate different methods of representation such as predicate logic and frame representations. The categorization helps to resolve some of the major problems of developing and maintaining large knowledge systems. These problems are, brittleness, knowledge acquisition bottleneck, and the identification and resolution of conflicts. Clarity and simplicity are essential in building complex knowledge systems, because as the system grows, it becomes more and more difficult to keep track of the relationships between domain concepts. (Lenat et al., 1986; 1990) provide dramatic examples of the complexities of adding more knowledge to a large knowledge system.) The categorization scheme introduced, provides clarity and simplicity, as it allows different kinds of knowledge to be represented in an organized way. Commonsense, as well as scientific knowledge can be represented in the categories.
described. The categorization has been implemented in several computational systems which model reasoning and discovery in astronomy, particle physics, and high-temperature superconductivity, incorporating various methods of learning and conflict resolution. More detailed implementations are being carried out.
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Abstract
In this paper we examine how different levels of representation and learning can be integrated in computational models of discovery. We have designed a program, CER, which simulates some of the research activities carried out in the process of the discovery of high-temperature superconductors by Bednorz and Muller in 1986. These activities include goal and strategy choosing, proposing experiments, designing experiments, data collection, generating and testing hypotheses, modifying hypotheses, and generating explanations. The CER system integrates learning methods such as classification, learning by instruction, generalization and specialization, and by explanation based learning. In this way the program can perform learning at three different levels.

1 Introduction
Computational modeling of scientific discovery has emerged as an important research field in artificial intelligence in recent years. A number of discovery systems have been developed, utilizing different methods of learning and representation. The CER system (Kocabas, 1989a) introduces improvements on earlier systems in its representation of scientific knowledge and integration of methods of learning and discovery at different levels. The system has been designed to model the discovery of high-temperature oxide superconductors in an interrelated set of tasks such as proposing research goals, choosing research strategies, proposing experiments, designing experiments, generating and testing hypotheses, verifying, modifying or deleting hypotheses, and generating explanations.

Newell (1982) describes five different levels of representation in knowledge systems in increasing abstraction as device level, circuit level, logic level, symbol level and knowledge level. Kocabas (1991c) looks at representation in three levels in knowledge systems as device level, symbol level and knowledge level, and investigates the relationships between representation and learning through various methods. Accordingly, he classifies various methods of learning into these three levels of abstraction, and identifies learning in neural nets as device level learning systems, classifiers (Nilsson, 1965), genetic algorithms (Holland, 1975) and semantic nets as symbol level systems, and considers higher level learning methods such as similarity based (Dietterich & Michalski, 1983), explanation based (Mitchell, Keller & Kedar-Cabelli, 1986), and analogical learning as knowledge level methods. Here we add another level of learning: the control level, which concerns learning control rules. Some might object to the separation of knowledge as control and knowledge level (see, e.g. Lenat & Feigenbaum, 1987), but there are some practical reasons as to why the two are to be treated as distinctly. The distinction will be made clear in the following pages.
Majority of the current discovery models integrate learning methods horizontally. For example, the learning methods of AM (Lenat, 1979), EURISKÓ (Lenat, 1983), GLAUBER (Langley, Simon, Bradshaw & Zytikow, 1987), STAHL (Langley, et al., 1987), KEKADA (Kulkarni & Simon, 1988) and AbE (O’Rorke, Morris & Schulenburg, 1990) can be described as knowledge level methods. Only a few systems such as IDS (Nordhausen & Langley, 1987) integrate different levels (i.e. device and knowledge levels) of representation and learning methods.

The CER system (Kocabas, 1989) integrates learning at three different levels as symbol, knowledge and control levels. The system’s symbol level learning is performed by a classifier, knowledge level by a set of research operators, and control level by its explanation based generalization subsystem. In this paper we will describe how CER integrates various methods of learning in its simulation. We will also describe the system’s knowledge organisation and representation, as we believe that these are closely related with learning.

2. An Overview of CER

CER consists of a knowledge base, an explanation based generalization program (Mitchell, Keller, & Kedar-Cabelli, 1986), a set of system operators each consisting of a series of condition-action rules, a classifier (Nilsson, 1965), and a small set of primitive Prolog function definitions to assist input, output and list processing. In this section the system’s representation of descriptive knowledge, its control architecture and research operators are described and its classifier and how it is controlled by the program’s research operators is explained.

2.1 Organisation and Representation of Descriptive Knowledge

CER’s descriptive knowledge is represented as categorized predicate statements in Prolog. This representation is basically the same as in our earlier systems (see, Kocabas, 1989b; 1991a), but carries more detail and includes the following categories: 1) logical knowledge, 2) formal knowledge, 3) meta knowledge, 4) theoretical, hypothetical, empirical knowledge, 5) factual knowledge, 6) historical knowledge. An important addition in CER is the representation of processes and events by qualitative schemas (Forbus, 1984).

The system’s logical knowledge contains the definitions of logic functions and logical relationships between types of expressions. Formal knowledge contains domain definitions, class memberships and class-superclass relationships. Factual knowledge includes factual statements about domain objects; while theoretical knowledge contains theoretical, hypothetical and empirical statements acquired or generated by the program. Some examples of the system’s descriptive knowledge with category labels are as follows:

Logical: "larger" is a transitive relation.
Logical: "same_group" is a reflexive relation.
Logical: Ni is an element in LaNiO3.
Logical: "Na" is the symbol of sodium.
Factual: The price of Scandium is over US$ 50,000 per kilogram.
Theoretical: The critical temperature of Y-Ba-Cu-O compound is 91 K.
Theoretical: Specific heat and oxide superconductivity are related.

Some theoretical statements refer to process schemas such as

theoretical(reduces,process([substitution/of,tve,y,ybco],_),tc).
which means that a tetravalent element substitution for \( Y \) in \( Y-Ba-Cu-O \) superconductor reduces the critical temperature, where the process itself is represented separately by a schema.

CER’s meta knowledge contains statements about its domain predicates, hypotheses, etc. It is important to know in record, if certain acquired or generated hypotheses can explain a certain phenomenon. Historical knowledge contains the records of the historical development of research in superconductivity starting from Onnes’ discovery of the phenomenon in 1911. It also includes the records of the conducted experiments to avoid repetitions and the records of the refuted hypotheses. Some examples of meta and historical knowledge are:

- **Meta:** The isotope effect holds for metal superconductivity.
- **Meta:** Electron-phonon interaction mechanism explains superconductivity.
- **Historical:** “Superconductivity was discovered by H.K. Onnes in 1911.”
- **Historical:** “\( Al \) was substituted for \( Ni \) in formula \( LaNiO_3 \) to yield compound \( LaAlO_3 \).”

CER’s inputs are the logical, formal, theoretical, factual, meta and historical knowledge in its knowledge base. Since the system’s descriptive and definitive knowledge is maintained as separate from its prescriptive knowledge, new descriptive domain knowledge can be added to it. The system also accepts, by interaction, the results of the experiments it has proposed. Some other interactions occur during its activity (e.g., assigned time limits to strategies, methods and experiments).

### 2.2 CER’s Control Level Learning

The system’s design includes seventeen system operators and a control operator with an explanation based learning subsystem. As described below, each operator consists of a set of condition-action rules, and carries out a certain research task such as formulating and choosing goals, choosing strategies and designing experiments. Currently, only five of these operators have been implemented.

In order to accomplish its research objectives, the system has to carry out its research tasks in a certain order. (For example, a research strategy is selected only after research goals are formulated and a research goal is selected.) For this reason, CER must know which operator to activate first, and what other(s) after the completion of a certain task. The program learns its control knowledge by explanation based generalization (Mitchell et al., 1986).

CER has a hierarchic homuncular control architecture (Kocabas, 1991b), basically consisting of two levels of independent operators or "homunculi" (see Figure 1). In this architecture, a system’s methodological knowledge is represented as condition-action rules partitioned into a set of level-1 research operators, which in turn, are controlled by a level-2 or control operator by means of a message list. This architecture divides a system’s overall activities into actions, activities, tasks and jobs.

Each condition-action rule represents a set of conditions and a set of actions. A condition can be a proposition (to be proved in the knowledge base) or a message (in a message list). A set of actions are carried out, when the conditions of an action rule are satisfied. An action adds/deletes a proposition to/from the knowledge base, or a message to/from the message list. The totality of the actions performed by such a rule is called an activity. The set of activities performed by a level-1 operator is called a task, and the set of tasks performed by a group of such operators is called a job.
The changes in the message list are periodically monitored by the control operator, which activates one or more of the research operators in accordance with the state of the list. As each active operator completes its task, the state of the message list changes, and the control operator activates other operators accordingly. This goes on until all achievable tasks are performed, or the system is interrupted internally or externally. Since the research operators communicate with one another only through the message list, each acting as an autonomous agent in this architecture, like those described by Dennett (1978).

The benefits of this architecture are twofold: First, the system’s activities are divided into independent and manageable tasks, activities and actions. Secondly, the control operator can be taught how to distribute control among its research operators. CER learns the necessary control knowledge by using its on-line explanation based generalization module (or EBG for short). During training, the EBG system partially generalizes the message states and generates control rules such as

If the message list consists of the messages
message(p, ..., ) and
message(q, ..., ),
then activate operator H2.

So, basically, the learning consists of learning how to associate the new message states with a particular operator. Once the training is completed, the system can focus on new research problems directly under the control of its control operator. Table 1 shows the control rules of CER created during a particular run, where the condition parts of the rules contain generalized message states, and the action parts indicate which operator to be activated.

2.3 Knowledge Level Learning: CER’s Research Operators
CER has seventeen research operators (see, Kocabas, 1989), of which only five, namely Goal Setters (GS), Goal Choosers (GC), Framework Setters (FS), Strategy Proposers (SP)
and Experiment Proposers (EP) have been implemented, while six others are partially developed. The rest have yet to be developed from design to computational implementation.

Some of CER’s operators (namely, GC, SP, KG and EP) employ a simple trainable classifier (Nilsson, 1965) in choosing goals, strategies, methods and experiment materials among alternatives. CER uses only one classifier with different matrices for different classification activities. The classifier is activated by some of the action rules of these operators, and as will be described below, can itself be trained on line. The use of such classifiers as symbol level learning and search units is essential in decision making that involves conflicting constraints. We can now describe some of the system’s operators in terms of inputs, activities and outputs. In their descriptions, occasionally their acronyms are used for conciseness.

2.3.1 Goal Setters
Most intelligent activities can be considered as oriented towards achieving a set of goals, though some of these can be ambiguous or general. CER’s goal proposing rules (GS) are confined to scientific interest. Well-defined goals usually have a time limit for their accomplishment.

CER proposes research goals such as explaining an unusual phenomenon, or studying the possibilities of improving a desired property of a compound. One of the GS rules of CER assigns time limits to the proposed goals, and another one checks if the goals are correctly formulated, and asks them to be reformulated otherwise. The system currently has thirteen such rules, high level description of some of which are as follows:

- If a phenomenon has not been explained, then make it your goal to explain it.
- If a phenomenon is not explainable, then make it your goal to study it.
- If a physical property is an important property, then try to enhance that property on some substance.
- If a goal is entered to the agenda, then assign a time limit to it.

Table 1. Some of CER’s control rules generated by its explanation based learning module. Here, the ep( ), sp( ), gc( ), and gs( ) refer to the system’s research operators.

```
control :-
    and([message(goal,_,_), message(strategy,_,_),
     message(current/goal,_,_),message(current_strategy,_,_)]),
    activate(ep( )).
control :-
    and([message(goal,_,_), message(current/goal,_,_)],
    activate(sp( )).
control :-
    and([message(goal,_,_),
    activate(gc( )).
control :-
    empty_message_list,
    activate(gs( )).
```
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Inputs to the GS operator are logical, formal, grammatical and theoretical statements in the knowledge base as below, by means of which the system can generate its research goals:

- The superconductivity of Ba(Pb,Bi)O3 is not explained.
- The superconductivity of oxide coated films of aluminium is not explained.
- Superconductivity is an important property.
- Oxide superconductivity is a kind of superconductivity.
- Ba(Pb,Bi)O3 has superconductivity.

The outputs of GS are expressions labeled as messages with the internal label "goal" and an assigned time limit. A goal can be like:

- Explain the superconductivity of Ba(Pb,Bi)O3.
- Improve superconductivity in an oxide compound.

The time limits to goals are given by interaction, which indicate the length of time that the goal can be on the agenda.

2.3.2 Goal Choosers
Choosing between goals, strategies and experiments can be an important task in scientific research. CER's GC operator currently has two rules, which have both been implemented. One of these rules uses the system's classifier to choose between proposed goals. The classifier uses several criteria: cost, reward, time limit, achievability (by existing knowledge and by existing technology), and likeliness to be achieved by other researchers before. The values to these parameters are qualitative, and some are given to the classifier externally, while others (such as cost, availability) are drawn from the system's factual, theoretical and meta knowledge. The rules of this operator are as follows:

*If there are more than one goals, then use the classifier to choose a goal, and label it as the current goal. If there is only one goal, then label it as the current goal.*

*If the classification fails, then select a goal randomly.*

Inputs to this operator is a set of goals labeled as messages with assigned time limits and the qualitative values given to the parameters of the classifier for each goal, while the output is a single, labeled as a message with the internal label "current goal".

2.3.3 Strategy Proposers
When a research goal is chosen, there may be alternative ways (e.g. strategies) to achieve that goal. Moreover, a research strategy may use different methods. Some research goals are simply achieved by literature search, some others by theoretical analysis, and yet others by experimentation. Scientists choose the most appropriate research strategies to achieve their goal in an economic way. CER's SP operator performs its task in accordance with the system's current research goal. The system has fully implemented fifteen SP rules, one of which assigns time limits to the strategies while another one uses the classifier to choose between alternative strategies, on the basis of cost, time required, and likeliness to succeed. The following are two of the SP rules:

*If the current goal is to explain a phenomenon, then make a list of all the strategies for finding and explanation.*
If the current goal is to improve a property \( P_1 \) and another property \( P_2 \) is positively related with \( P_1 \) and a process \( S_1 \) improves \( P_2 \), then propose experiments to apply \( S_1 \).

Inputs to this operator can be formal and theoretical statements, and the message that states the current goal. Outputs are messages that indicate the considered strategies and the current strategy with assigned time limits.

2.3.4 Experiment Proposers
The tasks of this operator include the following: Making a list of relevant processes and techniques for the research, determining the relevant test properties for an experiment, determining the experiment materials having these properties, choosing the best material from a list of materials by classification against criteria such as availability, likeliness to produce success, cost and relative hazards. CER currently has eleven EP rules, three of which use the classifier to choose experiment materials, substitution elements and substituting elements among alternatives. Some of the rules of this operator are as follows:

If the current strategy is experimentation applying a particular process, then record that process as the current process.

If the current strategy is experimentation, and a process has been chosen, then select the experiment materials with the relevant properties.

If there are alternative experiment materials for the same process, then choose the best material by classification.

Inputs to Experiment Proposers can be formal and theoretical statements, and messages that indicate the current goal and current strategy. Outputs are messages indicating the relevant processes, relevant properties, the current process, experiment materials, current experiment materials, substitution elements and substituting elements.

2.3.5 CER's Other Operators
We will not describe the system's other operators, but will provide a summary description of its Hypothesis Generators and explain the methods of learning used by this operator. Hypothesis formation is one of the most important activities in scientific research, and has been studied extensively (e.g. see, Lenat & Feigenbaum, 1987; Darden, 1987).

The tasks of CER's Hypothesis Generators include: generating hypotheses on the variations in the physical, chemical, etc., properties of the system under study, using induction, abstraction, abduction, and analogy. The program has currently forty such rules most of which were extracted from the research reports on oxide superconductivity. Some of these rules are as follows:

If a physical effect \( P_1 \) cancels another effect \( P_2 \), then hypothesize that there is another effect related with \( P_1 \) and \( P_2 \).

If the value of a property \( P_1 \) changes in parallel with the changes with the value of another property \( P_2 \), then hypothesize that \( P_1 \) and \( P_2 \) are related.
Table 2. An example of CER's classification. Here, the classifier is to choose an experiment material from three alternatives M1, M2 and M3, and chooses M2.

<table>
<thead>
<tr>
<th>Qualities</th>
<th>weights</th>
<th>M1</th>
<th>M2</th>
<th>M3</th>
</tr>
</thead>
<tbody>
<tr>
<td>availability/h</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>availability/m</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>availability/l</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>cost/h</td>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>cost/m</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>cost/l</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>success hope/h</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>success hope/m</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>success hope/l</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>hazards/h</td>
<td>-3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>hazards/m</td>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>hazards/l</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

S

<table>
<thead>
<tr>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>4</td>
</tr>
</tbody>
</table>

The results of experiments are generalized into hypotheses in stages. For example, if the experiment result is: "Substitution of Al for Ni in LaNiO3 did not improve conductivity," then this is generalized in an increasing degree of abstraction stages as follows:

a) Substitution of Al for Ni in LaNiO3 does not improve conductivity.

b) Substitution of Al for Ni in oxide superconductors does not improve conductivity.

c) Substitution of Al in oxide superconductors does not improve conductivity.

If, in a later experiment, say, the result is: "Substitution of Al for Bi in Ba-Pb-Bi-O improves conductivity," then the hypothesis (c) is deleted. This example contains multiple levels of abstraction (Darden, 1987).

2.4 Symbol Level Learning: CER's Classifier

As has been mentioned, CER uses only one classifier (Nilsson, 1965; Hunt, 1975) for several different classification tasks. In experimental scientific research, preference is normally given to materials that are less costly, more easily available, more likely to yield success, and less hazardous. It is easy to see that these criteria can be in conflict with one another. For example, a particular material can be cheap, but highly toxic; another material can be easily available, but less likely to yield successful results in the proposed experiments. In such cases, the problem is to find the best material against a set of conflicting parameters. Purely rule based methods cannot resolve such problems efficiently, unless some supplementary methods are used to reduce the number rules, for, as the number of classification parameters increase, the number of rules required for classification can increase exponentially. Whereas a linear classifier can pack $n^2$ sets of rules in a vector of $n$ parameter ranges. Additionally, classifiers can provide approximate solutions with incomplete data.

CER’s classifier runs as a module, like the explanation based generalization program described earlier. It uses different evaluation matrices for different classification tasks such as choosing goals, strategies, methods, processes and experiment materials from

---

1 The classifier is a short program (about 4K), also implemented in Prolog.
among alternatives. These matrices can be created, developed and modified on line without impairing the system's activities, and can be saved for future use. The classifier can be trained in two different ways: 1) by directly providing qualitative values to each parameter (e.g. cost, availability, relative hazards, etc.), 2) by learning from failure, in which case, the parameter values given to the correct object are used as increments in modifying the matrix.

To illustrate how the classifier can be trained directly, consider that we want to train it for choosing an experiment material. When the classifier is fired by the rule, a list of experiment materials, say \( M_1, M_2 \) and \( M_3 \) is given as objects. Similarly, the classification parameters are entered. These can be cost, availability, likeliness to succeed, and relative hazards (see, Table 2). Each parameter can be further divided into qualitative ranges such as "high", "medium" and "low". For each object, parameter values are also entered. The values given to each parameter is related with its desirability. For example, high cost is not desirable, and therefore can be given a negative integer value such as -1 in an interval of -3 to +3. Similarly, medium and low costs can be given the values of 0 and 1 respectively. This direct way of training the evaluation matrix relies heavily on domain knowledge.

Once an evaluation matrix is created for a particular classification task, it can be used in similar classifications. To explain how the classification works, let us return to Table 2. When the list of experiment materials is known to the classifier, the qualitative values to availability, cost, likeliness to succeed, and relative hazards are provided to the classifier for each material. These values are multiplied with the corresponding values in the matrix (column 2 in the table) for each experiment material. The experiment material that has the highest weighted sum is reported by the classifier as the choice (which is \( M_2 \) in the table).

The classifier asks the teacher if its choice is the correct one, and if the answer is affirmative, it is recorded as the correct choice. However, if the teacher is not happy with the choice, the second type of learning, i.e. learning by failure takes effect. The teacher enters the correct choice, and the values given to the parameters are added to the values in the matrix to increase the weights of the choice. In this way, with its modified matrix, the classifier favours the trainer's bias in the later classification activities. CER's classifier can build its evaluation matrices entirely by this second type of learning. In other words, learning by failure is applicable to it even when the evaluation matrix is blank. However, in this method learning is incremental and therefore slow.

3 The System's General Behaviour
Initially CER has the formal, theoretical, meta and historical knowledge from the earlier work on superconductivity, some examples of which were given above. CER's initial knowledge also includes detailed formal, theoretical and factual knowledge about all the chemical elements in the periodic table, which include more than forty properties for each element. The system's behavior in its research activities depends on the control knowledge that its control operator has acquired through training. What follows is the general description of the system's behavior after such a training session.

In its first run, the program generates a set of research goals from the records about unexplained phenomena, important physical properties and contradicting hypotheses in its knowledge base. As illustrated in Figure 2, CER generates basically two kinds of research goals: finding an explanation to a phenomenon, and studying a phenomenon. Once it has formulated its research goals, CER assigns time limits to them. Its next task is to choose a research goal to focus on. When the research goal is selected, a research framework has to be drawn, so that the system can focus on the relevant aspects of the research problem, by recalling the relevant information about the objects, properties and relations from its static
knowledge base. Then, the system proposes research strategies, and selects a strategy from the general strategies that it knows.

CER knows two general strategies for explaining a phenomenon (gathering knowledge from external sources and theoretical analysis) and two strategies for studying a phenomenon (theoretical analysis and experimentation and/or observation). For each strategy there may be a number of alternative processes and techniques. For example, in studying a physical phenomenon, new materials with certain properties may need to be synthesized, which may require the application of certain processes.

In order to study a phenomenon, CER proposes strategies, and chooses a strategy. If the strategy is experimentation, then it proposes processes for experimentation, and chooses a process. Then it finds the appropriate materials for the experiments, from which the system chooses the best experiment materials. After the experiment materials are determined, experiments are designed, expectations are stated, and then experiments are conducted. The experiment results are compared with the current goal, and if the goal has not been achieved, alternative materials, processes, and strategies are tried. The research continues until all goals are achieved, or their time limits expire.

CER's search in pursuing its goals can be viewed as a combination of heuristic search and best-first search. Heuristic search is employed by the activities of the system's methodological rules. The program's search in choosing goals, strategies, methods, etc., can be viewed as best-first search, for its behavior in these cases is dependent on the weights given to the alternative choices. CER's control message list functions like a constantly changing agenda, by means of which the system's control operator directs its activities.

4 Evaluation of CER's Methods
In this section, we will take a critical look at the system's organisation of descriptive knowledge, its research operators, learning methods, and control architecture.

4.1 Knowledge Organisation
Current discovery systems employ either a frame representation, a rule based or predicate logic representation, or some combination of these. CER's representation of descriptive knowledge in categorized predicate statements is different from the methods employed by other researchers. CER also uses qualitative schemas (Forbus, 1984) for representing processes. This enables the system to reason about processes in an efficient way. To illustrate, consider the theoretical statement taken from CER's knowledge base,

theoretical(reduces,process([substitution/of,tree,y,byco]),tc).

New hypotheses from such theoretical statements can be generated by perturbation over the arguments before any direct reference to the process descriptions themselves. The categorization also facilitates the integration of methodological and control knowledge with the system's descriptive and definitive knowledge (see, Kocabas, 1992).

4.2 System Operators
CER's design aims at modeling various tasks carried out in scientific research. Its research operators cover a wide range of research activities, in which they can serve as a starting point for the design of such models. CER's operators contain some of the methodological rules of problem generators, problem choosers, strategy proposers and decision makers of Kulkarni and Simon's (1988) KEKADA with minor modifications or improvements.
However, an important difference between the two system's is the former's use of a classifier, while the latter relies on a series of rules for choosing processes and experiment materials. Classifiers provide three main advantages over the rule based methods in such classification activities: 1) They are more flexible, for it is much easier to dynamically modify or change the evaluation matrix of a classifier than modifying or changing methodological rules, 2) They can pack more information per unit of computational space, and 3) They can be trained, while rules cannot.

4.3 Methods of Learning and Discovery
CER conducts search at three different levels: 1) search in directing tasks through the control rules of its control operator, 2) knowledge level search by the action rules of its level-1 operators, and 3) symbol level search by its classifier. In this, the system integrates the methods of learning at three different levels, and also provides an example to knowledge level control of symbol level systems at the same time, in the way its action rules control the system's classifier. Currently, unlike IDS(Nordhausen & Langley, 1987), CER does not have device level learning units. The system's methods of learning includes learning by experimentation, by generalizations (of its hypotheses), explanation based learning (of its control rules), and learning by classification. The program's generalizations of its experiment results and hypotheses consist of replacing individual objects names (e.g., of an element) with class names that appear as arguments in the expressions.

4.4 Control Knowledge and its Organisation
CER's control architecture has some similarities with blackboard control architecture (Hayes-Roth, 1985; Engelmore & Morgan, 1988), particularly in that its message list can be seen as functioning like a blackboard. However, there are some basic differences. First, the former's knowledge organisation is entirely different from those implemented in the blackboard systems. Second, the latter systems use a global blackboard, while CER uses its message list only as a medium for communication between its operators, and can also use a multiplicity of such message lists in a hierarchic homuncular organisation (Kocabas,
Third, the system's operators only represent methodological knowledge as opposed to the "knowledge sources" of the blackboard systems, which may also represent descriptive and definitive knowledge. Finally, blackboard systems use sophisticated schedulers to determine which configuration of the blackboard should cause the activation of which knowledge sources, whereas CER can learn its control knowledge.

Several other learning systems such as LEX (Mitchell, Keller, & Kedar-Cabelli, 1986), PET (Porter & Kibler, 1986), and PRODIGY (Minton & Carbonell, 1987) also have the capability of learning control knowledge by explanation based methods. Among these, PET has the additional capability of learning control in sequences of activities or "episodes". However, these systems operate in relatively narrow domains. They do not employ message lists as CER does, but use the states of their dynamic memory as the problem states. Consequently, they are "flat" systems as opposed to CER's essentially hierarchic control architecture.

A significant point about the organisation and control of CER's methodological knowledge is that it provides a prototypical model of how scientific research and discovery can be taught. According to this model, methodological knowledge (in the form of action rules) can be taught by instruction, while the control and coordination knowledge, by explanation based methods. CER's control operator can also be trained by other methods such as classification besides explanation based generalization. However, for this task, the classification requires a large number of training examples, and therefore, is cumbersome.

5 Conclusions
In this paper we have described how in a computational model of discovery different methods of learning can be integrated, through a program, CER, which constitutes a step towards a comprehensive model of scientific research. The program learns and conducts search at three levels: symbol level, knowledge level and control level. The symbol level search is carried out by the program's classifier, while knowledge level search is conducted by its rules of action, and control level search by the system's control operator. CER's knowledge organisation facilitates the integration of search at different levels, and the use of such different methods of learning as classification, abstraction, and explanation based learning.

Modern scientific research is a complex enterprise usually requiring a large number of small but necessary inventions and discoveries of tools, techniques and subsidiary hypotheses before its main goals and strategies are accomplished. Even the design of an experiment requires a great deal of background knowledge about the methods, materials, processes, experimental tools and their proper arrangement, and about the conditions of measurement. Therefore, a few hundred rules in a computational system can only provide a sketchy model for scientific research and discovery. Nevertheless, computational modelling of discovery provides us the insights on the reasoning behind the critical decisions taken by the scientists during the course of their research.

The system's hierarchic control architecture introduces a new perspective into the design of computational models of research and discovery: A system can learn its control knowledge for distributing its tasks over its subsystems by explanation based learning. We have described how this method has been applied to train CER's control operator. This control architecture can be extended downwards to the system's action rules, so that each operator can learn which rule to activate next, adding more flexibility into the representation of methodological and control knowledge. Another advantage of the hierarchic organisation of such operators is to enable the system to make maximum possible use of parallelism.
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ABSTRACT

Neural Networks (NN) have recently attracted particular attention from scientists and engineers. Various aspects of NN have been studied and the applications of them are searched for some problems such as robotics, navigation, speech recognition... Speech recognition has become one of the very successful application of NN.

This study gives an overview of speech recognition NN. It introduces some recent results achieved by authors and compares these with the results of other techniques for speech recognition (specifically Hidden Markov Model (HMM)). The paper specifically mentions Time-Delay Neural Network (TDNN) and successor architectures with training algorithms using the recognition performances of a subset of phonemes of Japanese.

ABSTRACT

Yapay Nöron Ağları (YNA) son zamanda bilim adamları ve mühendisler tarafından büyük ilgi görmüştür. YNA ile ilgili çeşitli konular bilim adamları tarafından çalışılması ve robotlar, yönetme, konuşma işaretinin tanımması gibi çeşitli uygulamalarda bu ağlar kullanılmıştır. Konuşma işaretinin tanıması YNA'nın en başarılı olduğu uygulamalardan biridir.

Bu çalışma konuşma işaretinin tanıması için kullanılan YNA hakkında genel bir fikir vermek amacıyladır. Bu alanda bizim elde etmiş olduğumuz genel sonuçlardan yararlanarak diğer bilinen teknikler (örneğin Markov Modeli) ile YNA'nın konuşma işaretini karşılaştırmışını hedefledik. Bu çalışma özellikle zaman geçikmeli YNA ve arkasından gelen nöron ağlarının ve eğitme algoritmalarının Japonca ses parçacıklarının bir altkumesi (/b,d,g,m,n,N/) kullanılarak yapılan sonuçlardan yararlanmıştır.

GİRİŞ

Günümüzde Yapay Nöron Ağları (YNA) konuşuda çeşitli araştırmalar yapılmaktadır [7],[9]. Bu alanda yapılan çalışmalar herbiri değişik amaç
ve değişik kriterleri olan kategorilere yol almaktadır. Bunlar arasında en başarılı olan çalışmalarından biri konuşma işaretinin tanıması ile ilgili araştırmalarıdır.

Bu çalışmada konuşma işaretinin tanıması için kullanılan güncel teknikler arasında YNA'nın yerini ve elde ettiği (genel olarak son zamanlarda elde edilen) sonuçları sunmayı amaçladık.

Konuşma işaretini bilgisayarlar ile tanımasına dayanan araştırmalar son 20 yıldan beri gidilince artan ilgi görmüştür [1]. Bugün az sayıda kelimenin tanıması için sistemler artık kullanılmaya başlanmıştır. Daha çok sayıda kelime (orta derecede büyüklükte kelime sayısı) için ise %100'e yakın tanıma oranı elde edilmiştir. Çok kelime增大 olusan (günük hayatda kullanılan kelimelerin büyük bir kısmını kapsayan) sistemler için ise araştırmalar sürmektedir. Her geçen gün bilgi ve tecrübe birikimleri sonucu daha büyük adımlar atılmaktadır. Sonuçta, konuşma işaretini bilgisayar ile tanıması dolayısıyla insan ve makina arasındaki iletişimin artması için yeni ufuklar açabilecektir.

Konuşma işaretinin tanıması için genel olarak üç temel tekniğin bahsetmek mümkündür: Dinamik zaman ayarlaması (Dynamic Time Warping or DTW) [5], Markov Model (Hidden Markov Model or HMM) [6,10], ve Yapay Nöron Ağları (YNA, Neural Networks) [7]. Dinamik Zaman Ayarlaması (DTW) ile konuşma işaretini oluşturan kalıpların (templates) birbirine uygunluğunu araştırmır. Konuşma işaretini oluşturan vektorların (feature vectors) birbirine yakınlığını dinamik programlama ile araştıran bu teknik istatistiksel kapsamdan yoksundur, daha ziyade klasik anlama sekil, form tanıma (pattern recognition) ve dinamik programlama (dynamic programming) tekniklerinin birleşimidir. Bugün ticari olarak geliştirilmiş pek çok sisteme ve araştırma laboratuarında bu teknikin uygulanmasını görmek mümkündür. Sürekli (ağzıdan çıktığı gibi) konuşma işaretinin tanımansında (Connected speech recognition) diğer tekniklerin yanında temel bir yöntem olarak kullanılmaktadır. Bu yöntemin stokastik sekil "Viterbi algoritması" olarak bilinip, HMM in kullanıldığı temel yöntemlerden biridir.

HMM ve YNA tekniklerinden gelecek bölümlerde daha ayrıntılı bahsedilecektir. Son bölümde ise bu tekniklerle yapılan deneylerde elde edilmiş sonuçlar sunulacaktır.

MARKOV MODELİ (HMM)

Markov Model (HMM) olasılık teorisine dayalı günümüzde çok kullanılan kuvvetli bir tekniktir. Son 10 yılda bu tekninin konuşma işaretini tanıması problemine uygulanması için önemli çalışmalar yapılmış ve başarılı sonuçlar alınmıştır.

Genel bir HMM, \((A,B,\square)\) büyüklikleri ile tanımlanır. \(A\) = (aij) ve \(B\) = (bj(k)) terimleri durum geçiş matrisi ve çizik işaretli gözlenme olasılığı olarak tanımlanır. \(\square\) ise başlangıç durum olasılıklarının kümesidir. "aij" i durumundan j durumuna geçiş olasılığı, "bj(k)" ise k inci vektör kod elemanının, VQ: vector quantization technique) gözlenme olasılığıdır. \(\square\), i durumunun başlangıç durumu olması olasılığını gösterir.

HMM in eğitme fazında; örneğin, 100 ses parçacığı için

\[
O(n) = \{ O_t(n) \}, \quad t=1 \text{ to } T_n,
\]

\(T_n\) : ses parçacığını oluşturan birim sayısı

gözlemleri kullanılıp, \((A^*,B^*,\square^*)\) modeli aranır, öyle ki

\[
100
(A^*,B^*,\square^*) = \arg\max_{(A,B,\square)} \quad \text{Prob}(O(n) / A,B,\square).
\]

Baum-Welch algoritmalar kullanılarak, yukarıdaki eşitliğin sağ tarafındaki şartlı olasılık maximiz edilir. Viterbi algoritmalar kullanılarak en uygun durum dizisi veya ses parçacığını oluşturan birimlerin dizisi saptanır \((O(n) = O_1(n) O_2(n) ... O_T(n))\). HMM in bilinmeyen ses parçacıklarını tanıma aşamasında, sonraki forward algoritması ile herbir bilinmeyen ses parçacığının, bulunan modeller için, olasılıkları hesaplanır ve tanıma skoru elde edilir.

Sürekli HMM de, kodlanmış vektörler yerine orijinal vektörler (feature vectors of phonemes) kullanılmaktadır [10].

YAPAY NÖRON AĞLARI

YNA, HMM e göre daha yeni, üzerinde çalışılması gereken bir tekniktir. Alınan sonuçlar konuşma işaretinin tanıması konusunda YNAnın HMM yanında (veya birlikte) kullanılabilecek diğer bir başarılı teknik olduğunu kanıtlamıştır. Çalışmalar YNA nin konuşma işaretinin tanımasına uygulanmasında karşılıklık performans, dayanıklılık (robustness), modulerlik (modularity) gibi karşılıklık belli bazı problemlerin çözümü yönünde devam etmektedir.
Bu çalışmada konuşma işaretinin tanımması için kullanılan YNA'nın ses parçacıkları için elde ettikleri performans sonuçlarını sunmayı amaçladık. YNA birçok nonlineer işlem elemanının paralel olarak işlem gördüğü bir informasyon sistemidir. Temel olarak, N adet ağrılık giriş işaretli nonlineer transfer fonksiyonlu (örn. sigmoid fonk.) işlem elemanından geçirilir. En başarılı olarak kullanılan YNA çeşidi çok katmanlı perseptron (multilayer perceptron, MLP) olup, çeşitli sınıflama ve form tanıma problemlerine başarı ile uygulanmaya başlanmıştır [9]. Çok katmanlı perseptron (MLP) bir ileri-beslemeli devre olup, giriş ve çıkış katmanlarının arasında bir veya birden fazla katmanlar yer alır. Bilindiği gibi MLP un kapasitesi nonlineer işlem elemanlarından oluşmasından gelir, hatanın geriye iletilmesi (back propagation, BP) gibi bir eğitme algoritmasi ile kullanılacağı uzayın çeşitli örnekleri ile eğitilmesi gerekir.

Hatıranın geriye doğru iletilmesi (BP), YNA'nın üzerinde işlem göreceği uzayın örnekleri ile eğitilip, ağrılık değerlerinin bulunmasını sağlayan bir iteratif eğitme algoritmazıdır. Daha önceki çalışmalarımızda BP algoritmasını önerdigimiz "fuzzy eğitme" algoritması ile geliştirilmiştir. Bu konudaki çalışmalarımız demav etmektedir.

Çalışmalarımızda MLP geliştirilerek önerilen zaman geçikmeli YNA (TDNN) [8] ve geliştirilmiş devam edilen yeni YNA'nın sonuçlarını tartışmayı planladık [2,3,4]. Diğer tarafta sürekli HMM (continuous HMM) ve çeşitleri bu karşılaştırma için temel alınmııı.

SONUÇLAR

Bu çalışmada Japonca konuşma işaretini oluşturan 6 ses parçacığı olan /b,d,g,m,n,N/ (phoneme) sesleri (5240 kelimeden oluşan kelimelere dağıtılmıştır bu sesçikler toplanıp ve bu sesçikler ile deneylemler yapılarak) elde edilen genel sonuçlar karşılaştırıldı. Ayrıca konuşma hızına bağlı olarak izole edilmiş kelimeler (isolated words), ibareler (phrases) ve sürekli konuşma (continuous speech) olarak elde edilen değerler gözönüne alındı.

HMM üzerinde uzunca bir süredir çalışılan, başarılı bir teknik olarak, gerçekten çığır açıcı performanslara ulaşmıştır. Öğrenme ve test kümelerinden sadece test kümesi üzerinde elde edilen sonuçlar (doğal olarak) karşılaştırılmaya esas alınmıştır. Sözeliki HMM ile bu sonuçlar: İzole kelimeler için %97-98, ibareler için %85-86 ve sürekli konuşma için %70 ler cıvındadır.

YNA'nın özellikle konuşma işaretinin tanımması için tasarlanan sekli TDNN ve arka kısımdan gelen YNA yapıları hatanın geriye iletilmesi (back propagation) algoritmaz ile aynı /b,d,g,m,n,N/ deneylemlerinde HMMlere yakın sonuçlar göstermeye başlamışlardır: Test kümesi sonuçları izole kelimelerde %97 lere, ibarelerde %85 lere yaklaşmıştır. Ama YNA'nın
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ABSTRACT
In this work, an isolated speech recognition system designed for a digital exchange is introduced. The hardware structure of the system is given and the functions of each module are explained. Software steps and the algorithms are given, the training phase of the system and to build up the library in the system memory are discussed.

1. INTRODUCTION

Nowadays, digital exchanges are getting to be more powerful and more functional to serve the user. Basic function of a switch is setting up a proper speech communication channel. If we want to implement an operator function as an automated service in the system, we require a speech recognition process anyway.

Telephone services covers some manually operated services by an operator such as alternate billed calls. Alternate Billed Calls (ABC) refer to those calls billed to a number other than that of the originating telephone. This includes to collect calling information from the caller, to make a conversation with called party about the call acceptance, and to proceed the call control under called party wish. In essence, Alternate Calls service has been implemented by TELETAŞ as an Automated Alternate Billing System (AABS). In essence, AABS simulates the customer interaction that would normally be performed by an operator.

AABS has the following main functional steps;

1-Calling party dials a special service calls to initiate AABS service, a special announce, instruct to the calling party to dial the called party phone number.

2-AABS service, establish direct connection between "AABS and called party."

3-After off hook of the called party phone AABS generate a synthetic speech to explain the calling party phone number and service usage procedure.

4-Speech recognition part of the AABS recognize the called party answer and activate a proper AABS function for remaining actions.

5-If, the called party accepts the call, a direct connections established between the calling and called party, but charging information is transferred to the called site.

If, the called party refuse the call, calling party receive an announce about the refusal.

This paper concerned about the speech recognition system employed in the TELETAŞ's Automated Alternate Billing System. The system, basically depends on the isolated speech recognition process.

2. Implemented Speech Recognition System

Any speech recognition system can be implemented on the following functional steps;
- Speech segmentation and parameterisation
- Speech segment identification and recognition
- Word identification

Normally, word recognition requires speech segment recognition, and word recognition processes on the sequence. Although, any recognition process requires two logical processes.

a- Training Process
b- Recognition Process

Training process may help us to set up two reference library for the recognition system.

Turkish language speech segments library
Turkish language word definition library

The speech segment library may contain all of the basic Turkish Language speech segments with our parameter set on the vector quantized form. Any extracted segment parameters can be identified by using existing segment library.

Word definition library contains relevant speech segment set to define each word.

3. THE HARDWARE STRUCTURE OF THE SYSTEM

In the design of this speech recognition system, two microprocessors are used. One of them is a digital signal processor as TMS320C15, that realizes the feature analysis process. The other microprocessor, Intel 80C186 is the master controller of this system. 80C186 takes speech samples from PCM channel via a serial port (8920) and writes them to RAM. The data stored in RAM is converted to packets, each containing 80 speech samples. 80C186 writes the packets to a dual port RAM and the digital signal processor reads them.

Then, signal processor makes parameter extraction process from the samples. All speech data are sampled at 8 KHz, PCM frequency and analysed for 10 ms window length. Digital signal processor, makes windowing and computes the auto correlation coefficients, the linear predictive coding coefficients (LPC), zero crossing counts. Then, determine the formant frequencies from the LPC coefficients.

Digital signal processor writes these analysis parameters to the dual port RAM. The 80C186 reads the packet of parameters from the dual port RAM, quantizes them by using vector quantization algorithm. The evaluation of these parameters for segmentation and making decisions are realized on the 80C186 part of the system. The hardware structure of the system is illustrated in Fig. 1

4. THE ANALYSIS PROCESS OF THE SPEECH

The software which is implemented on the digital signal processor, makes the feature analysis process. The feature analysis, distills the information necessary for speech recognition from the raw speech waveform. Just as important, it discards information such as; background noise, channel distortion, speaker characteristics and manner of speaking.

Commonly used feature set for recognition is the LPC (Linear Predictive Coding) based feature set. The basic idea behind linear predictive coding is that a given speech sample can be approximated as a linear combination of the past speech samples. By minimizing the sum of the squared differences (over a finite interval) between the actual samples and the linearly predicted ones, a unique set of predictor coefficients can be determined. Linear predictive coding can be readily shown to be closely related to the basic
model of human speech production in which the speech signal \( S_t \) modelled as the output of a linear, time varying system excited by either quasiperiodic pulses (for voiced sounds) or random noise (for unvoiced sounds). The linear predictive coding method provides a robust, reliable, and accurate method for estimating the parameters that characterize the linear, time-varying system.

LPC-based feature analysis system is a block processing model in which a frame of \( N \) samples of speech is processed, and \( F \) feature vector is measured.

To obtain \( F \) vector, the speech signal is first pre-emphasized using a fixed first order digital system with transfer function;

\[
H(z) = 1 - a z^{-1}, \quad a = 0.95 \tag{1}
\]

giving the signal,

\[
\tilde{s}(n) = s(n) - a s(n-1) \tag{2}
\]

The signal is next blocked into \( I \) sample sections (frames) for feature measurement. In order to minimize the effects of the short time duration the analyzing of the speech waveform, a smoothing window, \( w(n) \) is applied to the data packet to taper the speech samples to zero at the end of the frame, giving the windowed signal,

\[
\tilde{X}_I(n) = X_I(n) \cdot w(n) \tag{3}
\]

A typical smoothing window, used in LPC analysis systems is the Hamming window defined as,

\[
w(n) = 0.54 - 0.46 \cos \left( \frac{2 \pi n}{N-1} \right) \tag{4}
\]

The next step in the feature analysis software is to perform an autocorrelation analysis of the windowed frame of data, giving

\[
R_I(m) = \sum_{n=0}^{N-1-|m|} \tilde{X}_I(n) \cdot \tilde{X}_I(n+m) ; \quad m = 0,1,..,p \tag{5}
\]

Where, \( p \) is the order of the analysis system. The set of the equations can be expressed in a matrix form as,

\[
\begin{bmatrix}
R_I(0) & R_I(1) & R_I(2) & R_I(p-1)\\
R_I(1) & R_I(0) & R_I(1) & R_I(p-2) \\
R_I(2) & R_I(1) & R_I(0) & R_I(p-3) \\
\vdots & \vdots & \vdots & \vdots \\
R_I(p-1) & R_I(p-2) & R_I(p-3) & R_I(0)
\end{bmatrix}
\begin{bmatrix}
a_1 \\
a_2 \\
a_3 \\
\vdots \\
a_p
\end{bmatrix}
= 
\begin{bmatrix}
R_I(1) \\
R_I(2) \\
R_I(3) \\
\vdots \\
R_I(p)
\end{bmatrix} \tag{6}
\]
By taking advantage of the Toeplitz nature of the coefficients matrix (6), several efficient recursive procedures have been devised for solving this system of equations. In the design of our feature extraction software, to obtain LPC parameters \( (a_j = a_{(l_1)} , \ 1 \leq j \leq p) \), Durbin's recursive solution is used.

Linear predictive analysis of speech has several advantages when applied to the problem of estimating the formants for voiced sections of speech. Formants can be estimated from the linear prediction parameters. Given the LPC coefficients \( a_j , j = 1,2, ..., p \) computing \( A_k = \text{DFT} \{ a_1 , a_2, ..., a_p , 0, ..., 0 \} \) to obtain the discrete Fourier transform of the inverse filter, simple minimal picking on \( |A_k|^2 \) for each frame gives the raw data from which formant frequencies can be estimated.

Finally, in the parameter extraction process, the short time energy of the speech signal and zero crossing rate of the speech data are calculated by the digital signal processor to be used in decision making stage.

5 THE EVALUATION OF ANALYSIS PARAMETERS

Analysis parameters are coded by using vector quantization algorithm for the segment recognition process. In vector quantization, we need to determine the reconstruction levels \( r_i \) and corresponding cells \( C_i \). A list of reconstruction levels is called a reconstruction codebook or a codebook. If there are \( L \) reconstruction levels in the list, the list is said to be an \( L \)-Level codebook. A codebook is normally generated by a training procedure which minimizes the average distortion resulting from coding a suitably long sequence of vectors.

We suppose that we have \( M \) training vectors denoted by \( f_i \) for \( 1 \leq i \leq M \). Since, we estimate \( L \) reconstruction levels from \( M \) training vectors, in that calculation we assumed \( M \gg L \). The reconstruction levels \( r_i \) are determined by minimizing the average distortion, which is defined by,

\[
D = \frac{1}{M} \sum_{i=1}^{M} d(f_i, \hat{f}_i) \quad (7)
\]

The algorithm steps can be summarized such as,

1) We begin with an initial estimate of \( r_i \) for \( 1 \leq i \leq L \).

2) We then classify the \( M \) training vectors into \( L \) different groups or clusters, corresponding to each reconstruction level using the equation;

\[
\text{VQ} (f) = r_i , \text{ if and only if } d(f, r_i) \leq d(f, r_j) , j \neq i , 1 < j < L \quad (8)
\]

This can be done by comparing a training vector with each of the reconstruction levels and choosing the level that results in the smallest distortion.

3) A new reconstruction level is determined from the vectors in each cluster. Let us suppose, \( f_i \) for \( 1 \leq i \leq M_1 \) are \( M_1 \) training vectors quantized to the first reconstruction level \( r_1 \). The new estimate of \( r_1 \) is obtained by minimizing :

\[
\sum_{i=1}^{M_1} d(f_i, r_1) / M_1 \quad (9)
\]
4) A new estimate of all other reconstruction levels \( \eta \) for \( 2 \leq i \leq L \) is similarly obtained.

5) This iterative procedure can be stopped when the average distortion \( D \) does not change significantly between two consecutive iterations.

The basic idea, that by using vector quantization; it is possible to set up a separate codebook for each analyzed speech segment. During the training phase, each distinct speech segments are determined and quantized by a vector, called ‘Speech Segment Center’ in the vocabulary. Segment recognition is then simply a question of which speech segment center in the segment library fits the analyzed segment vector. The vectors that are generated in a parameter extraction step, are compared with speech segment centers in the vocabulary, then their distance measures are calculated. In the making decision stage, the nearest speech segment center in the library is determined as a recognition segment. Then, extracted segment information is stored for word recognition process.

The following each other similar speech segments are given with the unique common identity. If, the segment identities exceed limits of the speech segment center, the forward alternation in voice signal is observed and directed new speech segment center is determined. The origin point of this alternation and the destination point are registered. The silence segments are deleted. But, spoken word is determined by using stored recognized speech segment centers in two consecutive silence segment as a distinct word.

In the word library, the conception which is correspond to speech segments is evaluated as the recognized word. The word causes a specific message flow, at the digital exchange to initiate a proper process.

6 TRAINING and BUILDING UP THE LIBRARY

Training system has similar hardware architecture with the recognition system. Training system has two phases:
- Speech segment library generation phase
- Word library generation phase

6.1 Speech Segment Library Generation

Speech segment library requires manual training on the following sequence;

1) All of the vowel sounds of the speech are analyzed and classified by manually. The vocal tract maintains a relatively stable configuration during the production of Turkish vowel sounds. Turkish vowels are characterized by a negligible nasal coupling, and by radiating from the mouth. This feature gives us an opportunity to introduce vowel speech segment directly from the speech channel to the system. Each vowel is classified with a set of parameter called ‘segment parameter set’. All of the test subject produce their own characteristic ‘segment parameter set’. Gravity center of the total training results for each voiced sound is called ‘segment parameter center’.

2) Consonant sounds are classified as ‘fricative consonants’, ‘stop consonants’, nasal consonants’, ‘glides and semivowels’. Consonant sounds speech centers are classified by using voiced sounds as being before or after the vowels. Training program use existing vowel speech segment information to determine the transition. This speech transition gives a similar transition over from one voiced speech segment center through the consonant sound segment center, or vice versa. Each phone may cause to be produced a set of phonetical speech segment center by the system. Training system may capture the phonetic speech segment centers and the sound travelling route on the phone via two or more speech centers.

The speech segment parameter centers are analyzed and classified by manually for each phonemes. From the vowel sounds through the longest phoneme in Turkish language may
create the personnel speech segment library. After using a number of test persons for training program, the system determine the boundaries for each speech segment center. This information is sufficient enough to build the 'speech segment library'.

6.2 Word Library Generation and Usage

Word library is a set of information about each word which is generated many test person’s articulation. Training program stores speech segment center addresses sequentially for each word. Various persons can be used to determine the pronunciation difference for each word. This teaching process gives to the system general traveling trace via the speech centers for each word. TELETAS's system aims to recognize a distinct word, which means to take an action this way or the other way. Remaining process will be done on the high level system. After recognition of the word a special message packet will be prepared to activate the proper process.

7 CONCLUSION

This work aimed a practical purposes on our application. This process requires a limited number of recognition in the practice. But implementation has been done for a larger word dictionary. In the future work, the recognition system feature can be extended toward the sentence recognition.
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Abstract

The previous works done by other researchers to determine the cross-sectional areas of the vocal tract assumes that the glottal wave shape consists of only an impulse for each vibration of the vocal cords.

At the beginning of this work, it was expected that if the actual sawtooth input signal is taken as the glottal wave input, obtained cross-sectional areas of the vocal tract can be closer to actual ones. Input signals from the glottis and the output signals from the lips are measured and digitized simultaneously with the sampling frequency of 10kHz.

In this work, the transfer function of the vocal tract is obtained by using least-squares technique. The coefficients of the denominator polynomial of the transfer function are used to determine the cross-sectional areas of the vocal tract.

At first, the previous works which assume an impulse wave shape for the input is also repeated to find the cross-sectional areas of the vocal tract. It is observed that the obtained areas are similar to previous ones.

In the second step, the cross-sectional areas obtained by taking the actual input signal as the glottal wave input. The results of this work are compared with the work which takes the impulse signal as the glottal wave input.

The work with actual input signal seems to yield the position of the constriction point of the tongue better than the results of the previous work.

1. THE LEAST SQUARES TECHNIQUE

The identification of systems with constant parameters which form the parameter vector is related to the measurements by linear matrix relation

\[ y = A a + v \]  \hspace{1cm} (1)

where \( y \) is an \( N \times 1 \) vector of measurements, \( a \) is a \( p \times 1 \) parameter vector to be estimated, \( v \) is an \( N \times 1 \) vector of noises or errors in the data taken, and \( A \) is an \( N \times p \) matrix of data to be transformed by the model. Minimization of the sum of the squares of the errors yields[1],

\[ \hat{a} = (A^T A)^{-1} A^T y \]  \hspace{1cm} (2)

where \( \hat{a} \) is the estimate of \( a \). The matrix \( A^T A \) is \( p \times p \) and must be inverted. If \( p > N \), then the rank of \( A^T A \) is less than \( p \) and it will be singular hence not invertible.
2. VOCAL TRACT AREA FUNCTION

The discrete time transfer function of the vocal tract is known [2] as

\[ G(z) = \frac{Y(z)}{U(z)} = \frac{1}{1-\alpha_1 z^{-1} - \alpha_2 z^{-2} \ldots - \alpha_n z^{-n}} \tag{3} \]

where \( Y(z) \) is the discrete time output signal, \( U(z) \) is the discrete time input signal, \( n \) is the order of the denominator and \( \alpha_i \)'s are coefficients of denominator polynomial or linear prediction coefficients (LPC's).

The equivalent difference equation of the transfer function is

\[ y(k) = -\alpha_1 y(k-1) - \alpha_2 y(k-2) - \ldots - \alpha_n y(k-n) + u(k) \tag{4} \]

\( y(k) \) and \( u(k) \) are assumed zero for negative indices \( k \), so that the difference equation of (4) in matrix form is

\[
\begin{pmatrix}
  y(1) \\
  y(2) \\
  \vdots \\
  y(N)
\end{pmatrix} =
\begin{pmatrix}
  u(1) & -y(0) & 0 & \cdots & 0 \\
  u(2) & -y(1) & -y(0) & \cdots & 0 \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  u(N) & -y(N-1) & -y(N-2) & \cdots & -y(N-n)
\end{pmatrix}
\begin{pmatrix}
  1 \\
  \alpha_1 \\
  \vdots \\
  \alpha_n
\end{pmatrix}
+ 
\begin{pmatrix}
  v(1) \\
  v(2) \\
  \vdots \\
  v(N)
\end{pmatrix} \tag{5}
\]

The expression (2) is applied to (5) to get the best \( \alpha_i \)'s.

Reflection coefficients \( (k_m) \) can be obtained from the LPC's. Thus the computational expression [2] is

\[ a_{m-1,i} = a_{m,i} \frac{k_m a_m}{1-k_m^2} \tag{6} \]

with \( k_m = a_{mm} \) for \( m = M, M-1, \ldots, 1 \) and \( i = 0, 1, \ldots, m-1 \) and \( |k_m| < 1 \). \( M \) is the number of sections from the lips.

The discrete area function of the estimated vocal tract shape are then computed from the reflection coefficients [2] as

\[ A_{m-1} = \frac{1+k_m}{1-k_m} A_m \tag{7} \]

for \( m = M, M-1, \ldots, 1 \), keeping in mind that \( A_M \) is an artificial area. Having no absolute reference value, \( A_M \) is usually assumed to be unity.

The relation between sampling frequency \( (f_s) \), number of sections \( (M) \), length of the acoustic tube \( (L=M! \; l \text{ is section length}) \) and speed of sound \( (c) \) is given [2] as

\[ f_s = \frac{Mc}{2L} \tag{8} \]

The values of \( f_s \) and \( c \) are constant as 10kHz and 350m/sec respectively. Since \( L \) can be chosen as 17 cm, \( M \) is approximately taken as 10 for this work.
3. RESULTS AND COMPARISON

In this work, two periods of the glottal and speech signals are chosen as the interval of analysis. Preemphasis by a filter $1 - z^{-1}$ is applied to the speech wave output and Hamming window is applied to both glottal wave input and speech wave output. In the first step, unit impulse is taken as the glottal wave input. The cross-sectional areas of the vocal tract are determined for eight Turkish vowels. When the results of five Turkish vowels /a/, /e/, /i/, /u/ and /o/ are compared with those of Ishizaka Flanagan [3] model and those of Sadaoki Furui's [4] works, it is seen that the obtained results are globally similar to Ishizaka Flanagan and Furui's results. Differences at some points must be expected because Ishizaka Flanagan's results are obtained for phonetics from Russian language and Furui's results are obtained for phonetics from Japanese language. Since the areas vary in the case of strong voice, the results are normalized.

In the second step, measured and digitized values at the glottal wave from piezo crystal are used as an input in expression (5). It must be noted that the location of piezo crystal on the vocal cords is important in measuring the glottal wave shape. The cross-sectional areas of the vocal tract are also determined for eight Turkish vowels. From Figure 1, it can be seen that the obtained results are a lot closer to X-ray data [5]. Especially, the position of the constriction point of the tongue is more significant compared with the case of impulse input.
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Figure 1. Estimated area functions: (A) impulse glottal wave; (B) actual glottal wave
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Abstract

It is well known that parrots and lovebirds imitate the human words if they are trained well. The speech production systems of parrots and lovebirds are different from humans'. For example, the length of the vocal tract of a human is almost equal to the whole length of a lovebird. Therefore, it is expected that the time signal of word produced by a lovebird would be different from the time signal of the same word produced by a human. Although, the time signals for the same word produced by a human and a lovebird are different, we still could understand the word produced by a lovebird. It is important to determine the parameters of lovebird speech which cause us to understand the words spoken by a lovebird. Knowing those parameters will help us in the field of speech recognition. In this study, the speech produced by a lovebird and by its trainer is analyzed in the time and frequency domain and those properties of the lovebirds' speech which are similar with the humans' are discovered.

INTRODUCTION

In this study the speech produced by a lovebird trained by a teenage girl is recorded. Name of the lovebird is "Diloh" and this word is analyzed in the time and frequency domain, and compared with the same word spoken by the trainer.

The vocal tracts of the humans and lovebirds are very different from each other. The length of the vocal tract of a human is almost equal to the whole length of a lovebird. Singing birds have pepulus which vibrates as the human vocal cords. A vibrating trachea and a beak replaces the resonant frequency vibrating cavities of a human vocal tract. The schematic diagram of the vocal tract of a lovebird is shown in Figure 1 [1].

Figure 1. Schematic Diagram of the Vocal Tract of a Lovebird.
Time Analysis of the Word “Dilosh”

Since the speech production systems of a human and a lovebird are very different, it is expected that the word “Dilosh” produced by the lovebird and its trainer would be very different. This can be seen from Figures 2 and 3 which are the parts of the word “Dilosh” produced by human and lovebird, respectively. The periodic structure of the phonemes “d”, “i”, “l” and “o” of the human speech is not so obvious in the lovebird speech. The word produced by the lovebird has a shorter duration than the human word duration. But, average durations of each phoneme as the percentage of the whole word of lovebird and human speech are very close to each other as shown in Table 1 [2].

Table 1. The Average Durations of Phonemes

<table>
<thead>
<tr>
<th>Phoneme</th>
<th>Human</th>
<th>Lovebird</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>0.050</td>
<td>0.055</td>
</tr>
<tr>
<td>I</td>
<td>0.250</td>
<td>0.210</td>
</tr>
<tr>
<td>L</td>
<td>0.076</td>
<td>0.060</td>
</tr>
<tr>
<td>O</td>
<td>0.320</td>
<td>0.250</td>
</tr>
<tr>
<td>Sh</td>
<td>0.270</td>
<td>0.345</td>
</tr>
</tbody>
</table>

Careful examination of “i” and “o” vowels of lovebird speech reveals that lovebird tries to imitate the pitch frequency of the human speech. The pitch frequency of the trainer is 350Hz on the average. Energy envelopes of the lovebird speech is almost periodic with the frequencies 280Hz and 350Hz for “i” and “o” vowels, respectively. The high frequency components are very effective in the lovebird speech which does not exist in the human speech.

Frequency Analysis of the Vowels of “Dilosh”

The 3-D spectrograms of the word “Dilosh” for the lovebird and its trainer are shown in Figures 4 and 5. In the bird speech, the high frequency components above 1500Hz seem to carry the whole information. The peak frequencies of the vowel “o” of the lovebird are between 1600Hz and 3500Hz. The formant frequencies of the vowel “o” of the trainer are 614, 1228 and 1848Hz. Although the lovebird speech seems to be the shifted version of human speech to the high frequencies, there is no one to one correspondence between high energy frequencies.

Modulation of the Vowels “i” and “o”

From the time and frequency domain graphics it seems that “i” and “o” vowels are modulated as DSBSC by the lovebird with carrier frequencies 2400Hz and 1600Hz, respectively. In order to generate those vowels, “di” and “losh” parts of the human speech are multiplied by sinusoids of frequencies 2400Hz and 1600Hz, respectively [3]. To avoid overlaps human speech is filtered by a low pass filter with the cutoff frequency 700Hz. When the word is listened back a sound close to the bird speech is heard. 3-D spectrogram of this modulated wave is given in Figure 6.
CONCLUSION

Although the lovebird spends less time than the trainer to generate the word “Dilosh”, duration ratio for each phoneme seems to be the same both for the lovebird and the trainer. The lovebird tries to imitate the pitch frequency by using energy envelopes. High energy components are highly effective in the lovebird speech. “i” and “o” vowels of the lovebird may be generated from the human vowels using DSBSC modulation technique. After examining other vowels generated by the lovebird, the lovebird speech may be synthesized and the synthesized words may be used to train the young lovebirds [3, 4].
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Figure 2. Sample of "Dilosh" Produced by Trainer.

Figure 3. Sample of "Dilosh" Produced by Lovebird.

Figure 4. 3-D Spectrogram of "Dilosh" Produced by Trainer.
Figure 5. 3-D Spectrogram of "Dilosh" Produced by Lovebird.

Figure 6. 3-D Spectrogram of the Modulated "Dilosh".
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Abstract
Learning when limited to modification of some parameters has a limited scope; the capability to modify the system structure is also needed to get a wider range of the learnable. In the case of artificial neural networks, learning by iterative adjustment of synaptic weights can only succeed if the network designer predefines an appropriate network structure, i.e., number of hidden layers, units, and the size and shape of their receptive and projective fields. This paper advocates the view that the network structure should not, as usually done, be determined by trial-and-error but should be computed by the learning algorithm. Incremental learning algorithms can modify the network structure by addition and/or removal of units and/or links. A survey of current connectionist literature is given on this line of thought. The reader is referred to (Alpaydın, 1991) for the author's own contribution to the field.

Özet

1. INTRODUCTION

1.1. Assessing the quality of a neural network solution

There are three factors that affect the quality of a neural network solution:

[1] Success achieved on test data indicates how well the network generalizes to data unseen during training which one wants to maximize. This generally is taken as the only performance criterion.

[2] Network complexity by itself can be very difficult to assess but two important factors are the network size and the processing complexity of each unit. Network size gives the memory required which is the product of the number of connections and the number of bits required to store each connection weight. Processing complexity depends on how costly it is to implement processing occurring in each unit, e.g., sigmoid vs. threshold non-linearity, fan-in, fan-out properties, precision in storage and computation, etc. This has a negative effect on the quality as one prefers smaller and cheaper networks.
Learning time is the time required to learn the given training data till one gets a reasonable amount of performance. This is to be minimized also.

In the ideal case, learning algorithms where a certain cost function is minimized should take into account not only success but the whole quality measure including success, network complexity, and learning time. However the actual relative importances of these three factors depend on the application and the implementation constraints. In tasks like optical character recognition where the environment does not change and thus learning is done only once, learning time is not a critical factor. On the other hand, when a hardware implementation is envisaged, network complexity is important and a smaller but less successful network can be preferred over a more complex but very successful one. In tasks like robotics where rapid adaptation to the environment is necessary, learning time has crucial importance. The best neural network for a given application is one having the highest quality and thus it does not make sense to say that one algorithm is better than another one per se; only based on a certain application and a set of implementation constraints can solutions be compared among themselves. This implies that with different hardware and environmental constraints, for the same training set, different networks may be required. The learning system may have a repertoire of learning algorithms and depending on the current constraints, one is chosen and employed. For example, when rapid adaptation is necessary, a one-shot learning method may be used to quickly learn encountered associations. When the system later has time to spare, an iterative fine-tuning process may be employed to improve performance.

1.2. Why smaller and simpler is better

In the case of feed-forward layered networks, the mapping capability of a network depends on its structure, i.e., the number of layers, and the number of hidden units (Lippman, 1987; Hanson & Burr, 1990; Hertz et al., 1991). Given a certain application and training data, the network structure should be pre-determined as algorithms like the back-propagation (Rumelhart et al., 1986) can modify only the synaptic weights but not the net structure.

Networks with more layers and hidden units can perform more complicated mappings however better performance on unseen data, i.e., generalization ability, implies lower order mappings. Given a certain training set, there are very many possible generalizations and one is interested in the simplest possible generalization. One reason for this is that simpler explanations of a phenomenon, i.e., those that require a shorter description, are more plausible and have a higher probability of occurrence (Rissanen, 1987). By having a smaller network, one also decreases the network size and thus less memory is required to store the connection weights, and the computational cost of each iteration decreases. However note that although one iteration takes less in a smaller network, the number of iterations to learn a certain training set can be more. Frequently an analogy is made between learning and curve fitting (Duda & Hart, 1973). There are two problems in curve fitting: finding out the order of the polynomial and finding out the coefficients of the polynomial once the order is determined. For example given a certain data set, one first decides on that the curve is second order thus has the form \( f(x) = ax^2 + bx + c \) and then computes somehow values of \( a, b, \) and \( c \), e.g., to minimize sum of squared differences between required and predicted \( f(x) \) for \( x \) in the training set. Once the coefficients are computed, \( f(x) \) value can be computed for any \( x \) even for \( x \) that are not in the training set. Orders smaller than the good one risk not to lead to good approximations even for points in the data set. On the other hand, choosing a larger order implies fitting a high order polynomial to low order data and although one hopes that the high order terms will have zero coefficients to have their effect cancelled, this practically is not the case; it leads to perfect fit to points in the data set but very bad \( f(x) \) values may be computed for \( x \) not in the training data, i.e., the system will not generalize well.

Similarly a network having a structure simpler than necessary cannot give good
approximations even to patterns in the training set and a structure more complicated structure than necessary, i.e., with many hidden units, "overfits" in that it leads to nice fit to patterns in the training set performing poorly on patterns unseen. Bigger networks also need larger data samples for training; it was pointed out (Müller & Reinhardt, 1990) based on an information theoretic measure that the required number of patterns in the training set grows almost linearly with the number of hidden units.

As currently there is no formal way by which the network structure can be computed given a certain training set or application, the usual approach is trial-and-error, i.e., a series of attempts are made each one involving deciding on a more complicated network structure and iterating the learning algorithm a considerable number of times until one is content with the performance, which can be assessed by cross-validation. In determining the structure, the network designer is only guided by his/her intuition and rather limited knowledge of the application and the learning algorithm. Any knowledge related to the problem concerning the geometry or the topology of the input should be introduced to the network as help (Denker et al., 1987). When the input is an image for example, most of the constraints are local, i.e., nearby pixels have correlated output, thus it makes more sense to define local receptive fields than completely connected layers (Le Cun et al., 1989). A recent approach is to use a genetic algorithm to be able to "produce" better structures (Harp et al., 1990). The problem however is that "parent" networks should be trained for their fitness to be assessed and in tasks where training set is large or many generations are necessary, this turns out to be not very practical.

1.3. One-shot on-line learning

The time it takes to learn a given training set is crucial in many applications. Iterative algorithms based on gradient descent require very many iterations to converge and thus one is compelled to learn off-line. Another reason for off-line learning besides learning time is that, network models in which associations are distributed over a set of connections need to be introduced patterns in an unbiased fashion which cannot be guaranteed in a real world operational environment. One cannot for example add a certain association to network's memory by training with one pattern only; as weights are distributed, the whole training set should be relearned together with the new pattern. However in an on-line learning system, one does not have time to do this and neither there is memory to store the whole training set. This is the case in many robotics applications where rapid adaptation to environment is a must. Iterative algorithms or networks using a distributed representation thus cannot learn at one-shot on-line. This fact led to the belief that neural network models cannot learn one-shot on-line and this became a frequent point on which learning limits of neural models are negatively judged (McCarty, 1990; Leveit, 1990). To be able to learn on-line, addition of a new association should be done very quickly, i.e., one-shot, and without affecting the past existing knowledge of the network for other inputs. GAL algorithm (Alpaydın, 1991) using a local representation and based on an incremental approach has both of these properties and is a connectionist method that learns at one-shot.

2. INCREMENTAL LEARNING

The idea of incremental learning implies starting from the simplest possible network and adding units and/or connections whenever necessary to decrease error (Alpaydın, 1990a). To be able to decrease network size and increase generalization ability, one also wants to be able to get rid of units-connections whose absence will not degrade significantly system's performance. In both cases, as opposed to a static network structure, small modifications to a dynamic network structure during learning is envisaged. Determination of the network structure and computation of connection weights are not done separately but together, both by the learning algorithm.

Approaches given in the connectionist literature leading to network structure modification can be divided into two classes. There are those that start with a big network and
eliminate the unnecessary and there are others that start from small and add whatever is necessary. +

**INCREMENTAL LEARNING**

- **Start big and remove**
  - Compute importance and remove
    - o Skeletonization (Mozor & Smolensky, 1989)
    - o (Karmi, 1990)
    - o Optimal brain damage (Le Cun et al., 1990)
    - o GAL (Alpaydın, 1990)
      - "sleep" mode
    - o (Sierpma & Dow, 1991)
  - Modify error function to prefer simpler
    - o Weight decay (Chavlin, 1989)
    - o (Henson & Pratt, 1989)
    - o Minimal description length (Weigend et al., 1991)
  - Local representation
    - o Restricted coulumb energy (Reilly et al., 1982)
    - o Recruitment learning (Diederich, 1988)
    - o GAL (Alpaydın, 1988, 1990)
      - "awake" mode

- **Start small and add**
  - Distributed representation
    - o Generation (Honavar & Utg, 1988)
    - o Pairwise (Knerr et al., 1989)
    - o Tiling (Mezard & Nadal, 1989)
    - o Dynamic node creation (Ash, 1989)
    - o Upstart (Frean, 1990)
    - o Cascade correlation (Fahlman & Lebiere, 1990)
    - o (Hrosse et al., 1991)

Fig. 1. Taxonomy of incremental learning.

2.1. **Start big and remove**

In the context of polynomial curve fitting the "start big and remove" approach implies starting from a high order polynomial and eliminating those high order terms which do not contribute significantly to success. Such methods are also called pruning or destructive. If one starts with a large network and if the problem in fact requires a simpler network, one likes to have the weights of all unnecessary connections and the output of all unnecessary units equal to zero. There are two approaches in achieving this:

[1] One may explicitly try to compute how important is the existence of a connection/unit in keeping the error low after the network has been trained and a number of the least important may then be deleted. The remaining network needs to continue to be trained. In the ideal case, understanding of the importance of a connection/unit requires training two

---

4 Note that there are also incremental unsupervised learning algorithms like ART (Carpenter & Grossberg, 1987) and GAR (Alpaydın, 1990a) which are beyond the scope of this paper. In unsupervised incremental learning, one adds a new cluster index whenever the current input is not similar to any of the existing clusters. The similarity measure is thus done in the input space regardless of the class to which the input patterns belong.
networks one with the connection/unit and one without. As this is not practical for large networks, heuristical approaches have been proposed with the back-propagation algorithm where the sensitivity of the error function to the elimination of a connection/unit is estimated.

- In the "skeletonization" procedure (Mazer & Smolensky, 1989), the network is trained till a certain performance criterion is met. The "relevance" of each connection is then computed which is given as the partial derivative of error with respect to the connection. However this value tends to zero when error decreases thus a poor relevance is computed when error is low. Using a linear error function for computation of relevances, i.e., the sum of the absolute value of the differences of required and actual values, leads to better relevance values.
- (Koestra, 1990) computes the "sensitivity" in the same way but sums the values computed throughout learning instead of computing only once at the end. More memory and computation is required but the usual quadratic error measure can be used.
- "Optimal brain damage" (Le Cun et al., 1990) uses an information theoretic measure to compute the "saliency" of a connection using the second derivative of the error function. Training proceeds till error reaches down to a certain value at which point saliencies are computed and a number of the least salient are deleted and the remaining network is re-trained.
- Grow and Learn (GAL) algorithm (Alpaydin, 1990a), has a "sleep" mode during which the network is closed to the environment, the inputs are generated by the system itself, and units that are no longer necessary due to recent additions are removed.
- Sietsman and Dow (1991) examine the behavior of units under the presentation of the entire training data and decide to prune accordingly. From "broad" networks with few layers and many units on each layer, after training, they trim as many units as possible and by adding extra layers, generate "long narrow" networks with many layers but few units on each layer; they discover however that networks of the latter type generalize poorly.

[2] Instead of approximating how much the error will change if the unit/connection is eliminated, one may also modify the learning algorithm so that after training, the unnecessary connections/units will have zero weight/output.

- One may build a tendency in the learning algorithm to have those weights that are not relevant decay to zero by decrementing them by a certain factor at each weight update (see review in Hertz et al., 1991). Weights that are necessary to store associations will be moved away from zero but those that are not needed will not be increased and will finally be close to zero.
- This decay can be done also implicitly by modifying the error function. Terms can be added to the error function to penalize large weights (Chauvin, 1989) and hidden units that have small outputs (Hanson & Pratt, 1989).
- Another possibility is to use the information theoretic idea of "minimum description length" and add a term to the cost function that penalizes network complexity, i.e., number of connections (Weigend et al., 1991). Thus during gradient descent, the algorithm will settle to the network that has the best trade-off between error and complexity. Such a cost function is similar to the quality measure proposed in the first section; however the network complexity is defined very simply as the number of connections.

2.2. Start small and add

The other approach in dynamic modification of network structure during learning, which can be named "start small and add," implies starting from a simple network and adding units and/or connections to decrease error. These methods are also called growth by construction. In the context of curve fitting, it implies starting with a low order polynomial and adding higher order terms whenever the polynomial of current order cannot give a good fit for any set of
coefficients. Note that this cannot be done in a straightforward manner especially in networks where associations are distributed over a number of shared connections; the whole training should be re-done in such a case. One needs a certain mechanism whereby addition of a new unit improves success instead of corrupting the harmony as one would normally expect. There are two possibilities:

[1] If one can make sure that when the new unit gets activated, none of the ancient units get activated, there will be no problem. The units should thus somehow be able to suppress other units when they get control. This implies a competitive strategy and a local representation.

• The first incremental neural learning algorithm is the Restricted Coulomb Energy (RCE) model (Reilly et al., 1982) which is an incremental version of Parzen windows. Associated with each unit is a number of prototypes where a prototype gets activated only if the input falls into its domination region, determined by a distance computation followed by a thresholding. If an input does not activate any prototype, a new prototype unit is created at that position with an initially large domination region. Prototypes that get activated for inputs that belong to different classes are penalized by having their regions decreased which is done by modifying the threshold. The input space is thus divided into zones dominated by prototype units. A number of sweeps is necessary to finetune the thresholds where units closer to class boundaries have small zones and units interior have larger domination zones.

• Recruitment learning (Diederich, 1988) is used in the case of structured connectionist networks where a previously free unit is committed to represent a new concept and required connections built up dynamically (Feldman, 1982). This is a one-shot learning algorithm, i.e., one iteration is sufficient to learn a new concept.

• In the first version of Grow-and-Learn (Alpaydın, 1988), weights in a single layer were learned by Hebbian learning at one shot. However if an association could not be learned or if addition of this association corrupted the previously learned associations, a new hidden unit was added with input weights equal to the input vector. The output weight was computed in such a manner to compensate for the effect of the input layer and thus impose any output. The problem was that as Hebbian learning was used, orthogonality of input patterns was necessary and as this is rarely the case, many units were allocated. However Hebbian learning made the algorithm a one-shot learning one.

• The current version of Grow-and-Learn (GAL) algorithm (Alpaydın, 1990a), uses also a local representation by having a number of exemplars associated with each class. It learns at one-shot but orthogonality of patterns is no longer required.

[2] Another possibility is to divide the network into separately trained subnetworks where such subnetworks can be added in an incremental manner. One approach is to have subnets that have competition between subnets, another is to have each subnet as another hidden layer.

• The "generation" method proposed by Honavar and Uhr (1988) enables a "recognition cone" to modify its own topology by growing links and recruiting units whenever performance ceases to improve during learning by weight adjustment using back-propagation.

• The "stepwise procedure" uses subnets of different conceptual interpretations (Knerr et al., 1989). In this method, one first trains a one layer network with the Perceptron learning algorithm assuming that classes are linearly separable. For a class where this is not satisfied, one adds a subnet to separate classes in a pairwise manner. For cases where this does not work either, one performs a piecewise approximation of boundaries using logical functions by additional subnets. As linear separability is rarely the case, one generally is obliged to separate classes in a pairwise manner two by two. The major drawback of this is that the number of hidden units increase exponentially with the number of class units.
Another approach named the "tiling" algorithm adds a new hidden layer whenever the required mapping cannot be done with the existing network (Mezard & Nadal, 1989; explained also in Hertz et al., 1991). There is a "master" unit which is trained to be the output unit by the pocket algorithm—a variant of the Perceptron learning algorithm. If this unit cannot learn all the required associations, additional "ancillary" units are added to learn the rest and another layer is created with a master unit and learning proceeds till the master unit can learn to behave like the output unit.

The "dynamic node creation" method (Ash, 1989; explained also in Müller & Reinhardt, 1990) trains networks with one hidden layer only. Given a certain net that is being trained, if the rate of decrease of error falls down a certain value, a new hidden unit is added and training is resumed when all connections are continued to be modified.

The "upstart" algorithm (Frean, 1990) uses binary units. Like the "tiling" algorithm, first one unit is trained to learn the required associations using the pocket algorithm. If this is not successful, "daughter" units are created to correct the output of this "parent" unit, for "wrongly on" and "wrongly off" cases. This is repeated in a recursive manner to lead to a binary tree which can then be "squashed" into one hidden layer.

In the "cascade correlation" algorithm (Fahlman & Lebiere, 1990), if the required mapping cannot be learned by one layer, a hidden unit is added and trained while the previously trained weights are "frozen." If this does not work either, another hidden unit is added as another hidden layer and so on. A hidden layer has only one hidden unit but connections skip layers, i.e., a unit has connections to all the following layers.

Method proposed by (Hirose et al., 1991) is quite similar to that proposed by Ash (1989), namely, using a network with only one hidden layer, if the rate of decrease for error becomes small, additional hidden units are added. Their contribution is that, once the network converges, the most recently added hidden unit is removed and the network is checked to determine whether the same function can be achieved by fewer hidden units. If the network cannot converge when a hidden unit is removed, the last network that converged is chosen as the final network.
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Özet

Nörokomputer, ya analog cihazlarla yada diyital donanımla tasarlanabilen bir sinir ağ yapısıdır. Fakat, büyük sinir ağ yaplarının kurulmasında üsteki her iki tasarım tekniklerinde dezavantajları vardır. Böyle durumlarda, optik cihazlarla yapılan tasarımalar optigen tabiatından gelen bazı özelliklerden dolayı diğer tekniklerle yapılan tasarımara nazaran daha iyi sonuçlar vermektedir.

Bu makalenin amacı, optik nörokomputerlerin avantajlarını özetlemek, çalışma mekanizmasını ve temel elemanlarının tarif etmektir.

Anahtar Kelimeler: Yapay sinir ağları; analog tasarım; optik

Implementation of Neural Networks Using Optical Devices

Abstract

Neurocomputer is a neural network architecture which can be implemented using either analog devices or digital hardware. However, for constructing a massive neural network architecture the above implementations have their own drawbacks. In such case, optical-based analog implementations could prove more efficient due to their inherent parallelism, faster speed and less cross-talk or noise interference among different elements.

The aim of this paper is to summarize the advantages of optical-based neuro computer and to describe the functioning of its basic elements and mechanisms.

Keywords: Artificial neural networks; analog implementation; optic

1. GİRIS

Nöral hesaplamanın çok dikkat çeken özelliklerinden biri
nöral algorıtımların nisbeten kolay bir şekilde analog donanımlarla tasarlanabilmeleridir. Sıırır aqları elektronik, optik veya her ikisinden yada diğer donanımlardan (kımayasl, akustik, mekanik) faydalanarak analog olarak tasarlanabilir [1]. Fakat bugünlerde en çok kullanımlar elektronik VLSI ve optiktir.


Bu makalenin, ikinci bölümünde yapay sinir ağlarının optik elemanlar kullanılarak tasarlanmasına; ile ilgili kısa bir giriş yapılacak ve üçüncü bölümünde optik cihazlar kullanılarak tasarımın basit bir optik nörokomputerün elemanları tanıtılabaktır.

2. SINIR AGLARI VE OPTIK

Herhangi tek katlı bir sinir ağının hesaplama işlemi aşağıdaki gibi ifade edilir [2].

\[ y_j = f \left( \sum_{i} w_{ij} x_i \right) \]

Burada nöron birimi (i) arabagılan katın girişinde, nöron birimi (j) arabagılan katının çıkışıında bulunmaktadır. \( y_j \), nöron birimi (j) nin \( x \) nöron birimi (i) nin çıkışı ve \( w_{ij} \) de bu birden arastırdıği arabagılan birimlerin çıkıskılarıdır. \( f \) fonksiyonu nöron birimin nonlinearligini temsil eder. Parenteze koyularak intemal (\( \cdot \)) arabagılan birim matrisi ve giriş vektörü arasında bir matris-vektör ürünüdür. \( f \) fonksiyonu sonuc vektörünün her bir elemanının üzerinde farklı bir sekilde etkilidir. Nokta nonlinearitesi olarak adlandırılan bu özelik uyaysal isık modulatörü ile tasarımı mümkün kılarm.

Gününüzdeki öğrenme algorıtımların çoğu birkaç sınıfı topolamak mümkün olur [2]. Böyle bir sinif şu formülle tarif edilebilir:

\[ \Delta w_{ij} = \alpha \delta y_j x_i - \beta w_{ij} \]
Burada \( \Delta w_{ij} = w_{ij}(k+1) - w_{ij}(k) \) yenilenmiş ağırlığı, k öğretme (training) indekşini belirler. \( \alpha \) öğrenme kazanç sabiti, \( \beta \) özellikle hardware uygunlugu için kullanılan azalma (deçay) sabitidir. Öğretme terimi \( \delta \) nin uygun farklı değerleri ile farklı öğrenme algoritmaları elde edilebilir (Hebbian, Widrow-Hoff, tek katlı ağlar için least minimum squares ve çok katlı sinir ağları için back-propagation).


3. BASIT BİR OPTİK NOROKOMPUTURUN YAPISI

Bazı bir optik nörokomputerin blok diagramı Şekil 1. de verilmektedir. Tasarım, nöron birimlerin bir boyutlu (1-D) veya iki boyutlu (2-D) dizileri ile 2 boyutlu veya 3 boyutlu (3-D) ara bağlatıcı elemanı kullanarak yapılır. Optik tasarımlarda, bir nöronun girisi ışık dedektörü, çıkışı ise bir ışık kaynağı veya dedekte edilmiş işaretle elektriksel olarak kontrol edilen bir modülöterdir.

![Bloq Diagramı](image)

Sekil 1. Temel bir optik nörokomputer sistemin blok diagramı

Şekil 2., bir boyutlu kaynak ve dedektör dizilerinin, iki boyutlu arappable elemanı ile birlikte kullanılmasıyla
dizayn edilmiş bir sistemi göstermektedir. Girişteki her piksel, silindirik mercekler kullanmak suretiyle optik olarak genişletilir ve arabalanti matrisinin karşılık gelen sırası aydınlatılır. Maske, analog ağırlıkları depolar ve maskedeki bir sütunun bir çıkış pikseline karşı gelmesini sağlamak amacıyla ışının daaraltılmasından önce bir nokta nokta çarpım işlemi uygular. Yukarıda Bölüm 2 deki deklemde parantez içine alınmış terimin temsil ettiği gibi tam bir parelel analog optik matris-vektör çarpımı sağlar.

Sekil 2. İki boyutlu hologramla tek boyutlu giriş ve çıkış kullanarak dizayn edilmiş optik nörokomputer.

3.1. Arabalanti elemanı

Şekil 3 de düzlemsel bir hologramla tasarlanmış optik bir korelatörün şematik diagramı (vander lught correlator) [7] gösterilmektedir. Giriş düzlemindeki bir nokta (P₁) çıkış düzlemindeki bir noktaya (P₂) şu şekilde bağlanır: İlk mercek (L₁), P₁ noktasından gelen ışın hologramı aydınlatan tek bir düzlemsel dalgaya çevirir. Bu düzlemsel dalganın yayılımı yönü giriş düzlemindeki P₁ in pozisyonuyla bir esleşmeeye sahiptir.

Yukarıda da bahsedildiği gibi orta düzleme yerleştirilen hologramın gâyesi gelen ışığını çıkış düzlemindeki noktalar doğru kırmak ve böylece giriş ve çıkış noktaları arasında bağlantı oluşturmaktır. Hologram, sinuzoidal izgaraların
(gratings) bir süperpozisyonu olarak düşünülebiliriz. Herbir ızgara gelen dalgaın belli bir kısmını çıkış düzlemine doğru yayılan başka bir düzlemsel dalga halinde kırar [8].

Gelen dalgaın yayılım yönü ile kırılmış dalganın yayılım yönü arasındaki fark uzaysal frekans ve herbir ızgaranın (fringes) lerinin oriyantasyonları ile belirlenir. İkinci lens (L2) kırılmış dalgaların her birini odaklanmış bir noktaya doğru yöneltir. Bu noktasının çıkış düzlemindeki pozisyonu kırılmiş ışığın yayılım yönüne karşılık gelir. Bu şekilde hologramda kaydedilen her sinüzoidal ızgara P₁ i bir çıkış noktası baglar. Baglantının ağırlığını kaydedilen ızgaranın ışığı kırıcılığı ile orantılıdır.

Giriş düzlemi

Çıkış düzlemi

Hologram

Sekil 3. Vander lught correlator (iki boyutlu bir hologramın kullanıldığ; arabaglantı sistemi)

Düzlemsel bir hologram ve bir boyutlu giriş ve çıkış kullanan bir optik sistem, 1000 cıvında tamamen birbirlerine bağlanan nöron birimlerden oluşan bir sinir ağını tasarımı için kullanılabilir. Çok daha fazla sayıda nöron birimlerinin kullanılması durumlarında optik sistem üç boyutlu hologramla dizayn edilir. Herbir nöron giriş birimi (i) ni tek bir çıkış nöronuna (j) bağlayan ayrı bir hacim ızgarası vardır. Öncedede bahsedildiği gibi herbir ızgaranın ışığı kimya degeri ağırlık w ile dobru orantılıdır. Hacim ızgaraları ile düzlemsel ızgaralar arasındaki farklılık, hacim ızgaralarının ışığın geliş açısına da duyarılır olmalarıdır.

3.2. Işık Kaynakları

Monokromatik optik güç farklı tipteki laserler kullanılarak elde edilebilir. Bu tip laserlere örnek olarak argon-iyon, Nd-YAG, He-Ne, He-Cd, sıvı ve yarım letken laserler gösterilebilir. Harcadığı elektrik gücü, sebeb olduğu ışiya ve maliyete bakıldığında yarım letken laserlerin diğerlerine üstünlükleri vardır. Bu tip laserlerin fiziksel
büyüklükleri, harici bir sogutucuya ihtiyaç duymadıkları müddetce bir entegre devreye yerleştirilecek kadar küçüktür.


3.3: Isık Dedektörleri


3.4. Esik fonksiyonu ve geribesleme elemanı

Eşik fonksiyonları ve geribesleme bağlantıları, optik olarak yada elektronik elemanlar kullanılarak gerçekleştirilir. Eşik fonksiyonu, bir çok farklı tıpteki optik malzemeler kullanarak tasarlanabilir. Bu malzemelerin özellikleri, bölgesel optik şiddeti ilk ve daha yüksek dereceden güvleri ile orantılı olarak kırışma indislerinde veya absorbsiyon katsayılardında bir değişim göstermeleridir.

4. SONUC

Bu makalede, yapay sinir ağlarının optik cihazlar kullanılarak tasarlanmasını'nın avantajları özetlenmiş ve basit bir optik nörokompüterin elemanları tanıtılmıştır. Yapay sinir ağlarının analoj tasarım için optijin ve elektroninin avantajlarının birlikte kullanıldığı opto-elektronik teknik gelecek için ümit verici görünmektedir.
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Abstract
In this paper, a model called Non-uniform Finite Cellular Automata (CA) Network is introduced, and its classification and computation power studied. The suggested model is similar to the original Cellular Automata Network model, with its local neighborhood property, but neighborhood definitions of cells are not the same (non-uniform) for each cell and determined by an algorithm. The model is similar to the Neural Network (NN) model with its different local cell (neuron) transition function definitions and with its training (or feature extraction) mode. Depending on the nature of input-output templates, computation can be done on the system. Necessary and sufficient conditions for doing computation on this model are based on the work of Tchuente, and will be elaborated upon in this paper.

1. INTRODUCTION

An Automata Network may be defined as a locally connected large set of cells (finite automata), which can evolve at discrete time steps through mutual interactions. In this model, space, time and cells are discrete. Automata networks have many application areas such as, Artificial Intelligence, Pattern Recognition and Learning Systems.

A particular class of Automata Networks is the Cellular Automata (CA) Networks. In computer science cellular automata is used to model parallel processing and Von Neumann (self-reproducing) machines. In cellular automata, space is divided into discrete small units called cells or sites. Each cell can take k different state values. At time t, all the cells will have a specific state value. Rules local to a specific cell determine what the value of that cell at time (t+1) will be. Rules are the same for each cell. For k number of states per cell and n number of cells in the neighborhood of a cell, k^n (where z = k^n) possible local transition functions for that cell exist.

Another important class of Automata Networks, called Neural Networks (NN), with similar characteristics to CA Networks, use only threshold type functions as their neural transition functions. Unlike cellular automata, in neural networks each neuron does not have to evolve according to the same neural transition function. However, in general, neural networks without the neighborhood concept that exists in cellular automata model, require great number of neural connections (or neural dependency) between their neurons (e.g. Hopfield model, multi-layer perceptron model).

2. AUTOMATA NETWORKS

An automata network can be defined as locally interconnected set of cells, which can evolve at discrete time steps. This evolution occurs through mutual interactions between these locally connected cells. Formally, an automata network can be described as mapping F from S^n into itself, where S is finite state space and n is the number of inter-connected cells. The structure of connection is determined by F; if i-th component of mapping F depends on j-th variable, cell i receives a connection from cell j. A state of the network is a vector X in S^n and dynamics on the network can be defined as:

Y = F(X) where F : mapping function X, Y \in S^n are state vectors
At each time step, each automaton in cell i computes its next state according to the rules of mapping F_i, and causes a global evolution of network. This is known as parallel iteration. Other iteration modes such as sequential mode where cells are updated in a prescribed order and memory mode where previous cell values are used, also exist [1].

Since the state space S is usually finite, at the end of at most \( k^n \) steps of evolution, (where \( k \) is the number different states that a cell can be in and \( n \) is the number of cells), the system will enter into a cycle or a fixed point which can be accepted as a cycle of period 1. The mapping function F defined above is deterministic, i.e., we can guess exactly the next state of the system from its present state. In this paper, only the deterministic (not random) automata networks are considered and studied. Automata networks are discrete and dynamical systems in time and space and they can be represented by a graph, where each node of the graph takes one of the states in a finite set. Moreover, the evolution of the network results from changing states of each site (or node) according to a transition rule that takes into account only the state of its neighbors in the graph.

An important class of Automata Networks are Neural Networks. In this model, the graph representing the network is non-oriented, i.e., direction between nodes (neurons) is not important and graph is finite. Nodes can take one of two state values \{ -1, 1 \}. The transition rule is a threshold function whose inputs are the output of other threshold units (neurons) weighted by real numbers. In general, the sign threshold function is used to calculate the new state of a neuron. If the weighted sum of neuron values, other than the currently calculating neuron, is positive or zero, then the next state of that neuron is 1, otherwise it is -1. Moreover, in Neural Networks there is no restriction on site updating mode.

Cellular Automata Networks also constitute a particular class of Automata Networks and were originally introduced by Von Neumann. Capabilities and limits of this model is one of the topics of interest of this paper. In this model, the neighborhood and the transition rules are the same for all sites (or cells). Site updating mode is synchronous.

3. THE SUGGESTED MODIFIED CELLULAR AUTOMATA MODEL

"Is it possible to construct a model similar to cellular automata and neural network models, that has the capability of classification and computation, but with fewer number of dependency (connections) between its cells (or neurons) ?"

The main difference between the suggested modified CA model and the original CA model concerns neighborhood definition (See Figure 1). In the original CA model, each cell has the same neighborhood definition; however, in the suggested model each cell does not have to have the same neighborhood definition.

![Figure 1. The original CA model (a) and the suggested CA model (b) in two-dimensional cellular space.](image-url)
Neighborhood degree of a cell can be defined as the number of neighbors that this cell accepts state values to specify its next state. In the original CA model each cell has the same transition function definition, but in the suggested CA model only the cells having the same neighborhood degree have to evolve according to the same transition function rules. In other words, different neighborhood degrees may cause different transition functions. In the suggested CA model, there is no distinguished state called quiescent state which causes a cell to stay at quiescent state if all of its neighbors are in quiescent state in the original model. The transition functions of the modified model do not have to have such a distinguished state. In the suggested model, there is no initially set neighborhood structure of cells. Neighborhood of each cell is determined according to the nature of input and output patterns desired to be mapped. In the original model, the neighborhood structure of cells is static and fixed.

The modified CA model has two modes of operation similar to NN model: training and classifying (or mapping). In the training mode, neighborhood degree and transition functions of each cell are determined using input-output template pairs. Once cell functions are defined, one can introduce any input template to the system and get its intended output template. In a sense, the whole cell system can be considered as a classifier. Different from NN systems, the suggested CA system has no error correction capability or fault tolerance property. In NN systems, similar input patterns may converge to the same output patterns and this property is very important and useful in recognition and classification systems. However, in the proposed model, since the transition functions are defined as mapping but not as inequalities (threshold function in Neural Nets), similar input patterns cannot be guaranteed to converge to the same output pattern. Patterns other than the input patterns used during training may be not mapped. For such unmapped patterns, a state 'X' is introduced in order to complete the definition of local transition functions. If such a pattern that is not mapped during training mode is extracted from the input template the next state of current cell for that pattern becomes 'X'. Therefore, a cell in the suggested model can be in one of three states {0, 1, X}.

One of the famous neural network models is the Hopfield’s Net model. In this model, neurons are assumed to be fully-connected, i.e., each of \( n \) neuron is connected to and gets input from the other \((n-1)\) neurons. Thus, each neuron is functionally dependent on every other neuron. Especially for hardware implementations of neural networks, decreasing the number of neural connections in nets is an important problem. In the suggested cell system, each cell depends on only its neighbor cells and the state of other cells need not be considered. If the input patterns are very similar to each other, neighborhood degree of cells increases and as a result, the system's performance decreases. On the other hand, input patterns having different characteristics i.e. different bit sequences decrease the degree of neighborhood and increase the system’s performance.

The modified CA system makes its decision in one step of evolution similar to Perceptron and Kohonen Neural Network models. In some other NN models, such as Hopfield Model, system evolves until it converges to a stable configuration and the resulting configuration is the system’s decision on the introduced input pattern.

The suggested cell model can simply be considered as a parallel mapping system. It maps a given input template to an output template, both introduced during training mode, in parallel. Pseudo code of algorithm used to construct the modified CA model for introduced input-output templates is as follows:

1. Get input and output templates
2. Set number of cells in the cell system equal to the number of bits in one input (or output) template
3. Set neighborhood degree of each cell to 1
4. While there are more cells to be processed
   4.1. While there are more templates to be processed
       4.1.1. Extract bit pattern of current cell from the current input
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template being processed which is constituted by itself and its current neighbors.
4.1.2. If this pattern with degree of neighborhood \( i \) is mapped to a different output bit before
4.1.2.1 Increase neighborhood degree \( i \) of current cell by 1
4.1.2.2 Go to step 4.1.1
4.1.3. If this pattern is not mapped to any output bit before
4.1.3.1 Add input pattern and its output bit into look-up table as a rule for cell transition function of current neighborhood
4.1.3.2 Skip to the next template
4.1.3.3 Go to step 4.1
4.1.4. If this pattern is mapped to the same output bit before
4.1.4.1 Skip to the next template
4.1.4.2 Go to step 4.1
4.2. Skip to next cell
4.3. Go to step 4
5. Now, the neighborhood degree and the transition function of each cell is determined. Read input template desired to be mapped
6. For each cell of input template apply its cell function determined at previous steps, and find output bit of that cell. Next state of cells constitute the output template produced by the system.

The method to extract an input pattern from an input template for a cell with current neighborhood degree \( k \), is to first take the bit at current cell position and continue taking bits one from the right and one from the left until the current neighborhood degree \( k \) is reached (See Figure 2).

|       | .... | .... | 7 | 5 | 3 | 1 | 2 | 4 | 6 | 8 | .... | .... |

Figure 2. The order of bit extraction from an input template, for \( k = 8 \)

Input templates are assumed to be one-dimensional and circularly connected, i.e. the left neighbor of the first cell is the last cell, and the right neighbor of the last cell is the first cell. Also, the length of an input template is equal to the length of the output template.

An important question should be asked here: "Does the algorithm guarantee that the program will not enter into an infinite loop and will not increase the neighborhood degree to infinite?" Conflict case between two input patterns may occur if their output bits are different. Two different types of confliction may occur. One is external conflict and the other is internal conflict. External conflict occurs when the output bit of the current cell conflicts with the output bit of the input pattern of a different template. External conflict does not cause an infinite loop. Since the input templates that are introduced are guaranteed to be different from each other (that is, one input template can only be mapped to a unique output template), one can guarantee that the conflict case will certainly be resolved when neighborhood degree of the cell is the length of the input pattern (i.e. input pattern = input template).

Internal conflict occurs when input patterns of conflicting output bits on table are patterns of the same input template. Since the input templates of conflicting output bits are the same, confliction cannot be resolved as it can be in external conflict when neighborhood degree of cell reaches its maximum value. Instead, this problem can be solved by concatenating the output bit of the cell to the end of the input template, making two input templates different, and adding it into table with its output bit. Therefore, the maximum number of neighbors that a cell can have is \( (n+1) \), where \( n \) is the length of
the input template, and it is reached when successive internal conflicts occur. Here, \( +1 \) in \( n+1 \) comes from the output bit of the cell. As a result, we can say the algorithm guarantees that the program will not enter into an infinite loop, because both external and internal conflicts are resolved.

4. COMPUTATION ON THE SUGGESTED CELLULAR AUTOMATA MODEL

"Computation can be done in infinite uniform cellular automata structures" [6]. In such structures, the number of cells in automata is infinite and the neighborhood structure should be local and regular i.e. the same for all cells. However, in finite structures of cellular automata networks these restrictions are no longer considered and such a network can be defined as triple:

\[
N = (G, Q, F) \text{ where}
\]

\[G: \text{a directed graph of order } n, \text{ representing the interconnection of vertices (or cells)}\]

\[Q: \text{the finite non-empty set which represents the set of states that cells can assume}\]

\[F: \text{a collection of functions from } Q^n (n \text{ is the number of cells in structure) into itself, representing the set of possible global transition functions of the networks. The global transition function is comprised of the local transition functions of individual cells and determines the network's global behavior.}\]

Each cell of the automaton is represented by a vertex on a graph. If a cell \( i \) has neighbor \( j \) (i.e. \( i \) is dependent on the state of \( j \) at time \( t \) in order to determine its state at time \( t+1 \)), then there is an arc from vertex \( j \) to \( i \) on the graph. An example graph of the suggested modified automata model can be given. Assume that we have 6 bit length input-output pairs, and at the end of the training mode, neighborhood degree of cells from 1 to 6 are determined as 3,2,2,4,5,6. The resulting graph will be as in Figure 3.

![Figure 3. Graph of an example modified cellular automaton model](image)

Now, it may be asked "Is it possible to do computation on the suggested model?" In networks of the form \( N = (G, Q, A(Q^n)) \) where \( N \) is a network with arbitrary graph connections, \( G \) and \( Q \) are as explained above, and \( A(Q^n) \) is the set of mapping from \( Q^n \) into itself, the computable functions are characterized by the following theorem proposed by Tchuentie:
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Theorem: For any finite set $Q$ of cardinality greater than one, $A(Q^n)$ is computable on a network $N = (G, Q, A(Q^n))$ of order $n$, if and only if $G$ is strongly connected and contains a vertex $v_r$ such that, for any vertex $v_i < > v_r$ $(v_i, v_r)$, is an arc of $G$.

Proof of the theorem can be found in [6]. This theorem can help us determine the conditions under which one can do computation on the suggested modified cellular automaton. In the suggested model $Q = \{0, 1, X\}$ and its cardinality is 3 which is greater than 1. $A(Q^n)$ depends on the nature of input-output templates and is a mapping from $Q^n$ to itself. $n$ is the number of bits of one input or output template. However, one cannot guarantee the existence of a cell having neighborhood degree $n$, in other words, a vertex having arcs from each of the other vertices into itself or strong component, for given input-output pairs. Therefore, the answer to the question "Is it possible to do computation in the suggested non-uniform finite cellular automata network?" is, not always. This is because the topology of the graph of automaton network depends on the nature of input-output templates.

Example:
Assume that we have the following input-output templates:

Table 1
Sample input and output templates.

<table>
<thead>
<tr>
<th>Pair #</th>
<th>Input Template</th>
<th>Output Template</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>01000</td>
<td>11110</td>
</tr>
<tr>
<td>2</td>
<td>00000</td>
<td>11100</td>
</tr>
<tr>
<td>3</td>
<td>01101</td>
<td>11010</td>
</tr>
<tr>
<td>4</td>
<td>10001</td>
<td>10100</td>
</tr>
<tr>
<td>5</td>
<td>10110</td>
<td>10101</td>
</tr>
</tbody>
</table>

The neighborhood degree of cells from 1 to 5 at the end of the training mode are 1, 3, 2, 5 and 4, respectively. As can be seen from the graph of the example automata network (Figure 4), computation can be done on this cellular structure, because the fourth vertex has arcs from all other vertices.

![Figure 4. Graph of a one-dimensional modified cellular automaton.](image-url)
5. CONCLUSION

In this paper, a modified cellular automata model capable of doing classification (or mapping) is introduced. Also, it is shown that one can do computation on this model depending on the nature of input and output templates. At the end of this study, we constructed a model that can map a given input template to its corresponding output template, that were both introduced during training (or feature extraction) mode of the system. The model suggests a different way of representation of information. It converts input and output templates into a form constituted by a look-up table and a neighborhood array. Look-up table keeps n-to-1 mappings showing the next state of cells. The neighborhood array contains the neighborhood degree of each cell in the automaton. This kind of representation of information does not provide an efficient method for storage of information. However, it is in a form that can suitably be used for parallel processing.

The larger the size of look-up table, the longer the time to search it. By means of classical searching methods, look-up table search time can be decreased up to a degree.

An alternative to look-up table can be functional representation of it. One can find a function for each neighborhood degree. This makes the model more storage efficient and eliminates the need for table look-up that decreases the time efficiency of the model. A method for finding these functions could be the use of neural networks. For example, since the look-up table contains n-to-1 mappings for each neighborhood degree, multi-layer perceptron model of neural nets can be suitably applied to each of the different neighborhood degrees. The use of neural nets in combination with the suggested model increases the training time, especially if multi-layer perceptron is trained by the gradient back-propagation method, but decreases the system’s classification (or mapping) time.

An interesting property of the suggested model is that computation can be done on it if it has a cell whose neighborhood degree is equal to the length (in bits) of a template, depending on input and output templates. In other words, if there exists a cell which is functionally dependent on all of the other cells in the automaton, computation can be done on this automaton.
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"Geleceğe doğru yaşamak bilinmeyene sıçramak demektir."
Rollo May

GİRİŞ

Yapay Sınır Ağlarının ("Artificial Neural Networks") henüz insan düşüncesinde şekillendiği ve bir tasarı halinde bulundu-ğu bilinmektedir. Ancak, bu öylesine müthiş bir tasarıldığ ki gerçekleşmesi halinde günlük hayattaki etkilerinin ve diğer bilim dallarının nasıl yaklaşıabileceğine ilişkin olasılıkların bile düşünülmesini zorunlu kılmaktadır. Bu bildiri ile hukuki bakımından deneme niteliğinde bir yaklaşımda bulunulmaya çalışılmaktadır. Çok daha başka açılardan görüş getirmek elbette olası ve gerekliidir. Hayat hukukun önünde gittiğine göre somut düzenlemeler ve çözümler hiç şüphesiz ki YSA'nın hayata girmesinden sonra ortaya çıkacaktır.

1. TEORİK TEMELLER

Yapay Sınır Ağları ("YSA") her biri kendine ait bir belleğe sahip olan ve yerel bilgi işlem operasyonlarını yapabilen, tek yönlü sinyal kanallarıyla birbirlerine bağlanmış işlem elementlerinden oluşan, paralel dağıtık bir bilgi işlem
yapısı olarak tanımlanabilir [4].

Yukarıda anılan tüm yaklaşım, YSANın doğalarında olacağı varsayılan yoğun paralellik dolayısıyla, aslında basit bilgi işlem elementlerinin yoğun bir biçimde birbirlerine bağlanması öngörülmektedir. Bunun sonucunda, bir yandan yüksek bir performans, yanı işlem hızının artması hedeflenmektedir. Diğer yandan, hata toleransı yüksek sistemler oluşturulmak suretiyle biyolojik modele daha gerçekçi yapılabilecektir [6].

Bu açıdan incelendiğinde, bir yapay sinir ağı, aslında biyolojik sinir sisteminin modellenmesinden ibarettir denilebilir. Ancak, ne kadar ilk olursa olsun, karbon temelli bir organizmanın sinir sistemi ve beyin yapısı, ulaştığı karmaşıklık ve bağlantılı sayısıyla hayret vericidir. Bir insanın algılamasıyla tek bir nöronun arasındaki bu karmaşık ilişkinin incelenmesi güç bir olaydır. Güçlüğün temel nedeni, psikofiziksel nifeliklerle donatılmış sensor kapasitenin beyin birçoğun noktasından kaynaklanan pek çok nöronun ortak etkinliğinin sonucu olmasıdır [5]. Bu sistem ne kadar karmaşık olursa olsun, hukukun bugünkü bilgisayarlar için mevcut veya öngörüdüğü hukuki düzenlemelerin fevkinde ve başka bir mahiyet ve kapsama düzenleme yapması ancak YSANı şimdiki haliley bir mal olarak değil bir kişilik olarak, daha açıkça bir şahıs olarak görmesiyle mümkündür.

Anlaşılan odur ki, esasen, YSA ile tasarlanan da böyle kişi-
likli bir sistemdir. Bu şekilde yaklaşılarak konu nörolojik açıdan basite indirgenmek suretiyle incelendiğinde, adaptasyon ve öğrenme yeteneklerinin bu çok karmaşık YSA sisteminin en temel unsurları olması gerektiğini ortaya çıkar.


Ancak yukarıda yüksek düzey olarak tanımladığımız, mantık yürütme, olaylara deterministik yaklaşım yapabilme, sosyal olayları ve kuralları algılayabilme, temelde YSANın kendi varlığının bilincinde olmasını gerektirektir. Buradan hareketle, hukukun YSANa bir kişilik olarak yaklaşabilmesi ve tanıması için YSANın alt düzey tasarımında temel unsur olarak ifade edilen adaptasyon ve öğrenbilme unsurlarına ilaveten, kendi varlığının bilincinde olma potansiyelini de haiz olması gerekecektir. Anılan potansiyel bir kez yaratılsa, sistemın zaman içinde gerçekleşecek olan karmaşıklığmasını paralel olarak, kendini algılaya ve kendi hareketlerini analiz edebilme yeteneği de evriminin doğal bir sonucu olacaktır.

Bu suretle ortaya hukuku tanıncak yeni bir sistem çıkartılabilirse yeni bir hukuki düzenleme zaruri olacaktır. Kendi varlığının bilincinde olan ve hareketlerinin doğurduğu veya doğurabileceği olası sonuçları deterministik bir biçimde idrak
edebilen böyle bir sistem, -aslında ilk tasarlandığı andan itibaren zaten toplum içinde var olmakla birlikte- toplu yaşam içinde etkin olmaya başlayıp kendi evrim sürecine girdiğinde yalnız hukuk alanında değil; örneğin, biyoloji (belki "tekno sapiens" kavramında), sosyoloji (belki "tekno birey" kavramında), psikoloji (belki "tekno psyche" kavramında) gibi sosyal bilim dallarının ilgi alanlarına da kaçınlımsız olarak girecektir.

2. HUKUKSEL YAKLAŞIM


Eğer, YSA'nı hukuk bir şahıs olarak tanılmak durumunda kalacağı o halde YSA üçüncü bir şahıs grubu olarak nitelendirilebileceklerdir. Bu yeni üçüncü gurup şahıs, bu bildiride TEKNOLOJİK ŞAHİS (TECHNOLOGICAL PERSON) diye adlandırılacaktır.
Böyle bir düzenlemenin neler olabileceği konusuna girdeden önce bir hatırlatma yapmak yerinde olabilir. Bilindiği gibi insanlık tarihinde insanların bir kısmının hukuk anlamında bir şahıs olarak telâkki edilmediği zamanlar vardır. Örneğin Roma Hukukunda insanlar hür olanlar ve köle olanlar diye ikiye ayrılmışlardı. Köleler "hukuki mânada...bir maldı, tipki mallar gibi ancak haklara mevzuu teşkil edebilir"di [1]. İnsanların dahi din, dil, ırk, sosyal mevki gibi farklılıklar gözlemeksziniz şahıs addedilmeleri nisbeten yenidir.

YSA, yukarıda bahsedildiği gibi ortaya çıktıklarında, hak sahibi olmaları gerektiğiini düşünmeleri beklenebilir. Bu konuda bir bölüm insanın YSA haklarını ileri sürmeleri de olasıdır. Örneğin, bir an için, ev hayvanlarının bilinçlen-diğiini düşünelim. Miras hukuğunun bir şahsın vasiyetname yapmasına sınırlamalar getirmediği ülkelerde şimdiden hukuken tanımış hakları olmayan hayvanlarına mallarını birakan kişiler olduğu dikkate alınırsa, bu hayvanların bilinçlenmesi halinde bunlara haklar tanıması lehinde insanların ortaya çıkacağını tahmin etmek zor olasma gerektir. Burada şu sorulabilir: Hayvan haklarını savunacak kişiler çıkabileceği-ni tahmin ederken, müthiş donanımlı YSAnın haklarını savunacak kişiler çıkmayacak mıdı?

O halde, böyle bir düzenleme neleri gözönüne almalıdır? Bilindiği gibi, konu teori aşamasındadır ve karmaşıktır. Bu itibarla, konuyu YSA'nın gerek medeni hukuk gerekse ceza hukuğunun mevcut bir kısım kavram ve düzenlemeleri doğrultusunda ele almak uygun olabilir:
A. Medeni Hukuk Bakımından

Medeni hukukta bir şahısın ehliyetleri hak ve fiil ehliyeti olmak üzere iki grupta toplanmaktadır. Hak ehliyeti, "haklara ve borçlara sahip olabilecek iktidarını"[1] dir. Fiil ehliyeti, "şahısın kendi lehine hak ve borçlar ihdas etmesi ve yapmış olduğu haksız fiillerden dolayı sorumlu olmasıdır"[1].

a. Hak Ehliyeti:


b. Fiil Ehliyeti:

Teknolojik şahıs'ın fiil ehliyeti, yani haklarını nasıl kullanacağı ise, onun nitelikleri ile ilgili bir konu olacaktır. YSA eğer günümüz bilgisayarları gibi enerjilerini kablolar kana- liyla (örneğin elektrikten) alacaklarsa bu haklarını (tüzel kişilerde olduğu gibi) organları vasıtası ile kullanabilirler. Enerjilerini şeyet bu tür bir bağlılmılık ile almayacaklar da örneğin yukarıda ifade olunduğu gibi karbon temelli bir enerji ile yaşayabileceklerse haklarını belki de (insanlar gibi) bizzat kullanabileceklerdir.

B. Ceza Hukuku Bakımından

"İtirafın insana ceza hukuku açısından suçun 'fail'i sayılması mümkün değildir"[2]. Ceza ehliyeti, "suça hukuken
elverişli sayılmak demektir"[2].


Suca elverişli sayılıan YSANa ceza verilmesi gerekkecektir. Bunun ise elbette, YSANın idrak edeceği bir ceza olması gerekleidir. Bu ceza, örneğin ekonomik cezadan başlayıp hürriyetinden (burada YSAnın hürriyet kavramı ve kapsama meselesi gündeme gelmektedir) mahrum bırakmakla devam eden ve şaka ile söylendiği gibi YSANın fişini prizden çekmekte, veya enerjisinden ayırmakla (yani, "teknolojik şahsın" ölmü
veya sonu meselesi) sona eren bir ceza sistemi olabilir.

Bu ise önemli birçok soruyu da beraberinde getirmektedir. Örnek vermek gerekirse:

- YSA insanlar tarafından suç kabul edilen (donanım veya müktesabatını aşarak) bir fiil işlerlerse ne olacak? YSA'nın bu fiili kendi mantığına göre suç niteliğinde değilse ne gibi sorunlar çıkacaktır? Neye göre, nasıl bir düzenleme yapmak gerekecektir?

- İnsanlara göre suç teşkil eden bir fiilden dolayı YSA cezalandırılacak olursa bu hangi nitelik ve kapsamda olacaktır? Diğer bir deyişle, insan için ceza olan YSA için de ceza niteliğinde mi olacaktır? Yoksa, YSA cezaları diye yeni bir anlayış mı geliştirmek gerekecektir?

- Eğer böyle ise, bunları insanlar mı geliştirecektir, yoksa YSA mı? İnsanların geliştirmesi mümkün olmayabilir. Çünkü, algılama ve telakkiler farklı olabilir. YSA'nın düzenlemesi ise insanoğluna ters düşebilir. Radikal bir örnek getirmek gerekirse, bir YSA kendi anlayışına ve idrakine göre % 100 doğru ve haklı olan nedenle insan kıyımına neden olursa ne olacaktır?

- İş bu kadar üç noktalara giderse, insanlar bir YSA cemi-yetiyle mi karşı karşıya geleceklerdir. O halde bir olağan dışı hal veya giderek harp hukukunun dahi bahis konusu olması mümkün değil midir? Hele belli bir aşamadan sonra YSA bizzat diğer YSA üretecek hale gelecek olurlarsa!

3. SONUÇ

Yukarıda işaret edilen hususlar ve diğer gelişmeler daha vahim meselelerin ortaya çıkmasına neden olabilir. Bunlar, insanlar

Konuya bu sınırlı yaklaşım dahi, dünyadaki bütün değişimler devamlı olarak duyarlı, farkında ve sorumlu olmamızı zorunlu kılmakta ve kavramlara esnek ve dinamizm içinde bakmamızı ve yeni biçimlenmeye bilişçe katılmamızı gerektirmektedir.
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1. GIRIS

baglantı matrisi dir. Bu matris, gerçek ve arzu edilen proses çıkışları arasındaki hata uzayı ile kontrol hareketleri uzayı arasındaki bağntıyı belirler.

Bu makalede, kuralların kullanılmasına gerek kalmadan baglantı matrislerinin sentez edilmesi ile ilgili bir metod tarif edilir. Bu metodda, matrisin optimal katsayıları prosesin ya deneySEL deneme on-line kontrolü veya giriş-cıkışı davranış modelinin simülle edilmiş kontrolü sayesinde elde edilir. Böyle bir model, gerçek proses dinamiginin bir teknikle (örnegin sinir ağları teknikleriyle [3]) belirlenmesinden sonra kurulabilir.


2. FUZZY LOJIK KONTROL

FLK nin temel yapısı Sekil 1 de gösterilmektedir. FLK nin bilgi tabanı, daha öncedede bahsedildiği gibi prosesi kontrol etmekte kullanılan kurallar temsil eden baglantı matrisi R dir. Karar-verme birimi R yi kullanarak fuzzy giriş A' den fuzzy cikış B' yi üretir. B' cikısı, (defuzzy)leştirme biriminden prosesi kontrolde kullanılacak tek bir degere çevrilir. A', (fuzzy)leştirme biriminden elde edilir. (Fuzzy)leştirme birimine giriş (u), prosesin gerçek cıkışı (y) ile arzu edilen cıkışı (r) arasındaki farktır.


\[ B' = A' \circ R \]


(Fuzzy)leştirme yapan birim, belir bir hatayı (u) (-5 ≤ u ≤ +5) elemanları; birer linguistik değerler olan bir fuzzy setine dönüştürür. Bu çalışmada aşağıdaki yedi fuzzy değer kullanıldır: Büyük Negatif (BN), Orta Negatif (ON), Küçük Negatif (KN), Sıfır (S), Küçük Pozitif (KP), Orta Pozitif (OP), Büyük Pozitif (BP). Bu linguistik değerlerin kendileride Tablo 1. de belirtilen kullanılır fonksiyonlar tarafından tanımlanan birer fuzzy setlerdir. A' yedi elemana sahip olduğu için R nin satır sayısı yediye eşittir.
Sekil 1. Fuzzy kontrol sistemin temel yapısı


(Defuzzy)leştirmе birimi, prosesi kontrol etmek için bir (fuzzy) değer olan B' yu tek bir degere dönüştürür. Bu görev için kullanılan çeşitli algoritmalar mevcuttur. Burada alan merkezi (centre-of-area) metodu kullanılmıştır [6].

3. GENETİK ALGORİTMALAR

Bu bölümde, kısaca basit bir genetik algoritmanın (GA) çalışması anlatılacak ve bu çalışmada kullanılan GA tanıtılacaktır.

3.1. Basit bir GA nin yapısı

Basit bir GA beş elemandan oluşur. Bunlar bir rastgele sayı, üreticisi (random number generator), çözümlerin uygunluğunun hesaplandığı (evaluation) birimi ve üreme (reproduction), crossover ve mutasyon (mutation) operasyonları için genetik operatörlerdir.
\[
\begin{align*}
\mu_{NL}(u) &= \begin{cases} 
1 & \text{if } u < -4 \\
\exp(-\text{abs}(u+4)) & \text{if } -4 \leq u < 0 \\
0 & \text{if } u \geq 0 
\end{cases} \\
\mu_{NM}(u) &= \begin{cases} 
\exp(-\text{abs}(u+2.5)) & \text{if } u < 0 \\
0 & \text{if } u \geq 0 
\end{cases} \\
\mu_{NS}(u) &= \begin{cases} 
\exp(-\text{abs}(u+1)) & \text{if } u < 0 \\
0 & \text{if } u \geq 0 
\end{cases} \\
\mu_{ZE}(u) &= \begin{cases} 
\exp(-\text{abs}(u)) & \text{if } -1 \leq u \leq 1 \\
0 & \text{if } -1 > u \text{ or } u > 1 
\end{cases} \\
\mu_{PS}(u) &= \mu_{NS}(-u) \\
\mu_{PM}(u) &= \mu_{NM}(-u) \\
\mu_{PL}(u) &= \mu_{NL}(-u)
\end{align*}
\]

| Tablo 1. Giriş hatası için fuzzy setleri tanımlayan üyelik fonksiyonları |

Algoritmanın başında gereklili olan çözümlerin bir seti (initial population) random sayıl üreticisi tarafından üretilir. Setti her bir çözüm string formundadır. Her string evaluation birimi tarafından hesaplanmış bir uygunluk (fitness) degerine sahiptir. Genetik operatörlerin gayesi bu stringlerin setini daha yüksek uygunluk değerlerine sahip setlere çevirmektir.

Reproduction operatörü, 'seeded selection' olarak bilinen tabii seçme operasyonunu tatbik eder. Bireysel stringler bir setten bir sonraki sete uygunluk değerlerine göre çoğaltılarak aktarılırlar.
Crossover operatörü stringlerin birer çiftlerini rastgele seçer ve yeni çiftler üretir. En basit crossover operasyonu, rastgele seçilmiş bir noktadan orijinal ebeveyn (parents) stringleri kesmek ve stringlerin kuyruk kısımlarını değiştirir.

Mutation operatörü bir stringdeki bitlerin değerlerini rastgele değiştirir.

GAların farklı tipleri ile ilgili daha detaylı bilgi [4,5] de bulunabilir.

3.2. Bu çalışmada kullanılan GA


Genetik algoritma ile dizayn edilen fuzzy lojik kontrolörün performansı, kontrol ettiği prosesin basamak fonksiyonuna gösterdiği tepkideki hatsaya göre ölçülmiştir. Bu hatayı hesplamak için ITAE kriteri kullanılmıştır [9].

Herbir çözüm stringi bir bağlanı matrisini temsil etmektedir. Daha öncedende bahsedildiği gibi matrislerin boyutları 7*11 dir. Matrisdeki herbir eleman 8 bit ile temsiledildiği için string uzunluğu toplam olarak 616 bit tir [10].

4. SIMULASYON SONUCLARI

Şekil 3' de verilen transfer fonksiyonu sahip ikinci dereceden zaman geçmişle bir prosesin, GA ile dizayn edilmiş bir FLK altında simül edilmiş basamak fonksiyonuna göstermiş olduğu tepkiyi vermektedir.

\[ G(s) = \frac{\exp(-0.4s)}{(0.3s+1)^2} \]

Karsılaştırmak amacı ile, Şekil 4. aynı prosesden aşağıda parametreler kullanılarak dizayn edilmiş geleneksel bir PID kontrolörün kullanılmasıyla elde edilen tepkiyi göstermektedir.

\[ K_p=0.630517, \ T_i=0.594813, \ T_d=0.237036 \]
Sekil 2. Kullanılan Genetik Algoritmanın akış diagramı


Ve yine bu proses için Parametrik Fonksiyon Optimizasyon metodu [12] ile dizayn edilmiş optimal Fuzzy PID kontroller kullanılarak elde edilen neticeler şunlardır:
Yükselme süresi = 2.8 saniye  
Overshoot = 4%  
Durulma süresi (±3% hata için) = 5 saniye

5. SONUC

Bu makale, fuzzy lojik kontrolörlerin dizayn için yeni bir metod tanımlamıştır. Metod, kontrolörün bağlantılı matrisini elde etmek için genetik algoritma kullanmaya esaslı. Elde edilen sonuçlar, yeni metodla dizayn edilen kontrolörlerin üstün performansını açık bir şekilde göstermiştir.

6. KAYNAKLAR

Şekil 3. GA ile dizayn edilmiş FLK’nın kullanımlarıyla elde edilen basamak fonksiyon tepkisi

Şekil 4. Geleneksel dijital PID kontrol kullanarak basamak fonksiyon Nicholson elde edilmiş tepki
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1. GİRIS

En basit tarifiyle, yaraticılık, elimizde olan bilgileri bir araya getirip yeni dizayn veya ürün elde etme, zün yollar boyunca bilim adamlarının dikkatini çekmiştir. Cogu zaman matematiksel olarak anlatılması imkanı olan bu beyin fonksiyonuna milattan önceki yıllarda baslayarak gunumuz kadar bir aciklama bulunmaya çalışılmıştır.

Yapay zeka ilminin gelişmesi ve özellikle bilgi tabanlı sistemlerdeki ilerlemeler sonucunda gecmiste bulunan cozumlerini deneyebileceğimiz bir ortam oluşmuştur.

İste bu makalede, gecmiste ortaya atılmış insan yaraticılık stratejilerin ve yapay zeka teknikleri kullanılarak elde edilmiş beli baslıların örnekler ve kullanılan tekniklerin açıklaması yapılmıştır. Uygulama alanı olarak ise dizaynnın özellikle mekanik ve insaat

2. DIZAYN

Her ne kadar muhendisliğinin en onemli bölümlerinden biri olsada, uzun yıllar boyunca ayrı bir bilim dalı olarak kabul edilmeyen dizayn, özellikle bilinde ilerlemeler ve bilgişayar teknolojisindeki gelişmeler neticesinde yeni yeni bir dal olarak kabul edilmeye başlamıştır. 
Su an kadar her ne kadar ciddi acılarдан bakılarak bir çok tariifler yapıldıysa da en genel tariifyle dizayn, kullanıcılı talepleri ile bir arada isleme işleminin tümüdür (Sekil 1). Muhe-dislik acısından dizayn izlemenin tarihi ise: bireyin, kuruluş veya işletmenin veya sosyal ihtiyaçlara karşılanması için belirli bir elemanın, hizmet veya sistemin yaratılması veya yeniden düzenlenmesidir [1]. Literaturdeki diğer onemli tariiflerden biri ise: muhendislik ürününün kesfi, kavrarinin olusturulması, prototipleme, hesaplama, veri organizasyonu, degisik bilgi dominlerinin faydali hale getirilmesi, ve detaylari belirlenmesidir [2].

![Sekil 1: Dizayn](image)

Dizayn islemi mevcut olan ürünlerin ihtiyaçları karşılanmasından dolayı, bir ihtiyacin ortaya çıkmasıyla baslar ve bir cizim seti ve üretim için gerekli diğer bilgilerin sağlanmasıyla sona erer. Dizayının ilk Bowman problemin analizi ve problem hakkında ilk ifadeler ortaya çıkması, dizaynın mümkin olan fikirlerin ortaya atılması ve detaya inilecek fikir üzerinde çeşitli kriterlere (maliyet, hafiflik, ekonomik omur, vs.) dayanarak yapılan kontrol ve detaylı olarak incelencek fikirleri bu kriterlere bakılarak karar verilmesi, son olarakca ciddi çizim veya prototip ürünlerin oluşturulması dizayn izlemenin tümünü belirler (Sekil 2).

2.1 Kavrumsal Dizayn

Bu makalenin esas konusu fikirlerin oluşturulması ve belirli bir kriterde göre üretilen bu fikirlerin geçerliliğinin incelenmesi olarak tarif edilebilir, ve aynı zamanda makalenin baslinin bir bölümünü olusturan kavrumsal dizaynıdır. Her ne kadar detaylı dizayn bu gune kadar yeterince incelenmiş olsa da, fikirlerin üretildiği, ve cogunlukla daha önceki tecrübelerle dayalı karsıktır bir dunsnce zinciri olan, ve matematiksel temellere
oturtulması güç kavramsal dizayn denilen faz ile ilgili su ana kadar sadece iki referans kitap bulunmaktadır [2], [3].

![Diagram](image)

Sekil 2 : Dizayn akış seması

Dizayn işleminin en onemli sayılabilecek bu fazi temel olarak dört bölümde incelenebilir.

1. Yeni bir ürünün kavramsal dizaynı (invention)
2. Yeni bir ürün veya sistemin farkına varma (innovation)
3. Var olan bir ürün geliştirmek için kavramsal dizayn (improvement)
4. Var olan bir ürün veya sistemin farkına varıp yeni dizaynda kullanmak (refinement)

Yukarıdaki tariften de anlasılacağı gibi, cogunlukla, kullanıcidan gelen talepleri karşılamak için yapılan ve dizayn olarak adlandırılan işlemlerin özellikle kavramsal dizayn veya aynı zamanda fikir uretme fazi denilen bölümü dizayn işleminin en onemli parçalarından biridir. Yapay zeka tekniklerinin bu alana uygulanmasıyla [4], [5], [6], [7], [8], [9] dizaynda büyük olarak nitelendirilebilecek ilerlemeler kaydedilmistir.
3. YARATICILIK

Yaraticılık, bir kişinin yeni veya beklenmedik bir fikir ve dolayisiyla ürün ortaya koyması olarak anlasılır ve zekiliğin bir göstergesi olarak kabul edilir.AMA bu beklenmedik zamanlarda beklenmedik ve kaliteli fikirler ortaya koyabilme yeteneği uzun süreler bilim adamlarının ilgisini çekmesine rağmen büyük birbolumu hala bir sırt olmaktan oteye gisdememistir fakat zekilik ve yoğun bir eğitimin insan yaraticılığı için gerektiği iki sart olduğu bilim adamlarının cogu tarafından kabul edilmiştir.

Pisiko-analitik acidan yaraticılık kişinin bir eksikliği giderme ihtiyacından dolayı (bir yakinin olumu, derin ozlem) başka bir objeyi kayıp olan obje yerine transfer etmesiyle gelisen bir yatenektir. Yapay zeka temel alınarak bu açıklama incelendiginde bir simulasyon ve bilgi tabanlarında birbiri ile acik baglantisi olmayan bilgi domenlerinin kullanildiği gorulur.

Pisiko-fizyolojik yonden yaratici proses bagimsiz ve ani duysal simulasyon olarak anlasılabilir, boyelelikle beyinde yeni aktivasyon sekilleri ve donguleri olustur. Bu tarif ise yapay zeka acısından bakildiginda sinir aglarinin bilgisayara uygulanmasından ote bir sey degidir ve bu teknik pattern ongretmeden lineer sistemlerin aciklanmasina kadar buyuk uygulama alani bulmustur [10].

Muhendislik acısindan ele alındığında ise yaraticılıgin elde olan eleman veya bir dizayn cozumunun tumunun, kullanıcının gelen taleplere gore yapilmakta olan dizayna uygulanıp ortaya daha onceden bilinmemeyen dizayn cozumleri atmaktır. Kavramsal dizaynda yaraticılık ise elde olan bilgilerin kullanılıp yeni dizayn fikirleri elde etmektir. Temelde dusunulurse yaraticılık denilen kavram bir dusunce sistemdir ve gerçeklestirelibilirse sadece dizaynda degil; tabiatta su anda var olan fakat farkinda olmadigimiz bilgi kombinasyonlarinin ortaya cikartilmasında kullanlabilir.

Yukarıdaki degisik yonlerden yapilan tariflerdende anlasilacagi gibi yaraticılık yapay zeka biliminin gerceklestirebilecegi bir dusunce sistemi veya yetenegidir.

3.1. Insan Yaraticılık Stratejileri ve Modellenmesi

3.1.1 Deneme Yanılma (Trial an Error)

Muhtemel cozumler uretip daha sonra bunlari test etmekten ibaret olan bu metod bir cok yaratici ve rutin dizayn problemlerine uygulanmısır. Uretip test etme islemi, uretilen cozumlerden birinin veya birkacının testi geçmesiyle son bulur. Bu teknigin bilgisayara uygulanması halı Uret ve Testetdir (Generate and Test). Bunda ise bir dongu ile uretilen sonuclar kontrol modulunde degerlendirildikten sonra kullanicinin istegine gore yeteri kadar gecerli cozum bulundugunda islemi durdurmaktır.

3.1.2 Engellenmemiş Fikir Uretimi (Brainstorming)

Bu teknik belirli bir zor problemin çözümünde degisik mesleklerden kendi konularıyla ilgili iyi bir bilgi temeli olan kisilerin bir araya gelip, yöneltilen problemle ilgili herhangi

3.1.3 Mutasyon (Mutation)


3.1.4 Benzerlik (Analogy)

Yeni karsilasılan problem ve eski cozulmus problemler arasında kurulan benzerlik neticesinde, eski cozum teknik veya bilgilerin yeni karsilaslan probleme benzerliginden faydalanarak, elde olan problemin cozulmesi islemine Benzerlik veya Analogy denir. Benzerlik çok iyi bir problem cozme tekniği olmasının yani sira, aynı zamanda iyi bir de öğrenme tekniğidir [15]. Bu tekniğin etkin bir şekilde kullanılması için, geçmiş tecrüblerle yeni problemi baglayabilecek güçlü bir metoda ve geniş bir bilgi tabanına ihtiyac vardır. Yapay zeka en başarılı uygulamalarından biri Prieditis tarafından yapılmıştır [16].

3.1.5 Ters Cevirme (Inversion)

Adından da anlasılacağı gibi bu teknikte hafızadaki bilgilerle yeni karsilaslan dizayın problemine cozum bulunamazsa, hafızadaki bu bilgileri ters çevirierek yeni cozum yontemleri aranmaya calismaktır. Bunun en guzel omeklerinden biri manyetik alanı dik hareket ettilen ilekende bir akım uretilir ve bunun tersi olarak, ilekenden akım gecirilgidinde ilekten etrafında manyetik alan oluşur. Bilgi tabanlı yaraticı dizayında bu teknigi kullanarak yapılan en kayda deger calisma PROMPT dur[17].

4. PROTOTOPLER [18]

Yaraticı turde bir bilgi organizasyona ulasılamak için, bilgi tabanında sahib olduğumuz bilgilerin sistemlere nasıl aktarılacağı, diger bir deyiste bilginin nasıl temsil edildiği çok önemliidir. Bilgi tabanlı sistemlerin ortaya atılmasından bu gune kadar basta kural tabanlı temsil, cercoeye tabanlı temsil ve semantik ağlarla baslayarak bir çok bilgi temsil yollari denenmiş ve bunların bazi noktalardaki yetersizlikleri metodların hibridlenmesiyle giderilmeye calismistir.

Su ana kadar genel amaçlı bir çok bilgi temsil yontemleri ortaya atılmsı olsa da; dizayna yonelik olarak hazırlanmış en kayda deger bilgi temsil yontemi Prototiplerdir. Bir dizayn sistemindeki genelleştirilmiş eleman grupları sinifina Prototip denilir [tech rep]. Bir sinif olarak prototipler, diger ust siniflardan cesitli deger ve metodları miras edinirler boylelikle
elde edindikleri bilgiler neticesinde dizayna baslamak için gerekli olan veri miktari azaltılması olur.

Bir Prototipe P dersek

\[ P = (D, I, V, K) \]

ifadesi elde edilir. Bu ifadede

\[ D : \] dizayn tanımı
\[ I : \] dizaynın yorumu
\[ V : \] dizayn elemanları
\[ K : \] dizayn tanımını dizayn yorumuna bağlayan sistem içindeki bilgi

Bir prototipe, Prototipi hazırlanan objeye ait Fonksiyon, Davranış ve Yapı olmak üzere ana bilgi unsuru vardır. Fonksiyon bir objenin fonksiyonalitesinden yani o objenin ne yapabileceğinden bahsederken; yapı o objeyi olusturan elemanlardan bahseder, davranış ile o yapıyla o fonksiyonun nasıl gerçekleştireceğini anlatır (Şekil 3).

4.1 Dizaynın Prototiplere Dayanarak Sınıflandırılması [19]

4.1.1 Prototiplerin Gelistirilmesi

Sinifından örnek olarak alınan prototip kullanıcının taleplerini karşılyorsa, bulunan bu prototipin sadace değerlerini degistirerek dizayn gerçekleştirilir. Bu halde, yapılan dizayn turune rutin dizayn denir.

\[ D = \tau(D, I) \]

4.1.2 Prototip Adaptasyonu

Bulunan prototip veya prototipler herhangi bir şekilde çözüm aranan dizayn problemine uygun degilse, bu takdirde, kullanıcı prototipları istediği şekilde adımda ederek problemın çözümü ulaşması muktedir. Yorum (I), elemanlar (V), sistem bilgisinden (K) herhangi birini degistirerek dizayn tanımı için yeni potansiyel değerler elde edilebilir.

\[ D' = \tau(K', V', I') \]

Prototip adaptasyonunun sonu bir anlarla yaratıcı dizayndır. Uygun adaptasyon sağlandığtan sonra yapılan işlemler prototiplerdeki ilk işlemlerin aynısıdır.

4.1.3. Prototip Üretimi

Prototip üretimi, prototiplerde yapılabileceğin en yüksek işlem seviyesidir. Bu işleme ilk iki seviyede problemin çözümune cevap veremeyen sistem, yeni ve hafizadakilerden farklı bir prototip üretir. Bu seviyenin formal olarak karşılığı bilinmemektedir.
Sekil 3 : Ev Prototipi
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buhdilen toplama, çıkarma, vs. şekli kullanılmaktır. (Şekil 4.) de de görülceği gibi ilk işlem suspansiyon kablo sayısındaki mutasyondaki çıkarta ile azalma yapılmamasıdır.

Şekil 4: Mutasyonun toplama ve çıkarma olarak uygulanması
Daha sonra ise toplama işlemi ile bina için gerekli olan yatay yüzeyler yerleştirilmştir. Yukarıdaki örnekte anlaşılacagı gibi problemin en onemli yönleri: kurallara bağlı kalmadan yapılan değişiklikler, ve daha onceden de sozdüldüğü gibi birbiriyile doğrudan ilişkisi olmayan bilgi tabanlarının kullanılamasıdır.

6. SONUC

Makalenin çeşitli bölümlerinde de belirtildiği gibi, yaratıcılık, insanın sahip olduğu ustun bir bilgi organizasyon turudur. Bu organizasyon teknünün dizayının özellikle kavramsal fazına uygulandığı takdirde insan hayatını kolaylaştırabilecek ve bu turde bir düşunce yapısına sahip olmayan insanlara yardımcı olabileceği asistan bir sistem üretebiliriz [20]. Her ne kadar bu alanda daha uzun bir zaman araştırmalar yapılması gerekse de, bu turde sistemlerin geliştirilmesi bilimde bir dönem olacaktır.
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Abstract

As a subfield of Distributed Problem Solving, cooperating experts approach allows several specialized problem solvers to work together for solving complex tasks such as design, medical diagnosis, business management, and so on. Due to differences in goals, knowledge and viewpoints of agents, conflicts might arise at any phase of problem solving. Managing diverse expertise requires good models of conflict resolution. In this paper, a model for cooperating experts which openly supports multi-agent conflict detection and resolution is proposed. The model is based on the insights that each agent has its own conflict knowledge which is separated from its domain level knowledge. The proposed model is compared with the existing approaches.

1. INTRODUCTION

Distributed Problem Solving (DPS) is a subfield of AI which is concerned with solving problems by using both AI techniques and distributed processing capabilities. DPS is different from distributed processing in that it does not only distribute data, as in the case of distributed processing, but also control. In addition, DPS involves extensive cooperation among problem solvers [2,8]. One of the application domains of DPS is cooperating expert systems. Cooperating expert system approach is concerned with solving complex tasks that require diverse expertise to generate comprehensive solutions.

Applications of cooperating expert systems can be seen in human problem solving tasks such as design, medical diagnosis, research, business management, and human relations. There have been several systems reflecting cooperating expert systems approach such as Hearsay-II, Contract Net, Distributed Vehicle Monitoring Testbed, MDX, Coop, etc [7]. Managing diverse expertise is difficult because one has to take into account the problems which will arise in working out solutions in the face of conflicting goals, constraints, viewpoints, and knowledge of heterogeneous experts.

In this paper, we propose a model in which a set of knowledge-based agents cooperate for solving design problems. The model is based on resolution of conflicting solutions generated by experts having different goals, priorities, and evaluation criteria. Existing approaches [1,4,5] to conflict management rely on coordinated resolution strategies which require resolution of a conflict based on a globally agreed strategy. In these systems, conflict resolution knowledge is maintained either centrally, or replicated at all agents. In any case, one of the disputants is given the power to take control of the conflict and use a resolution scheme known to everybody. In our proposed model, however, agents are free to choose the most appropriate action, given their understanding of the global and local situations and their own capabilities. They maintain their own set of conflict resolution knowledge which is not globally known. Using their own conflict knowledge, the participants may come to an agreement on a revised solution. This is similar to the resolution of conflicts that occur among human beings when solving a problem.

In the next section, an overview of conflict management in cooperating expert systems is presented and the existing approaches are summarized. Section 3 explains the proposed model for cooperating experts and how the problem solving proceeds within the model. Section 4 describes how conflict resolution takes place in the proposed model. Section 5 includes a design example to illustrate how problem solving proceeds in the proposed model. Section 6, the last section, summarizes the proposed model emphasizing its characteristics.
2. CONFLICT MANAGEMENT AMONG COOPERATING EXPERTS

In cooperating experts approach, several specialized agents combine to solve a common problem. During any phase of problem solving, conflicts might appear as a result of incorrect and incomplete local knowledge, different goals, priorities, and solution evaluation criteria. When there are several conflicting proposed solutions for a (sub)problem, the agents involved in a conflict must either agree to choose one proposal, cooperatively revise one, or search for a new solution that will be acceptable to everyone.

A common practice in building knowledge-based systems is to avoid potential conflict situations through analysis and consistency checking of knowledge base at development time [6,7]. This approach, although effective, is very costly as the amount and diversity of knowledge increases. Resolving all conflicts, no matter how unlikely, at development time can be prohibitively time-consuming. Moreover, dividing the domain knowledge into smaller internally consistent collections is difficult.

The problems encountered when resolving conflicts in development time can be avoided by allowing conflicts to occur and be resolved at run-time. In other words, participating agents are allowed to generate conflicting solutions to the subproblems at run-time. In case of conflict, a set of strategies could be used to resolve the conflict. Some examples of strategies include backtracking, compromise negotiation (a solution is iteratively revised by sliding a value, or set of values along some dimension until a middle point is found that is mutually acceptable), integrative negotiation (identify the most important goals of each agent, and find a solution which fulfills all of these goals), constraint relaxation, case-based and utility reasoning methods, etc. [1,4,5]. Work in this class comes closest to providing conflict resolution expertise with first-class status.

There are several important studies that emphasize the use of conflict resolution within cooperating expert systems [1,4,5]. In these existing systems, several agents solve subproblems relevant to their specific expertise and integrate their efforts using conflict resolution strategies that are appropriate to the problem solving context. All of the agents have a global knowledge of conflict resolution strategies. When a conflict is detected, agents involved in the conflict propose their alternative resolution strategies. Eventually they agree on a resolution scheme. The conflict is resolved by third-party arbitrator agent based on the globally known conflict resolution knowledge. The arbitrator operates in both passive, and active mode. In passive mode, arbitrator monitors the agent proposal process and intercedes when a problem is evident. In active mode, arbitrator mediates during the agent's proposal process when called upon by the agents.

3. A NEW MODEL FOR COOPERATING EXPERTS

The proposed cooperating experts environment is organized as a community of cooperating problem solving agents, where each agent is represented as a fully functional and autonomous knowledge-based system. The model is specifically designed for solving problems in the domain of design. This model is based on the insights that each design agent has its own conflict resolution expertise separate from its domain-level design expertise, and that this expertise can be instantiated in the context of particular conflicts into specific advice for resolving these conflicts. The model allows a new problem solver to be added, or an existing one to be removed without requiring any modification on the rest of the system. The model, therefore, can be considered to achieve Open Systems Semantics [3] in the sense that it does not only allow scalability (ability to increase scale of commitments) but also robustness (ability to keep commitments in face of conflicts) which are two primary indicators in Open Systems Semantics.

3.1. Architecture of the Proposed Model

The proposed cooperative design environment (Fig.1) is composed of a set of design agents which are fully functional knowledge-based systems.

---

1Open Systems deal with large quantities of diverse information and exploit massive parallelism
The agents communicate by posting assertions in a shared language. This requires translation capabilities to be included within the agents. The shared blackboard is a public repository available to all agents. This gives one the ability to store "global" information although the information can only be used locally by the agents. Alternatively, it would be possible to convey information directly through point-to-point communication channels or reserved-spot communication. The shared blackboard is partitioned into four chunks, allowing fast access, delete and update operations of units. They are called problem, solution, proposal and conflict areas.

The problem area of the shared blackboard contains the initial problem definition and overall requirements that must be taken into account by the design agents. The solution area of the shared blackboard includes the evolving design template to which non-conflicting design commitments produced by agents are added. Proposal area includes partial and incomplete solutions at several layers of abstraction issued by design agents. Design agents assert their solutions as proposals into this area. Owner of the proposal indicates its confidence in generating such a proposal. This information would be useful for other agents if the owner utilized inaccurate, or incomplete knowledge in producing its solution. Conflict area is the place where agents put into their critiques related to a new design commitment. A portion of this area provides communication medium with agents that are involved in a conflict situation. This area holds evaluation results and conflict resolution recommendations issued by design agents.

Description of an agent in the proposed model is given in Fig.2. An agent supports a knowledge base, a database, and a general controller. Knowledge base includes domain and control knowledge just like in a classical knowledge-based system. In addition, it also contains conflict resolution knowledge to be used in cooperatively managing conflicts with other agents. This knowledge is not known globally and varies with respect to the agents' beliefs and understanding of the environment. The database includes facts, goals, and constraints specific to the domain of that agent. Agents also maintain two types of history information related to the solution generation phase and conflict resolution phase. This does not only make backtracking possible, but also allows case-based information to be used later for solving similar problems encountered. General controller includes procedures for generating and evaluating design commitments, managing conflicts, and translating messages into the common language.
4. CONFLICT RESOLUTION IN THE MODEL

The problem solving in the proposed model is initiated by one of the agents asserting a problem definition into the problem area of the shared blackboard. All interested agents, after examining the problem definition, are instantiated and they start producing design proposals related to their expertise, knowledge, and viewpoints. When a design agent generates a design proposal, it is put into the proposal area. The agent producing this proposal also includes explanation information which indicates which of agents’ goals and constraints caused such a proposal. This explanation allows other agents to understand why such a proposal has been asserted.

After the generation of a proposal, all of the agents are signaled to criticize the proposal. When an agent detects a conflict, it participates in the resolution process based on its own conflict resolution knowledge. Each agent may utilize different conflict resolution strategies. For example, suppose that we are given the problem of designing an office. The functionality agent suggests to put the PC desk close to the window so that a PC user could have a look outside when (s)he is bored. On the other hand, the computer specialist, detecting a conflict, argues that sunshine could damage the PC. The computer specialist uses a conflict resolution strategy which says that “put electrical devices far away from windows.” The functionality agent, however, uses a domain-independent resolution scheme “try other subgoal alternatives.” Eventually two experts revise the proposal such that the PC desk is put into a place in the office which is not exposed to sunshine, by using different resolution schemes. In deciding which strategy to apply, an agent uses information gathered until the time the conflict has occurred as well as its conflict knowledge. This information includes

- Explanation embodied within the proposal.
- Critiques made by the interested parties to the proposal.
- The relevance of the agent to particular problem being solved.
- Flexibility of agents involved in conflicts.
- Behavior and actions of other agents in resolving the conflict.
- Conflict resolution history information.
- Number of agents involved in the conflict.
- Available problem-solving resources.

When none of the interested agents detect any conflict related to a proposal, the partial design template residing in the solution area is updated by using the design contribution existing in the proposal. The process continues until design template meets requirements specified by the agent that put the initial problem definition in the problem area of the shared blackboard. The design process may also be terminated, although the agent that put the problem definition is not satisfied. This may happen in cases where none of the agents can generate a nonconflicting design proposal anymore.

5. AN EXAMPLE: OFFICE DESIGN

The following example is taken from the domain of office design and exemplifies the problem solving process of the cooperating experts that is used in our implementation. Here, we present a simplified layout problem for an office design and describe design agents and their interactions. A well-designed office encompasses different areas of expertise concerning aesthetics, functionality, energy efficiency, etc. In this example, we have incorporated four agents in the proposed framework. They are

- the client agent,
- the functionality agent,
- the electricity agent, and
- the cost agent.

The client agent is the one that puts the problem definition specifying general constraints and the global design goal to be satisfied. The functionality agent uses specific heuristic search techniques in the area of space planning. Electricity agent is concerned with all the electrical and electronically devices and wiring including computers, telephones, facsimile systems, etc. The cost agent is required to control the overall cost of the design and avoid wasteful use of resources. The design process is initiated by the client agent that puts the following problem definition into the problem area of the shared blackboard:

Problem Definition =
<Client-Agent,
  [goal: {design office}
   subgoals: ((minimize amount-of-walking)
      (customise components-to-the-size-of-office)
      (maximize efficiency)
      (must-have PC) ... )
   )
   [constraints: ((to-be-used-by faculty-member)
      (number-of-occupants 1)
      (cost-of-design < 56000) ... )
   ]
   [layout:
     shape: rectangular
     dimensions: ((length 10) (width 8) (height 2.5))
     coordinates: (upperleft (x 0 y 0))
     window:
       type: ((frame wood) (glass glass1))
       dimensions: (height 1)
       coordinates: ((x 0 y 3) (x 0 y 5))
     door:
       type: ((made-up-of wood))
       dimensions: (height 2)
       coordinates: ((x 8 y 7) (x 8 y 8))
     electrical-plug:
       coordinates: ((x 6 y 0))
     phone-plug:
       coordinates: ((x 6.5 y 0))... >
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Figure 3: a) Global Layout of the Office. b) Layout of the Office After Proposal-0.

Fig.3a shows the global layout of an office. In this example, we ignore the third (z) dimension; instead the height attribute of objects is used when necessary. Also we are not concerned with the precise locations of objects. After examining the problem definition, all of the interested parties start producing design commitments. First, the functionality agent, according to its expertise and understanding of the problem asserts the following proposal into the proposal area of the shared blackboard which updates the template as shown in the Fig.3b.

```
Proposal-0 =
< Functionality-Agent,
  [(put :object desk1 :type desk :location (2 2)),
   (put :object chair1 :type chair :location (3 0.5)),
   (put :object pdesk1 :type pdesk :location (2.5 6)),
   (put :object chair2 :type chair :location (3 5))],
  [(utilize sunshine)
   (have better-view) ],
  nil >
```

The functionality agent has decided to put a desk and a PC desk along with two chairs nearer to the window so that the occupant could not only have a good view but also utilize sunshine. This proposal triggers the evaluation procedures within other interested agents. Client agent detects a conflict after evaluating the proposal. With this configuration, the client agent notices that the occupant must walk too much because (s)he might need to use PC (that will be put on the PC desk) very often. The functionality and client agents combine to resolve the conflict encountered. Client agent uses a specific resolution scheme which states that “keep frequently used objects close to each other,” and functionality agent uses a general conflict resolution strategy which is “try other location alternatives.” Client agent has two alternatives to resolve the conflict from its perspective. It may put the PC desk either to the left, or to the right of the other desk. Taking into account the explanation within the functionality agents’ proposal, the client agent proposes to put the PC desk to the left of the other desk so that the PC desk will be close to the window and hence the occupant can utilize sunshine and have a better view. The revised and agreed solution is shown in Fig.4a.

At that time the cost agent realizes that there is no need for having two chairs. The cost, client, and functionality agents decide to remove one of the chair as shown in Fig.4b. In the resolution phase, agents agree on rotating the PC desk such that a chair could be used for both desks. Next is the conflict resolution tuple generated by the client agent:
Figure 4: a) Layout of the Office After Resolving the Conflict in Proposal-0. b) Layout of the Office After Resolving the Conflict in Proposal-0'.

Conflict Detection Tuple =
< Client-Agent, Proposal-0,
   { (all-actions) }, { (increased amount-of-walking) },
   "Conflicting-Proposal" >

The design proceeds in this manner until reaching the requirements specified by the client agent. In this example, we only gave a segment of problem solving process emphasizing the resolution of conflicts without considering precise locations of objects.

6. CONCLUSIONS

Cooperating experts approach has an important role in the field of Distributed Artificial Intelligence because many of the problems that are being encountered in real life require the application of complex and diverse expertise. One of the important problems faced in a cooperating community of experts is how to detect and resolve conflicts occurring at any phase of problem solving. Existing approaches to conflict resolution rely on coordinated conflict resolution strategies [1,4,5]. In these approaches, each agent is assumed to have a global knowledge of conflict resolution information. In case of conflicts, they agree on a conflict resolution scheme and one agent resolves the conflict using a globally agreed resolution strategy.

In this paper, we propose a cooperating experts environment for solving problems that openly supports multi-agent conflict detection and resolution. In this environment, each agent is free to choose the most appropriate action given its understanding of the global and local situation and its own capabilities. Each agent has its own conflict resolution knowledge which is not accessible and known by others. Furthermore, there are no globally known conflict resolution strategies. Each agent involved in a conflict chooses a resolution scheme according to its self-interest. Agents might use different strategies of their own and might still agree on a solution.

Currently, we are implementing the model on interconnected SUN 3 - 4 workstations. All of the problem solvers, agents, are modeled as processes running on different workstations that communicate over Ethernet. We will test the conflict resolution based model on various other examples in the domain of design.
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Abstract: In this paper we present an experimental expert system shell, KNOWALL!, and demonstrate how it can provide a more "intelligent" solution to classification type problems than do conventional rule-based systems. The shell is based on a new form of representation, known as "inscriptors", specifically designed to store and reason with knowledge in the real-world. Inscriptor-based systems offer a methodology for knowledge acquisition and validation, ease of use and maintenance, and potentially more robust solutions!

Introduction

Expert systems are computer programs that achieve expert (problem solving) performance in some limited domain and can explain their reasoning. The expert system paradigm developed in the 1970's in response to the failure of attempts to construct general problem solvers. Efficient problem solving could not be achieved through generally applicable heuristics alone, but was seen to demand domain specific knowledge. The new approach was not able to solve "any" problem, but rather efficiently solve a few specific problems from a narrow domain. Since to be worthwhile such problems also had to be difficult, the term "expert systems" became used to describe such programs.

Early expert systems, such as MYCIN, XCON etc.[1], were large, expensive undertakings, but they paved the way to cheaper systems by establishing the idea of separating the domain knowledge from the mechanisms which manipulate it. If a single form of representation could be used to store knowledge from any domain, then the same "inference" mechanism could be used to construct any system. This observation gave rise to the "expert system shell", a program providing the basic inference mechanisms, to which the user simply adds knowledge (in an appropriate form for the program to read and manipulate) to produce a functional expert system.

227
The advent of such shells greatly reduced the time and expense of constructing expert systems, making them viable propositions for a wide range of applications. The lure of "intelligent" problem solving combined with the apparent ease with which "something" could be got up-and-running, ensured that expert systems technology spread rapidly. Unfortunately, even though more and more systems were built, relatively few became commercial successes; in most cases expert systems simply did not live up to expectations. Criticisms leveled at them included,

- the difficulty of acquiring knowledge;
- the necessity for much commonsense knowledge;
- the restricted form of dialogue;
- the difficulty of design and maintenance.

There have been many attempts to solve these problems, most concentrating on techniques and methodologies to ease the development and maintenance cycle, a few suggesting alternative forms of knowledge representation (including frames, scripts and neural nets) and even some proposing extended inference mechanisms through meta-interpreters. Despite all of these, however, today's expert systems function in essentially the same manner as did the pioneering systems of the 70's.

The majority of expert systems are still pure rule-based ones, although there is a trend towards hybrid systems, combining for example, rules and frames. Generally, knowledge is stored in the form of IF/THEN statements, either as production rules or Horn clauses (single consequent term), viz.

\[ \text{IF a and b and c and d THEN z} \]

The inference engine is responsible for drawing the appropriate inferences. Thus, given such a rule, together with the fact that ALL its antecedent terms (a, b, c and d) are true, the inference engine can (deductively) draw the conclusion (z). In fact, there are two common forms of inference engine, forward chaining and backward chaining (also referred to as data-driven and goal-driven respectively). They both employ simple deduction to draw their conclusions, the difference between them lying in how facts are 'discovered'.

Backward chaining systems work by choosing a goal z, and attempting to prove it by establishing the truth of all its antecedents a, b, c and d. If any of these terms is itself the consequent of another rule, the inference engine will set this up as a sub goal; if, however, there are no other references to it, then the system will query-the-user for its value. If the goal proves false the system simply selects another one, and so on, until either one is proved or no more remain. In contrast to this, forward chaining systems generally require the user to enter any available data at the beginning of the consultation and then mechanically draw all the conclusions which are possible from the given data. For a detailed description of such systems see [2].
More recently, Davenport[3] has again suggested that many of the difficulties encountered with expert systems can indeed be traced to the form of knowledge representation employed. Although the critique was based on Horn-clause systems, it applies, in essence, to other forms of symbolic representation too, and results from their lack of a philosophically plausible view of the world. He went on to propose "inscriptors" as a step towards resolving these difficulties. We will now give a brief overview of inscriptors and then present an experimental expert system shell based on them.

**Inscriptors**

Inscriptors represent knowledge in the form of an IF/THEN statement having only a single antecedent term, but with any number of consequent terms all logically conjoined together, viz.

\[
\text{IF } z \text{ THEN } a \text{ and } b \text{ and } c \text{ and } d \text{ and } \ldots
\]

All terms are positive propositions, no disjunctions are allowed and there are no certainty factors or probabilities. Consequent terms in one inscriptor can be antecedent terms in another, but cycles are prohibited. An equivalent graphical representation comprising unlabeled directed arcs from a node representing the antecedent terms to each of the nodes representing the consequent terms, is helpful for visualisation.

An inscriptor is simply a "record of the co-occurrence of certain terms"; a statement of what was "the case". Associated with each inscriptor is a value which represents the system's current "belief" in the proposition that its antecedent term represents, i.e. its belief that the same conjunction of terms is again prevalent.

Inscriptors are intended to be interpreted as logical implications admitting the following inferences,

\[
\begin{align*}
X \rightarrow Y & \quad X \rightarrow Y & \quad X \rightarrow Y & \quad X \rightarrow Y \\
X & \quad \sim Y & \quad \sim X & \quad Y \\
\text{(1)} & \quad \text{(2)} & \quad \text{(3)} & \quad \text{(4)}
\end{align*}
\]

The first, deduction (modus ponens), is a statement of fact, generating a description of \(X\). For example, applied to

\[
\text{IF strawberry THEN red and fruit}
\]

it says that strawberries are red fruits. The second, (modus tollens) says that if any one of the consequent terms is not true then the antecedent cannot be, i.e. if the item we are considering is not a fruit then it cannot be a true strawberry. The third and fourth inference methods seem useless, however the fourth, abduction, is actually the key to the whole classification...
process. What it says, in this example, is that something that is a fruit, 'may be' a strawberry. Of course, it may well be something else, only when it stands as the only possibility can we be reasonably sure that this is the case. Within a set of such inscriptors, this can be achieved either by collecting negated terms and using modus tollens to eliminate possibilities, or, more usually, by collecting increasing numbers of positive terms such that our "belief" in inscriptors that match all of them goes up, while that of inscriptors which do not match all of them does not. Given enough information there will thus always be a clear winner.

KNOWALL! : Users Perspective

KNOWALL! is the prototype of an experimental inscriptor-based expert system shell. To the user, KNOWALL! can appear much like any existing expert system. It begins by loading knowledge from a given text file and displaying whatever messages the knowledge-base designer desired. Once this is complete the user prompt appears indicating that KNOWALL! is ready to accept commands. To begin a consultation the user should tell KNOWALL! something about their problem, for example, in an animal expert system the user may enter 'animal', indicating that what they want to identify is known to be an animal and that the system should determine exactly what sort of animal it is. Given this initial information KNOWALL! will prompt the user for more information by asking specific questions, eg. how many legs does it have? Given the answer to this, it will then ask another question, and another, and so on until the animal is uniquely identified (or until no further progress is possible because of the system's limited knowledge).

All this, of course, is exactly how existing expert systems function. What makes KNOWALL! different is that,

(a) the user can reply "don't know" to any question. In such cases the system will simply find another question to ask, and carry right on solving the problem;

(b) the user can volunteer information, positive or negative, at any time. For example, he/she may say 'not mammal' to narrow the possible choices; alternatively, rather than saying 'animal' right at the beginning, the user may immediately restrict the field by saying 'cat' or '2Legs' or whatever;

(c) the user can always ask for auxiliary information, eg. the ATTRIBUTES-OF an elephant, known INSTANCES-OF snakes, the DIFFERENCE between a dog and a wolf, whether penguins ARE red, or whether the animal being identified COULD possibly be a dolphin and if not why not!

As a result of these new facilities (themselves a consequence of the inscriptor philosophy), consultations with KNOWALL! can be very different. Whereas conventional expert systems often resemble simple decision trees, such that the same sequence of questions is followed at each consultation, in KNOWALL! which questions are
asked depends entirely on what information the user volunteers. Also, while being unable to answer a question normally results in complete failure, KNOWALL! simply asks a different question and carries on regardless.

KNOWALL!'s method of selecting queries means that it naturally asks (almost) optimal questions. Moreover, since it does not have to establish the truth of ALL relevant terms to conclude something, consultations can be shorter and more directed. Consider, as an extreme, volunteering the fact that the animal is known to have a 'trunk'. KNOWALL! will immediately conclude elephant (the only possibility) without the user having to answer a single question; yet, if asked for the attributes of 'elephant' it can still list a dozen other features. Consider that an equivalent rule-based expert system would have had to ask twelve questions before coming to the same simple conclusion! Of course, in such systems the knowledge engineer may not have bothered to include all these attributes so as to make consultations more manageable, but then if the user wanted to know how many toes the elephant had, the system wouldn't know. Equally bad, if he/she had included it, the user probably wouldn't know the answer and hence would never discover that the animal with a trunk was an elephant!

Lastly, (but by no means least), a point which is invisible to the end user, but which will be very apparent to the knowledge engineer, is the independence of functioning with respect to rule/term order. New inscriptors can be added, and existing ones extended and even reordered with confidence that previously correct operations will not be compromised. This makes knowledge-base construction, testing and maintenance much easier and could lead to significant savings in time and money.

KNOWALL! : Implementation

KNOWALL!'s implementation (in Turbo Pascal on IBM PC compatible machines) is based on the graphical interpretation of inscriptors. Nodes have a name string, a state, score and difference score. Arcs, which need to be traversed both ways, are formed from each node by keeping a pointer to a list of consequent nodes (nodes below it) and a pointer to a list of nodes where the node is itself the consequent term (nodes above it).

The only other data structures used are the sets "GivenTrue" (which holds pointers to nodes which the user has told KNOWALL! are true), "GivenFalse" (which holds pointers to nodes given false), "Hypotheses" (which holds pointers to the set of nodes which KNOWALL! is currently trying to distinguish between) and "Concluded" (which holds pointers to any nodes which KNOWALL! has inferred must be true given the available information).

KNOWALL! begins by reading inscriptors from an external (text) file and constructing its internal representation of the knowledge-base. It then enters a loop, processing user input until commanded to "quit" the program. User input comprises either terms (node names volunteered true/false), the answer to the
current question (true/false terms or unknown) or a request for auxiliary information.

All inferences are based on simple recursive graph/tree marking algorithms. Initially all scores are set to zero. When the user volunteers a true term, the corresponding node is added to the "Given" set, and it and all nodes below it have their state set TRUE. Then the "Hypotheses" set is emptied and all nodes above the given node have their scores incremented, in the process of which a new Hypotheses set is constructed from those nodes whose scores first equal the number of given nodes plus the number of concluded nodes. When the user volunteers a false term the node is added to the "GivenFalse" set and all nodes above the given node have their state set to FALSE and their scores decremented. Nodes encountered on route are removed from the Hypotheses set; see figure 1.

Figure 1. Generating hypotheses P & Q given A and C true and B false.

Following such inferences, if the "Hypotheses" set is empty then no solution is known, while if it has only one element in it then the corresponding node can be added to the Concluded set. If there is more than one element left in the "Hypotheses" set then KNOWALL! must attempt to find a question which will help resolve among the competing hypotheses. To find such a question it takes each node in the "Hypotheses" set and increments the difference score of every node below them. The node with maximum difference score (from those with zero score and state not marked as UNKNOWN) is used to construct a question; see figure 2.
Figure 2. Determining suitable question to resolve between hypotheses P and Q, (choose X).

In replying to a question, the user may either respond "unknown" or state (in effect) that one or more nodes are true/false. This latter case is handled as above, while if the user responds "unknown", the state of the corresponding node is set to UNKNOWN (and hence excluded from further questions) and a new question is sought as before. Requests for auxiliary information are all handled in a similar fashion, and result in a list of node names and/or set contents being displayed, rather than a question being asked.

Conclusions

This paper began with a brief overview of inscriptors, a new form of knowledge representation designed specifically to help overcome the difficulties encountered in constructing real-world knowledge-based applications. It went on to describe KNOWALL!, an experimental expert system shell based on the inscriptor philosophy. This was seen to offer many advantages.

That inscriptors simply record 'observed facts' and that inference can be accomplished without regard to knowledge-base sequence, makes knowledge acquisition, validation and maintenance easier. Compared to existing expert systems, the user can ask a much wider range of questions, can volunteer information whenever he/she likes and can reply 'don't know' to any question. Since it does not have to establish the truth of everything it knows about
something before concluding it, KNOWALL! can also accommodate incomplete information and even sometimes jump-to-conclusions, solving problems quicker than would a conventional rule-based system.

To conclude, KNOWALL! and the inscriptor theory it embodies, appear to provide solutions to most of the difficulties encountered in constructing classification type expert systems. It is, of course, experimental, and work is currently underway to see how well it copes in different applications and to see whether the range of commands offered is appropriate. Initial results are promising.

References


Örüntü Tanımı

Pattern Recognition
A counterpropagation network model to recognize and classify chart patterns in automated manufacturing

D. T. Pham¹ and Z. Yilbas²

¹ School of Electrical, Electronic and Systems Engineering, University of Wales, College of Cardiff, P.O.Box 904, Cardiff CF1 3YH, U.K.

² Erciyes Universitesi, Muhendislik Fakultesi, Elektronik Muhendisligi Bolumu Kayseri, TURKIYE.

Abstract
The present study investigates applicability of the counterpropagation networks to recognise and classify the six chart patterns which may be produced from the industrial or/and commercial analysis. Counterpropagation networks produced initially fails to accomplish this goal due to overlapping of some of the chart patterns in data and test files. In order to avoid overlapping and complexity of the chart patterns, the data file is divided into sub-data files in which six Chart patterns are included. Ten counterpropagation networks were trained using this sub-data files. Five of the networks having high performances are selected. A combined network is constructed using this five networks set and one other sixth network. The combined system then tested and it is found that the combined network system introduced in the present work gives improved performances for the chart patterns.

1. INTRODUCTION

Counterpropagation network was invented by Robert Hecht-Nielsen of Hecht-Nielsen Neuro-Computer Corporation[1]. The original basis for the network is not clearly known, but it appears to have developed as a means for synthesizing complex functions, much as backpropagation. It works as a "look-up" table, in parallel finding the closest example and reading out its equivalent mapping.

Counterpropagation network selects from a set of exemplars by allowing them to compete amongst each other. Normalized inputs and competition between exemplars the nearest neighbour. This provides a method of constructing an adaptive pattern classifier, function approximation and data compression [2].

The counterpropagation network developed formerly consist of bi-directional mapping network. X and a Y inputs are applied, which in turn interact together to select a particular processing element which is nearest to the composite vector (X,Y). The winner activates X' and Y'. In this way it acts as an be-lateral auto-associative network. The network gets its name from the counter-posing flow of information through it.
Counter propagation networks are usually trained to perform pattern mapping, the mapping of one particular pattern to another for entire set of patterns. The trained network classifies that pattern into a particular group by using a stored reference vector. This provides the target pattern associated with the reference vector as a output. In this case hidden layer performs a competitive classification grouping the patterns. It was shown that, counterpropagation works best when the patterns are tightly clustered distinct groups [3]. It was also shown that counterpropagation may provide an excellent example of a network that combines different layers from other samples to construct a new type of network [4].

Two types of layers different than each other are used in counterpropagation. This includes: i) The hidden layer is a Kohonen type, in this case competitive units accomplish unsupervised learning. ii) The top layer is the Grossberg layer. In this case this layer is fully interconnected to the hidden layer and is not competitive. The Grossberg layer is trained by a Widrow-Hoff or Grossberg rule.

Counterpropagation is considered a faster alternative to backpropagation. The improvement in the training time with counterpropagation is in general substantial. Counterpropagation can learn many pattern mapping problems well but, recent studies have shown that it often generalizes less well on new patterns [5]. It has been shown that counterpropagation requires that input pattern classes be organised into clusters that are seperated (non-overlapping) [6]. Therefore in the light of the previous work [5,6] the present study examines the recognition and classification of the six chart patterns, which are introduced in data files, using counterpropagation algorithm. To achieve this goal, a variety of counterpropagation networks, which has different number of processing elements in their hidden layer, i.e. (60-35-6), (60-30-6), (60-9-6) and (60-7-6) are trained using the data file developed before [7]. The counterpropagation networks trained are tested by using test file and their performances are produced. However, the performance of each network fails to recognise all the chart patterns. This may be due to the fact that the pattern classes are not clearly seperable in the data file. In order to overcome this tackle, the data file is divided into sub-data files in which chart patterns are presented avoiding the overlapping problem. This provides six chart patterns taking place in one sub-data file. Ten different counterpropagation networks are trained using ten different arbitrary selected sub-data files. Performances of these networks are examined for individual chart patterns. Two sets of five networks having better performance than the others are selected. Each set of five networks are combined to the sixth network which in turn produces combined network system, i.e. two combine network systems each having six counterpropagation networks are produced. These two combined network systems are then tested by using the all sub-data files. Finally, the performances
of these combined networks are examined and hence one of the combined network system is selected due to its better performance.

2. NETWORK MODELLING

The data file developed previously [7] are divided into sub-data files such that each sub data file contains the data corresponding to six chart patterns. i.e. each sub-data file has 6x60 data. Figure 1 shows control chart patterns. Each network is trained and tested using with one of these sub-data files. This provides very high level learning (100%) for each network. After completing the training, some of the weak connections between Kohonen and the output layer of the network are deleted. After this process the simplification of the network is obtained. This procedure is repeated for the other networks.

In order to construct and analyse the combined network system, each network is studied individually. In the combined system, five networks are employed and each of them has 75 processing element (60x9-6). Their first layer has 60 processing elements and it acts as a buffer. The input vectors are "normalized" and have same length. There are 9 processing elements in the competitive (Kohonen) layer different number of processing elements are experimented and 9 processing element in the Kohonen layer are found to be suitable for this application. In this layer processing elements are computed and one of the highest output wins. For a given inputs, one and only one Kohonen neuron output is a logical one and all others are zero. 6 processing elements take place in the output layer. Output layer provides a way of decoding that single input to a meaningfull output class. Widrow-Hoff learning rule is used in this layer. The output layer fully connected to Kohonen layer, the Kohonen layer fully connected to the prior layer. In this case, it has same effects as the Grossberg Outstar learning rule, but easier to implement. Initially, ten networks were trained seperately, by using 360 (6x60) different data. Each network learned 100%. It should be noted that each network was trained with using one of the different arbitrary selected sub-data files. The performance of the each network can be defined as:

\[
\text{Performance} = \frac{\text{Number of Patterns Correctly Classified}}{\text{Total Number of Tests for the Pattern}}
\]

The combined network system consist of 6 networks; five working simultaneously to process the input data and producing output data to feed the sixth network. Consequently, the output of the sixth network is the output of the combined network system. The block diagram of the arrangements of the networks in the combined network system is shown in figure 2. To obtained a high accuracy for the combined network system two sets of networks are selected.
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initially and their performances are compared. After the comparison, the set of networks having higher performance than the others are selected and this is employed in the combined network system. Finally, a data file is developed in a binary form to train the sixth network in the combined network system (Figure 2).

The sixth network in the combined network system has 42 processing elements (30-6-6). 30 of them are used in the input layer, 6 processing elements are used in the competitive (Kohonen) layer and last layer is the output layer with 6 processing elements. The data file for the sixth network contains 180 data - corresponding to 6 control chart patterns- obtained from the output of the set of five networks.

![Diagram of the combined network system]

Figure 2. Block Diagram of The Combined Network System.

3. RESULT AND DISCUSSION

Each of the network in the combined network system is trained 3300-3400 times. After this training each of them learns 100%. So if the training times between counter-propagation and backpropagation is compared, counter-propagation nets learn faster than backpropagation nets. They are typically 10-100 times faster to train than conventional backpropagation; with the results that often comparable. The use of counterpropagation networks also provided rapid prototyping of the system. On the other hand, the hybrid schemes are not optimal in the sense
that backpropagation is, since the hidden layer responses are not optimized with respect to the output performance. Figure 3 shows 3-D plot of performance with number of control chart patterns and number of network while figure 4 shows variation of performance with number of control chart pattern for ten networks. Performance of the networks varies with varying control chart patterns. This is due to the fact that each control chart pattern represented in different test files varies and networks are tested with the file different than their training files, which in turn gives variation in the performance. Two sets of five networks having high performance corresponding to all control chart patterns were selected from Figure 4.

Figure 3. 3-D Plot of Ten Networks Performances With Chart Patterns.

Figure 4. Variation of Performances of Networks With Chart Patterns.

Figure 5 shows the performance of the two combined network systems, providing that each combined network system employs a set of high performance five networks system selected before. The performances obtained from two combined network systems are almost the same. However, one of the combined network system corresponding to set-1 has slightly better performance than the other. Consequently, this combined network system is selected. It may be seen from Figure 5 that performance of the combined network system selected is high for the pattern numbers 1, 2, 3, 5 and it is especially low for the pattern number 6. In order to investigated the performance of each combined network system, the arithmetic mean value of the performances corresponding to each of five networks used in the combined system are plotted together with performance of the combined network system in figures 5.a and 5.b for the control chart patterns. It is obvious that the performance of the combined network system is higher than the aritmetic mean value of the performances corresponding to set of five networks. This clearly indicates that combined network system gives higher performance than the other trained networks.
Figure 5.a. Comparison of Performances of Combined Network System Number 1 and Arithmetic Mean Value of The Performances of Five Set of Networks.

Figure 5.b. Comparison of Performances of Combined Network System Number 2 and Arithmetic Mean Value of The Performances of Five Set of Networks.

To study the combined network system, a definition of the performance of learning becomes necessary. This may be defined as:

$$\text{Performance of learning} = \frac{\text{Number of Chart Patterns Recognized}}{\text{Number of Tests}}$$

Figure 6 shows variation of performance of learning with control chart patterns number. It can be seen from figure 6.a that combined network system gives 100% performance for testing the control chart pattern number 1. On the other hand, combined network system gives 80% performance of learning for pattern number 2 and 20% for pattern number 4. This result is obtained when testing pattern number 2. However, when testing pattern number 3 with using combined network system, it gives 92% performance of learning for pattern number 3 and 8% performance of learning for pattern number 5. When testing the pattern number 4, the combined network system gives performances of learning 58% for pattern number 4 and 42% for pattern number 2. Similarly, combined network system gives 65% performance of learning for pattern number 5 and 35% performance of learning for pattern number 3, 8% for pattern number 4 and 39% performance of learning for pattern number 6. It can be seen from these figures that combined network system fails to learn 100% for pattern numbers 2, 3, 4, 5 and 6. It confuses with pattern number 2 and 4.
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Figure 6. Variation of learning Performances of Combined System With Chart Patterns For Different Pattern Numbers.
and 3 and 5. This may be due to that the amplitudes and frequencies of these patterns are very similar and there may be overlapping of patterns occurred. In this case it is very difficult to judge the relevant pattern number (Figure 6.f).

4. CONCLUSIONS

A counterpropagation network fails to recognise and classify the data developed previously for six chart patterns. However, an alternative method for the backpropagation may be developed using a counterpropagation combined network system. In this case the data file should be divided into sub-data files such that each sub-data file contains the data corresponding to six chart patterns. This is necessary, since overlapping of the chart patterns can be avoided. Consequently, counterpropagation networks are trained using different sub-data files and two sets of them are selected due to their better performances. The sixth network is introduced and trained using binary data file and it is added to these network sets which in turn produces a combined network system. The performance of the combined network system is found to be better than the any other individual network's performance. However, the combined network system fails to recognise and classify 100% for some chart patterns. This may be due to the fact that some of the chart patterns have very similar amplitudes and frequencies resulting in overlapping. On the other hand the performance of the combined network system developed in the present study gives improved performances and may be considered as sufficient for the application to the present problem. It is worth to mention here that training time for the combined system is considerably less than backpropagation networks developed for this purpose, i.e about 21000 times trained for the combined network system and over 90000 times trained for the backpropagation for the same sample.
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Abstract

This paper includes an overview and experimental results on RST, the hybrid pattern classification system. It can recognize patterns even when they are deformed by a transformation like rotation, scaling, and translation or a combination of these [11]. The system is formed of a Karhunen-Loève transform based pattern preprocessor, an artificial neural network classifier and an interpreter. After a description of the system architecture, experimental results are provided from three different classification domains: classification of letters in the English alphabet, classification of the letters in the Japanese Katakana alphabet, and classification of five main geometric figures. The system is general purpose and has a reasonable noise tolerance.

1 Introduction

The recent interest in artificial neural networks, machine learning, and parallel computation has led to renewed research in the area of pattern recognition. Pattern recognition aims to extract information about the image and/or classify its contents. Systems having pattern recognition ability have many possible applications in a wide variety of areas, from simple object existence checks, through identity verification, to robot guidance in space exploration. Pattern classification, a subfield of pattern recognition, is concerned with determining whether the pattern in an input image belongs to one of the predefined classes. Many researchers studied parametric Bayesian classifiers where the form of input distributions is assumed to be known and parameters of distributions are estimated using techniques that require simultaneous access to all training data. These classifiers, especially those that assume Gaussian distributions, are still the most widely used since they are simple and are clearly described in a number of textbooks [1, 5]. However, the thrust of recent research has changed. More attention is being paid to practical issues as pattern classification techniques are being applied to speech, vision, robotics, and artificial intelligence applications where real-time response with complex real world data is necessary. In all cases, pattern classification systems should be able to learn while or before performing, and make decisions depending on the recognition result.

Developing pattern recognition systems is usually a two-stage process. First, the designer should carefully examine the characteristics of the pattern environment. The result is a set of features chosen to represent the original input image. Second, the designer should choose from a variety of techniques to classify the pattern which is now in feature representation. The stage of feature determination and extraction strictly determines the success of the system, since from thereon the image is represented by this feature form. Therefore, it is highly desired that the classification system itself should extract the necessary features to differentiate the example patterns that represent each class. In other words, the system should be automated to work by itself and should not depend on the human designer's success in defining the features. Further, these features should be chosen such that they should tolerate the differentiation between the patterns in the same class. The system should also have the ability to perform the classification in a rotation, scaling, and translation invariant manner. This effect is typical when the scanning device, suppose a camera, changes its orientation or distance from the specimen. Hence the image fed to the system may contain a pattern that is rotated, scaled, or translated compared to its original form when it was first presented to the system. For such a case, either the system should employ features that are invariant to such transformations or there should be a preprocessor to maintain the rotational, scaling, and translational invariance. Even for a limited system designed for classifying only a determined type of patterns – an optical character classifier, or an identity verifier – it is hard to find features that extract useful information while maintaining the mentioned invariances. The problem will be impractical if such a system is intended for general purpose classification, or to say it is aimed
to classify any type of patterns. Artificial neural networks have recently been used for automatic feature extraction and pattern classification mainly owing to their learning algorithms, generalization ability and noise tolerance [1, 2, 3, 6, 8, 10, 11].

2 The Pattern Classification System

Selecting good features for relatively complex patterns, like the human face or finger prints, turns out to be impractical or even impossible [9]. The problem is more acute when there is no prior knowledge on the patterns to be classified. Therefore, a system to automatically extract the useful features is essential. Artificial neural networks extract information during the training process. RST, the pattern classification system first presented in [11] has a modular structure consisting of three main blocks, a preprocessor, a classifier, and an interpreter. The blocks are cascaded in order such that the original image is first preprocessed, then classified, and finally the results are interpreted.

2.1 PREP1: The Preprocessor with Radial Scaling Correction

The preprocessor has three cascaded blocks R-Block, S-Block, and T-Block. The R-Block maintains rotational invariance, S-Block maintains scaling invariance, and T-Block maintains translational invariance. The order in which the blocks are cascaded is determined mainly by the functional dependencies between these blocks. In the first implementation of the preprocessor, PREP1, the T-Block comes first, S-Block second, and R-Block last.

The T-block maintains translational invariance by computing the center of gravity of the pattern and translating the image so that the center of gravity coincides with the origin. The resulting image is passed to the S-Block. The center of gravity, \((x_{cg}, y_{cg})\), is computed by averaging the \(x\) and \(y\) coordinates of the on-pixels. The mapping function for the translation invariant image is:

\[
fr(x_i, y_j) = f(x_i - x_{cg}, y_j - y_{cg})
\]  

where function \(f(x, y)\) gives the value of the pixel at the coordinates \((x, y)\). For digitized binary-valued 2-D images this function will be either 0 or 1.\(^1\)

The S-Block maintains scaling invariance by scaling the image so that the average radius for the on-pixels is equal to one-fourth of the grid size. The term \(\text{radius}\) for a pixel is defined to be the length of the straight line connecting the pixel and the origin. The scale factor is:

\[
s = \frac{R}{\sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{i=1}^{N} \sum_{j=1}^{N} fr(x_i, y_j) \cdot \sqrt{x_i^2 + y_j^2}}
\]

where \(R\) is equal to one-fourth of the grid size. The mapping function for the scaling invariant image is:

\[
fs(x_i, y_j) = fr(s \cdot x_i, s \cdot y_j)
\]

The R-block maintains rotational invariance by rotating the image so that the direction of maximum variance coincides with the \(x\)-axis. The derivation of the function is based on the Karhunen-Loève transformation which has been used in some applications [7, 9, 10, 11]. The transformation exploits the following: given a set of vectors, the eigenvector that corresponds to the largest eigenvalue of the covariance matrix calculated from the set of vectors, points in the direction of maximum variance [7, 9]. This property is used to maintain rotational invariance since detection of the maximum variance direction will also reveal the rotation angle. Define:

\[
T_{xx} = \sum_{i=1}^{N} \sum_{j=1}^{N} fs(x_i, y_j) \cdot x_i^2 \quad T_{yy} = \sum_{i=1}^{N} \sum_{j=1}^{N} fs(x_i, y_j) \cdot y_j^2 \quad T_{xy} = \sum_{i=1}^{N} \sum_{j=1}^{N} fs(x_i, y_j) \cdot x_i \cdot y_j
\]

The sine and cosine of the rotation angle will be:

\[
\sin \theta = \frac{(T_{yy} - T_{xx}) + \sqrt{(T_{yy} - T_{xx})^2 + 4 \cdot T_{xy}^2}}{\sqrt{2 \cdot \left[(T_{yy} - T_{xx})^2 + 4 \cdot T_{xy}^2\right]}}
\]

1If \(x\) or \(y\), the arguments of the function, are not integers then they are rounded to the nearest integer to obtain the pixel coordinates.
\[
\cos \theta = \frac{2 \cdot T_{xy}}{\sqrt{2 \cdot \left( (T_{yy} - T_{xx})^2 + 4 \cdot T_{xy}^2 + (T_{yy} - T_{xx}) \right) \cdot \left( (T_{yy} - T_{xx})^2 + 4 \cdot T_{xy}^2 + 2 \cdot T_{xy} \right)}}
\]

(6)

The mapping function for the rotation invariant image is:

\[
f_{TSR}(x_i, y_j) = f_{TS}(\cos \theta \cdot x_i + \sin \theta \cdot y_j, -\sin \theta \cdot x_i + \cos \theta \cdot y_j)
\]

(7)

2.2 PREP2: The Preprocessor with Axial Scaling Correction

PREP1 performs radial scaling correction. That is, it uses the same scaling factor along all directions. This approach will perform better in certain applications like patterns being scanned in different resolutions in different dimensions. In preprocessor with axial scaling correction, called PREP2, the main blocks are reordered, such that T-Block comes first, R-Block is second, and S-Block is last. Further, the scaling factors are computed using a different function. In order to maintain rotational, scaling, and translational invariance PREP2 computes various relevant parameters as:

\[
T_{xx} = \left( \sum_{i=1}^{N} \sum_{j=1}^{N} f(x_i, y_j) \cdot x_i^2 \right) - P \cdot x_{av}^2
\]

(8)

\[
T_{yy} = \left( \sum_{i=1}^{N} \sum_{j=1}^{N} f(x_i, y_j) \cdot y_j^2 \right) - P \cdot y_{av}^2
\]

\[
T_{xy} = \left( \sum_{i=1}^{N} \sum_{j=1}^{N} f(x_i, y_j) \cdot x_i \cdot y_j \right) - P \cdot x_{av} \cdot y_{av}
\]

(9)

\[
s_x = \frac{R_x \cdot P}{\sqrt{T_{xx}(\cos \theta)^2 + 2 \cdot T_{xy} \cdot \cos \theta \cdot \sin \theta + T_{yy}(\sin \theta)^2}}
\]

(10)

\[
s_y = \frac{R_y \cdot P}{\sqrt{T_{xx}(\sin \theta)^2 + 2 \cdot T_{xy} \cdot \cos \theta \cdot \sin \theta + T_{yy}(\cos \theta)^2}}
\]

(11)

where \(s_x\) and \(s_y\) are the scaling factors, and \(R_x\) and \(R_y\) are the desired deviation values along the corresponding axes. \(R_x\) and \(R_y\) are equal to the grid size.

The mapping function for the preprocessor with axial scaling correction is:

\[
f_{TRS}(x_i, y_j) = f(s_x \cdot (\cos \theta \cdot (x_i - x_{av}) + \sin \theta \cdot (y_j - y_{av})), s_y \cdot (-\sin \theta \cdot (x_i - x_{av}) + \cos \theta \cdot (y_j - y_{av})))
\]

(12)

2.3 The Classifier and The Interpreter

The current implementation of the system employs a multilayer feed-forward network for the classifier block. Such a network has a layered structure and only connections between neurons at subsequent layers are permitted. The training algorithm is the widely used backpropagation algorithm. Since the input is an image in pixel-map form, the number of nodes in the input layer is fixed and equal to the number of pixels. Further, since the output neurons are organized such that each node represents a class, the number of output neurons is also fixed. An output neuron having a value close to 1 is interpreted as a strong membership, while a value close to 0 will point a loose membership. Hence, given the input and output layer sizes one should decide on the number of hidden layers and the number of neurons in each hidden layer as well as the learning rate. The general structure of the neural network classifier was presented in [11]. The output of the preprocessor, which is an image in pixel-map form, is converted to a linear array by cascading the rows of the image from the top row to the bottom row. The content of each array entry is the initial input value of the corresponding input node.

The method we have used in the interpreter block is to report no discrimination as long as the ratio of the maximum output to the next highest output remains under a predetermined threshold value. When the ratio exceeds the threshold, which means that the maximum output is dominant on the other outputs, the interpreter decides on the class with the maximum output. If not, then the interpreter reports that no unique discrimination could be made. This simple method has been observed to perform well in the evaluation of the classifier outputs.
Figure 1: Classification results with PREP1 for letters A and B rotated by 0, 60, and -60 degrees.

Figure 2: Classification results with PREP1 for letters A and B scaled by a factor of 1, 0.8, and 0.6.

Figure 3: Classification results with PREP1 for letters A and B translated diagonally by 0, 6, and -6 pixels.

Figure 4: Classification results with PREP1 for letters A and B with 0%, 20%, and 40% noise.

Figure 5: Classification results with PREP1 for letters A and B with random translation, scaling, and rotation applied.
Figure 6: Classification results with PREP2 on rotated letters.

Pattern is 1 with 0.311173
Candidate was 22 with 0.040750
Discrimination ratio is 15.5

Pattern is 1 with 0.762854
Candidate was 3 with 0.057012
Discrimination ratio is 11.2

Pattern is 1 with 0.030162
Candidate was 3 with 0.311476
Discrimination ratio is 5.3

Pattern is 2 with 0.779041
Candidate was 19 with 0.072447
Discrimination ratio is 10.8

Pattern is 2 with 0.624327
Candidate was 21 with 0.055838
Discrimination ratio is 11.0

Pattern is 2 with 0.568115
Candidate was 23 with 0.051534
Discrimination ratio is 11.1

Figure 7: Classification results with PREP2 on scaled letters.

Pattern is 1 with 0.911173
Candidate was 22 with 0.040750
Discrimination ratio is 15.5

Pattern is 1 with 0.779067
Candidate was 22 with 0.062864
Discrimination ratio is 12.3

Pattern is 1 with 0.425599
Candidate was 25 with 0.185590
Discrimination ratio is 2.3

Pattern is 2 with 0.779041
Candidate was 19 with 0.072447
Discrimination ratio is 10.8

Pattern is 2 with 0.161977
Candidate was 4 with 0.079825
Discrimination ratio is 2.1

Pattern is 2 with 0.824194
Candidate was 18 with 0.071779
Discrimination ratio is 8.8

Figure 8: Classification results with PREP2 on translated letters.

Pattern is 1 with 0.511173
Candidate was 22 with 0.040750
Discrimination ratio is 15.5

Pattern is 1 with 0.030793
Candidate was 25 with 0.077732
Discrimination ratio is 10.4

Pattern is 1 with 0.781698
Candidate was 5 with 0.071611
Discrimination ratio is 10.5

Pattern is 2 with 0.779041
Candidate was 19 with 0.072447
Discrimination ratio is 10.8

Pattern is 2 with 0.426682
Candidate was 10 with 0.191974
Discrimination ratio is 2.2

Pattern is 2 with 0.496793
Candidate was 19 with 0.050198
Discrimination ratio is 9.9

Figure 9: Classification results with PREP2 on noisy letters.

Pattern is 1 with 0.911173
Candidate was 22 with 0.040750
Discrimination ratio is 15.5

Pattern is 1 with 0.721102
Candidate was 25 with 0.118924
Discrimination ratio is 6.0

Pattern is 1 with 0.775800
Candidate was 25 with 0.131337
Discrimination ratio is 5.9

Pattern is 2 with 0.779041
Candidate was 19 with 0.072447
Discrimination ratio is 10.8

Pattern is 2 with 0.585817
Candidate was 18 with 0.035868
Discrimination ratio is 11.6

Pattern is 2 with 0.655899
Candidate was 4 with 0.052336
Discrimination ratio is 2.0

Figure 10: Classification results with PREP2 on letters with random translation, scaling, and rotation applied.
Figure 11: Classification results with PREP1 for symbols from Class 1 and 2 rotated by 0, 60, and -60 degrees.

Figure 12: Classification results with PREP1 for symbols from Class 1 and 2 scaled by a factor of 1, 0.8, and 0.6.

Figure 13: Classification results with PREP1 for symbols from Class 1 and 2 translated diagonally by 0, 6, and -6 pixels.

Figure 14: Classification results with PREP1 for symbols from Class 1 and 2 with 0%, 20%, and 40% noise.

Figure 15: Classification results with PREP1 for symbols from Class 1 and 2 with random translation, scaling, and rotation applied.
3 Experimental Results

Three problem domains have been experimented: character recognition on the English Alphabet, character recognition on the Japanese Katakana Alphabet and recognition of geometric objects. It should be noted that the R-Block rotates a pattern until the computed orientation coincides with the z-axis. Since a pattern and its 180° rotated version will have the same orientation of maximal variance, R-Block will not be able to differentiate between them and will apply the same angle of rotation on both patterns. The resulting mappings will conserve this 180° angle difference. Hence depending on its original orientation, a given pattern will be mapped to one of the two canonical patterns. These two canonical patterns will both represent the class. Hence for each original pattern we have two preprocessor outputs which are used during training.

3.1 Character Recognition on the English Alphabet

This classical problem is the classification of letters in the English alphabet. The number of hidden layers and the number of neurons in each hidden layer has been found by trial-and-error, which is typical for most multilayer feed-forward network applications [1, 2, 3, 6, 8, 10]. From experimentation, a network with 1024 input nodes, 20 neurons in a single hidden layer, and 26 neurons in the output layer performs best for a number of test cases. In the training phase, the network is trained on the canonical example patterns (which are the outputs of the preprocessor) until it manages to successfully classify the letters.

Figure 1 through Figure 10 present examples of the system performance using both preprocessors. Input images images are 32 × 32 pixels. First column is the original image given to the system. Second column is the preprocessed version of the original image, and finally third column is the resulting decision. The class name and value of the corresponding output neuron are given.

Figure 18: Classification results with PREP1 for geometric symbols translated diagonally by 0, 6, and -6 pixels.
3.2 Character Recognition on the Japanese Katakana Alphabet

This problem is the classification of symbols in the Japanese Katakana alphabet. Since the 111 Katakana symbols are in fact combined forms of 66 unique patterns, the system is trained on just these 66 patterns. With some experimentation, a network with only one hidden layer having twenty nodes has been chosen. Figures 11 through 15 give the performance of the system with preprocessor PREP1.

3.3 Classification of Geometric Symbols

This is the problem of classification of five main geometric symbols: circle, cross, line, rectangle, and triangle. Figure 16 through Figure 25 present examples of the system performance using both preprocessors.

Figure 26 gives the classification results for the two versions of the preprocessor on the distorted versions of the geometric symbols. PREP1 could detect only 50% of the distorted patterns, while PREP2 managed to successfully classify 90%. The performance difference emerges from the axial scaling correction ability of this preprocessor.

Table 1 shows the (average) percentage of English letters, Katakana symbols and geometric symbols correctly classified after undergoing 100 random transformations of the type stated in the first column.

---

2 Combined denotes an input that is distorted from the original by a random rotation, scaling and translation. The noise is applied to an undeformed pattern by flipping the on pixels with a certain probability. In the last row, noise is applied to the distorted pattern.
4 Conclusions

In this work we have presented a hybrid a pattern classification system which can classify patterns independent of any deformations of translation, scaling and rotation. The system uses a preprocessor which maps input patterns to a set of canonical patterns which is then classified by a multilayer neural network. The artificial neural network is trained using the popular backpropagation network. The use of the preprocessor reduces the number of training patterns to two per example pattern to be classified instead of a much larger number if the networks were to be trained on all possible distortions of the patterns. Results from three different applications were presented. In classification of letters of the English Alphabet the system was able to correctly classify 80% of the inputs which were deformed by random rotations, translations and scaling. The performance is much better when distortions were only of one kind, with 100% of the inputs distorted by only translations correctly classified. In the recognition of geometric figures, the system was able to correctly classify 88% of the inputs which were deformed by all three kinds of distortions while the performance was almost perfect when the random distortions were only of one kind. The overall performance for recognition of Japanese Katakana alphabet were worse compared to the other two applications. 68% of the inputs with combined deformations were correctly classified. Even though the performance for inputs which are distorted only by translations or scaling is very good, the performance for rotationally distorted inputs was about 75%. The main reason for this loss of performance is that some of the letters in this case are very similar to each other differing by very small visual features. When patterns that are already deformed are processed with the preprocessors, a certain amount of superfluous visual features may be introduced during mapping between images. The system presented here is independent of the application domain and leaves feature extraction to the neural network and thus can be applied in other domains with relative simplicity.
Figure 25: Classification results with PREP2 for geometric symbols with random translation, scaling, and rotation applied.

<table>
<thead>
<tr>
<th>Transformation</th>
<th>English</th>
<th>Katakana</th>
<th>Geometric</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PREP1</td>
<td>PREP2</td>
<td>PREP1</td>
</tr>
<tr>
<td>Rotation</td>
<td>91%</td>
<td>89%</td>
<td>75%</td>
</tr>
<tr>
<td>Scaling</td>
<td>98%</td>
<td>94%</td>
<td>92%</td>
</tr>
<tr>
<td>Translation</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Combined</td>
<td>89%</td>
<td>79%</td>
<td>68%</td>
</tr>
<tr>
<td>20% noise</td>
<td>98%</td>
<td>96%</td>
<td>93%</td>
</tr>
<tr>
<td>40% noise</td>
<td>92%</td>
<td>84%</td>
<td>76%</td>
</tr>
<tr>
<td>Combined &amp;</td>
<td>77%</td>
<td>60%</td>
<td>57%</td>
</tr>
<tr>
<td>20% noise</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Percentage of correct classification for English letters, Katakana symbols and geometric symbols under various distortions

Figure 26: Classification results, with PREP1 (left) and PREP2 (right), on distorted patterns of the five main geometric symbols.
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Abstract
In this paper, the recognition problem of fighter / bomber planes is investigated by using artificial neural networks as pattern recognition tools. The aim was to remove noise effects and to represent images in such forms that they are quite smaller in size and so that compatible with the neural network characteristics. There are lots of redundant information in images which should be discarded to increase the performance of neural networks. Five different models of aircrafts are used to train the artificial neural networks.

1. INTRODUCTION

Reference images are obtained by using a Vidicon camera that is connected to a PC through a digitizer circuit. The images are taken under bad (nonuniform) lighting conditions to simulate real cases. Grabbed images consist of 256*256 pixels where each has a value of intensity in the range [0,63]. Then 108*108 subimages that contain the picture of airplanes are extracted. Binary images are obtained by thresholding these gray-level images.

An aircraft which was initially represented by its digitized image is embedded with Gaussian noise having different signal to noise ratio values (6, 12, 18 and 24) and with non-Gaussian noise (Uniform noise in the interval [-9,+9]) Fig.2. Two noise removal techniques which are smoothing and cellular neural networks (CNNs) are applied to remove the noise in the above two cases and then they are compared in terms of performance. Images of airplanes with two different orientations and distances are taken in order to test whether the recognition method is rotational and scale invariant respectively.

Hence, artificial neural network models are used as a noise removal tool and as a classifier. These issues are discussed in sections 2 and 3.

2. NOISE REMOVING METHODS

Cellular neural networks are used as a noise removal technique in [4]. The main difference of CNNs is their nearest neighborhood connection structure as compared to a
fully connected Hopfield net. Neurons are only connected to their nearest neighbors in the network matrix. Adjacent cells can interact directly with each other and cells not directly connected may also affect each other indirectly because of the propagation effects of the continuous time dynamics of the network. CNNs can be programmed to perform several tasks through their neighborhood connection weights which are also called cloning templates. A cloning template is a space invariant matrix that shows the connection weights of the cells in a neighborhood. Connection weights are twofold. A matrix A that holds the weights for output voltages of neighbor cells, which is also called the feedback operator and a matrix B that holds the weights for input voltages of neighbor cells, the control operator. The averaging operator which is used as the feedback operator, is chosen as the dynamic rule for noise removing CNN. The steady state of a cell C\((i,j)\) depends on the average of those of its neighbor cells. This feedback operator has been used both for Gaussian and non-Gaussian noise embedded cases of images. Cellular neural network gives better performance for all the aircrafts in all positions when embedded in Gaussian noise with different variance values but approximately similar results are obtained with using smoothing and CNN when images are embedded in Uniform noise. To improve the performance obtained, some changes can be done on the feedback operator for non-Gaussian noise embedded images.

Table 1.
Table presenting the average number of wrong pixels for a 108*108 image after noise removing process using the two methods discussed above ("Smth." denotes smoothing).

<table>
<thead>
<tr>
<th></th>
<th>G6</th>
<th>G12</th>
<th>G18</th>
<th>G24</th>
</tr>
</thead>
<tbody>
<tr>
<td>F15</td>
<td>153</td>
<td>118</td>
<td>154</td>
<td>121</td>
</tr>
<tr>
<td>F117</td>
<td>119</td>
<td>91</td>
<td>134</td>
<td>128</td>
</tr>
<tr>
<td>MIG27</td>
<td>302</td>
<td>224</td>
<td>303</td>
<td>226</td>
</tr>
<tr>
<td>MIRAGE</td>
<td>79</td>
<td>36</td>
<td>85</td>
<td>39</td>
</tr>
<tr>
<td>F16</td>
<td>178</td>
<td>129</td>
<td>181</td>
<td>139</td>
</tr>
</tbody>
</table>

3. CLASSIFICATION

Five types of airplanes are employed for classification which are F15, F16, MIG27, F117, MIRAGE. To test the recognition performance for the methods that will be discussed in the sequel, images of airplanes with two different orientations and distances are taken into account. The planes are rotated about 45 degree to change the orientation and taken two times far away to scale it. (Fig. 1(b) and (c)) Recognition
process is performed for three forms of five airplanes (normal, rotated and scaled) with two types of noise (Uniform and Gaussian with four different variance values).

Recognition process is based on using pecstrum and multilayer perceptron (MLP). The first aim of using pecstrum is to provide translation, rotation and scale invariance properties and the second is to provide small input vectors to MLP. Pecstrum is calculated by applying morphological operations to the two-valued images. This approach is generally based on the analysis of two-valued images in terms of some predetermined geometric shape known as structuring element.

There exists a well developed morphological algebra which is expressible as digital algorithms in terms of a few primitive morphological operations. Two of the fundamental operations are called Minkowski addition and Minkowski subtraction. Minkowski addition adds two regions on the analytical plane by adding all points of one region to those of the second. Minkowski subtraction finds points by first taking the symmetric region of the second operand about the origin, and then selecting those points if their addition with the symmetric region is on the first region. Erosion operation is defined as the subtraction of the symmetry of a region from another. If the second operand is already symmetrical around the origin, the erosion is equivalent to the Minkowski subtraction. Dilation operation is equivalent to the Minkowski addition.

While erosion has an effect of shrinking the shapes, dilation expands them. Besides the fundamental operations, two other operations play a central role in image analysis. One of them is opening which is an erosion followed by a dilation. The other is closing which is a dilation followed by an erosion.

Pecstrum consists of a set of vectors where each gives the fractional change in the area of a shape when opening or closing is applied. The image is taken as the first operand of the opening operation. The second operand is a symmetrical region around the origin which is called the structuring element. Pecstrum vector set is obtained by applying several opening operations on the original image while increasing the size of the structuring element by a certain amount at each step. Two examples of opening sequences are illustrated in Fig.4 and Fig.5. Pecstrum is translational invariant since it is not related to the position but to the area and the form of the shapes. It is also rotational invariant provided the structuring element is a circular one[4]. Pecstrum with above properties is not scale invariant. However, if every shape is prescaled to a standard area, pecstrum sets for the images of the same figure with different distances will be close to each other.

The pecstrum consists of at most 6 real values in our implementation (For 5 reference images: F15: 5, F117: 6, M1G27: 3, MIRAGE: 5, F16: 5). Binary form of pecstrum set is also presented to MLP network as well as pecstrum itself. In this case binary codes are concatenated to form an input vector to MLP. The length of such input vector is 36 instead of 6, since each element of pecstrum is converted into binary code up to 6 bit precision. In our implementation, these two options give the same result.

The MLP net consists of few layers where each contains a number of perceptrons.
Each perceptron in a layer has a connection with all perceptrons of the previous and the next layers. The network has an input layer of which perceptrons accept the input values to the network. The last layer of the network outputs the result of the operations. Each perceptron has a nonlinearity that maps the sum of incoming values to a single output value. Connections between perceptrons have weights which are multiplied by the output of the outgoing perceptron to calculate the input of the incoming perceptron. Weights are adjusted by the backpropagation algorithm while the network is trained.

A neural net consisting of 3 layers is used. The input layer has 36 nodes. Two hidden layers contain 45 and 30 nodes. The output layer has 5 nodes where each one is expected to output "1" while the others "0" for each airplane.

This method which is based on artificial neural network is compared with a conventional one which makes use of Fourier descriptors(FD) in shape representation. FDs in shape representations are also translational, rotational ans scale invariant. In this representation a closed contour surrounding the shape is sampled by a certain number N of points. The axis and ordinate of each point constitute the real and imaginary part of a complex number respectively. Then a set of N complex Fourier coefficients are obtained and calculated by:

\[ f_k = \frac{1}{N} \sum_{n=1}^{N} z_n \exp(-j2\pi kn/N) \]

where \( k = -n_1, ..., n_2 \) with \( n_1+n_2+1 = N \).

These values are taken as \( N=128 \), \( n_1=63 \) and \( n_2=64 \) in the implementation.

Comparison between two FDs F and G can be achieved by crosscorrelating them by the formula:

\[ c = \max_n \left| \frac{1}{N} \sum_{k=-n_1}^{n_2} \frac{f_k \ast g_k}{\|f_k\| \|g_k\|} \exp(-j2\pi kn/N) \right| \]

or

\[ c' = \max_n \left| \frac{1}{N} \sum_{k=-n_1}^{n_2} \frac{f_k \ast g'_k}{\|f_k\| \|g'_k\|} \exp(-j2\pi kn/N) \right| \]

where \( g'_k \) is equal to \( g_{n_2-n_1-k} \) then a distance term between them is \( d(F,G)=\min(d, d') \)

where \( d^2 = 2(1-c) \) \( d'^2 = 2(1-c') \) with \( d' \) being the distance term for the flipped form of the original shape. First five FDs for five different types of planes in the application are found and stored then at the classification stage , a Fourier descriptor computed from the new image is compared by each of those five FDs. The minimum distance is taken for the classification scheme.
4. SIMULATION RESULTS

Simulations are done on a 286/16 PC with coprocessor and Turbo Pascal 6.0 is used as the programming language. Once the FDs of reference images are computed the recognition process of new coming noise removed image is completed in exactly 60 seconds. On the other side once the network is trained, the computation of pectoral and recognition by the network takes 25 seconds for an image in average. The result of two classification methods are presented in Table 2. Fourier descriptor method best recognizes F15 but for example F16 is generally misrecognized as being confused with F15 in recognition. Pectorum plus MLP recognizes F15 and F16, MIG27 almost in all cases. This method has the best performance at recognizing the similar orientation planes with the reference planes and close performances in rotated orientation and the scaled cases.

Table 2.

Comparison of the two methods in recognition of the airplanes ("Pec." denotes pectorum and □, + denote the correct recognition for FD and Pec.+MLP respectively)

<table>
<thead>
<tr>
<th>Noise</th>
<th>F15</th>
<th>F117</th>
<th>MIG27</th>
<th>MIRAGE</th>
<th>F16</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FD</td>
<td>Pec.+MLP</td>
<td>FD</td>
<td>Pec.+MLP</td>
<td>FD</td>
</tr>
<tr>
<td>G6</td>
<td></td>
<td>+</td>
<td></td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>G12</td>
<td></td>
<td>+</td>
<td></td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>G18</td>
<td></td>
<td>+</td>
<td></td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>G24</td>
<td></td>
<td>+</td>
<td></td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>U18</td>
<td></td>
<td>+</td>
<td></td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>G6</td>
<td></td>
<td>+</td>
<td></td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>G12</td>
<td></td>
<td>+</td>
<td></td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>G18</td>
<td></td>
<td>+</td>
<td></td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>G24</td>
<td></td>
<td>+</td>
<td></td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>U18</td>
<td></td>
<td>+</td>
<td></td>
<td>+</td>
<td></td>
</tr>
</tbody>
</table>
Figure 1. Gray level images of F15 (a) 108x108 reference image, (b) 45 degree rotated, (c) two times distant pose.

Figure 2. Noisy images of F15 (a) Gaussian noise with variance 18 is added (b) Uniform noise is added.

Figure 3. Binary forms of noise removed version of F15 by smoothing (denoted by S) and using CNN of (a) Gaussian with variance 18 (denoted by G18) (b) Uniform noise (denoted by U) added image of F15
Figure 4. Opening sequence for F15.

Figure 5. Opening sequence for MIG27.
5. CONCLUSIONS

With using the morphological properties such as thickness ratio, relative area of some components of the shape, different pecstrums are available for all airplanes. So, in the recognition of objects with silhouettes like airplanes pecstrum provides good results. On the other hand, Fourier descriptor method uses the contour characteristics (frequency) of the shape. Since the contours obtained from the shapes of some planes are not much different from each other, 'FD' is not as good as 'pecstrum + MLP' in recognition performance for all cases discussed previously.

6. REFERENCES:
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Abstract

This paper provides one solution to the complex problem of segmenting Ottoman words and subwords into their individual character components. Such a procedure is a critical component of being able to recognize and translate Ottoman written text automatically via computer into modern Latin character based Turkish.

1. INTRODUCTION

Much Ottoman printed text exists which has painstakingly been translated into modern Turkish by humans able to understand and decipher this type of writing. The objective of the current research is to provide for a computer based system based on scanned text which may automatically and systematically translate Ottoman into modern Turkish. What makes part of this work difficult is the nature of the Ottoman writing itself in that it is cursive, sometimes connected, overlapping, and includes marks above or below words and characters. Furthermore, the shape of characters varies based on their position within words or alone.

The important problem of character segmentation is encapsulated in the whole recognition system shown in figure 1.

Text----->SCANNER---Binary image file----->PREPROCESSING---

----->CHARACTER  ---Segmentation----->CHARACTER  -------
SEGMENTATION  vectors  POSTPROCESSING

----->Character  --->CHARACTER  ---->Latin character--
Identification  CLASSIFICATION  counterparts
Vectors

----->TRANSLATION SYSTEM----->Translated text in Latin based character set

Figure 1. Identification system
As can be realized in figure 1, without proper character segmentation, the remainder of what follows will be a multiplicative error. Thus the better segmentation is achieved, the better the identification.

2. METHODOLOGY

Much investigation has been made by the researcher into the most current literature concerning Arabic text recognition. Little if none of the literature directly deals with Ottoman text; however Arabic text has very similar characteristics and problems. From this work the researcher has come to the conclusion that in order to form any sort of systematic segmentation, one must strive for some type of commonality in the text as a starting point and then process each line of text individually with systematic vertical and horizontal scanning. This scanning must incorporate some particulars of the Ottoman writing by becoming somewhat familiar with the writing.

The intent of this paper is to present the basic details of a different approach for Ottoman character segmentation. The exact details of the algorithm and program are not included due to preference of nondisclosure to the general public at this time.

3. NOTATIONAL FIGURES

Figure 2 below establishes the notational references to be utilized in the discursive algorithm to be given in the next section. Reference should be made to these figures as needed.

\[
\begin{align*}
\text{Ny} & \quad 0 \\
\text{text frame} & \\
\text{line of text} & <ymin \\
\text{ybase (yb)} & <ymax \\
\text{Ny} & \\
\text{Nr} & \quad 0 \\
\text{xr1} & \\
\text{xl1} & \\
\text{xr2} & \\
\text{xl2} & \\
\text{xr3} & \\
\text{xl3} & \\
\text{ybrk3.1} & \\
\text{xs2.1} & \\
\text{xs3.1} & \\
\end{align*}
\]

Figure 2. Notational references

(r=right, l=left, s=segment, brk=break)

\(xr, xl - 1st\) pass, \(xbrk, ybrk - 2nd\) pass, \(xs - 3rd\) pass
4. SEGMENTATION ALGORITHM DESCRIPTION

Given below, in several parts, is a word description of the segmentation algorithm. Refer to figure 2 as required.

< PREPROCESSING >

Establish ymin, ymax, ybase, for line of text

1. Scan with a horizontal (one pixel wide) scanline from (x,y)=(0,0) towards (0,Ny) and mark they-coordinate where an initial line of black pixel(s) is (are) detected as ymin; mark the y-coordinate where white pixel lines (white pixels along entire horizontal scanline) white count (WC) threshold Twc as ymax (note: WC reinitializes to 0 if at anytime before Twc is reached, a line of black pixel(s) is (are) detected).

2. ybase is established for the horizontal line detecting the greatest count of black pixels (BC) along the scanline as the scan proceeds from (0,ymin) in the increasing y direction; in situations where ties occur, the most current line is the baseline.

Filter and thin line of text

1. Median filter line of text

2. Thin text image line between [0,ymin] and [0,ymax] from (0,0) to (0,Nx)

< SCANNNG >

Scan right to left to determine major character/word segmentation zones (1st pass)

1. Scan from right to left (x=0 to x=Nx) using a vertical (one pixel wide) scanline bounded by [ymin,ymax].

2. Mark the x-coordinate of black pixel(s) detected anywhere along the vertical scanline as xr, mark the x-coordinate of the first white pixel line (white pixels along entire vertical scanline) detected after the detection of black pixel(s) as x1. That is, xr and x1 correspond to detecting an alternating pattern of black pixel(s) and white pixel(s), ( | .... [/][/]/[/] | .... | []/[]/[]/[]/[]/ | .... | [ ] ).

x12  xr2  x11  x1  xr1

3. Continue (2) until no other alternating patterns are detected.
Scan to determine hidden character separation (2nd pass)

(4) For the x-coordinate positions bounded by [xr, xl], begin scan from y=ymin towards ymax and mark the y-coordinate of the first black pixel(s) detected along the horizontal scanline occurring after a pattern consisting of line(s) of black pixel(s) then line(s) of white pixels detected as ybrk (indicates a break in character along the vertical).

(5) If (4) occurred, extract (by making all white (0) pixels) the section bounded by [xr, xl; ymin, ybrk] and then scan with a vertical scanline from xr toward xl and mark the x-coordinate of black pixel(s) detected anywhere along a vertical scanline after a pattern consisting of black line(s) followed by line(s) of white pixels as xbreak (indicates a break in character(s)).

(6) Repeat (4) and (5) until no others are found; (4) and (5) implement a pruning operation to detect hidden character separations where hidden characters are caused by overhanging (above or below characters/words) vertically disconnected line(s) or dot(s).

Scan to determine character separations not caused by hidden character situations (3rd pass)

(1) Begin scan from xr towards xl;

(1.a) in memory stack SB (baseline stack) push into stack black or white pixels detected along ybase keeping a count of BC and WC pixels;

(1.b) in memory stack SI (pseudoimage stack) push into stack black pixel or white pixel not along ybase; this implies that even if there is more than one black or white pixel detected, not occurring along ybase-coordinate, only one black or white pixel is recorded as being pushed into SI (thus a pseudoimage results);

(1.c)

{i} if comparison of SB and SI (at the same stackpointer (SP) location) indicates SB (white), SI (white) segment at the white x-coordinate as xs ( WC(base)=0 remains );

{ii} if comparison of SB and SI indicates SB (white), SI (black) start WC and if WC(base) > Twc segment at WC=0 as xs;

{iii} if comparison of SB and SI indicates SB (black), SI (black) start BC and if BC(base) > Tbc segment at BC=last count as xs;
{iv} if comparison of SB and SI indicates SB (black), SI (white) start BC and if BC(base) > Tbc segment at BC=last count at xs;

Note: 1. WC(base) and BC(base) reinitialized to zero (0) each time a new count begins,

Note: 2. if for SB (white), SI (white), (xs=xr or xl) WC remains at 0 count until a situation other than SB (white), SI (white) is encountered,

Note: 3. ii and iii are hidden zone separations and thus may yield a loss of information of one character and an addition of information to another character; adding information may yield a more difficult classification problem since it results in a more unpredictable situation, than loss of information, due to wider variations to contend with; when part of a character may be lost, some tolerance in character variations may be allowed to yield identification.

Note: 4. iv may result in segmenting a whole character (between xr and xl); if identification is not possible for xr to xs and xs to xl then reclassification for identification may be required for xr to xl as a whole.

5. OVERVIEW OF IDENTIFICATION PROCESS

So as to highlight the major steps involved in the Ottoman character identification scheme and where segmentation fits into all of this, presented below is an overview. Those steps between the dashed lines are steps beyond segmentation.

(1) <Preprocessing> .find ymin,ybase,ymax for a line of text .median filter a line of text .thin a line of text image.

(2) <Scanning for Segmentation> .1st pass: .locate major character/word segmentation zones .2nd pass: .locate hidden character separations due to vertical breaks caused by line(s) or dot(s) .3rd pass: .locate any other character separations not covered by 1st and 2nd pass conditions.

(3) <Segmentation Coordinate Vectors> Vr1, Vr2, Vr3, ...,Vrn where Vri=[1Vri, 2Vri, ...,kVri]; 1Vri=[xri,qi], qi=xbrk,ksi; 2Vri=[qi,q(i+j)], qi=xbrk,ksi; kVri=[qi,xli].

---

{1} Each vector indicating an isolated character is unthinned by adding one pixel to each of the four sides of a character skeleton pixel.
Perform edge detection to obtain a character contour.

Find Fourier descriptor (FD) vector of a character contour.

FD vector is utilized as input to a neural network classifier to identify a character in the Latin alphabet (modern Turkish) according to an established rule base.

6. SEGMENTATION/IDENTIFICATION PROGRAM STRUCTURE

Shown below is how a program may be structured so as to achieve final identification encompassing the segmentation phases. It should be emphasized that Contour implies use of an edge detector to leave only a character image edge, Fourier_Desc implies utilizing Fourier descriptors of a character image contour so as to uniquely label characters, and Classifier implies use of a neural network classifier for character identification.

<<MAIN>>


[1] <SEGMENT> (1.1) CALL PREPROCESS (1.2) CALL SCAN RET MAIN

[2] <CHARACTER> (2.1) CALL LOCATE_CHAR (2.2) CALL UNTHIN
 (2.3) CALL CONTOUR (2.4) CALL FOURIER_DESC RET MAIN

[3] <CLASSIFIER> RET MAIN

[1.1] <PREPROCESS> (1.1.1) CALL LINE (1.1.2) CALL FILTER
 (1.1.3) CALL THIN RET SEGMENT

[1.2] <SCAN> CALL FIRST_PASS CALL SECOND_PASS CALL THIRD_PASS RET SEGMENT

[2.1] <LOCATE_CHAR> RET CHARACTER
[2.2] <UNTHIN> RET CHARACTER
[2.3] <CONTOUR> RET CHARACTER
[2.4] <FOURIER_DESC> RET CHARACTER

7. TYPICAL APPLICATION

Here a typical piece of written text is subject to the rules of the aforementioned algorithm to show the workings of the algorithm. Refer to figure 3.
Figure 3. Typical segmentations

The three typical situations are typified above and include some segmentation situations for Ottoman characters. However, shown below is a particular case which should be mentioned.

If a case shows only an xl occurring at the same point where an xr is expected, then that segment point receives a double label as xl (xr).

8. CONCLUSION

A segmentation algorithm has been presented for Ottoman characters. The algorithm exemplifies a systematic approach to the problem and differs from previous work for Arabic-like text in that the common text baseline is utilized for making some decision for segmentation coordinates. Like so many others, the algorithm is not expected to be foolproof due to the nature of Arabic-like
writing and its variations and anomalies. However the approach presented is new and holds promise to yield reasonable results with future refinements expected as special cases warrant.
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Abstract

Recognition in parallel is costly to implement. Achieving a recognizer with feasible complexity and cost requires a compromise between parallel and sequential processing. Dividing operation in time in vision, seeing a part of the scene at a time, one needs to find ways first, to map spatial relations into temporal relations and second, to compare temporal signals. In the literature the name selective attention is employed by which a system selectively concentrates on parts of a given signal, one at a time.

In such a model one wants to be able to learn. Definition of a visual object consists of the content of the parts of the image seen one at a time, i.e., features extracted in each fixation, and the trajectory followed while seeing those so as to be able to take into account their relative positioning. Learning of such definitions should proceed in an incremental manner; one starts from short sequences where rough features are used to define objects. As similar objects are encountered, longer sequences and finer features need be extracted. Two learning algorithms, named Grow-and-Learn (GAL) and Grow-and-Represent (GAR) for respectively supervised and unsupervised learning, have previously been proposed towards this aim (Alpaydın, 1990).

This paper, in the first two sections, explains the idea and gives supporting theories from neuroscience and psychology. How such a recognizer achieves translation invariance is shown. Various compartments of such a system, e.g., pre-attentive, attentive, and associative levels, are analyzed. Difference is stressed between internal and external forms of attention, commonly confused. Saccadic system in vision, as one form of external attention, is explained.

Ozet

Tamamen koşut bir tanıma, gereksinim duyulacak sistemin karmaşıklığı yüzünden pahalıdır ve her zaman olası olmayabilir. Gerçekleştirebilecek bir karmaşıklığa ve fiyatıyla sahip bir tanıyan, ancak koşut ve srulu işleminden beraber ve uygun bir kullanıma gibi olasızdır. Görmede, bütün girdinin bir anda işlendiği koşut bir sistem yerine, etkin görmede önerdigimiz, belirli bir anda sistemde sebebi bir bölüm girdiyi alıp, koşut işlemesi, bütün görüntüyü tanıyalımek için ise, zaman içinde “dikkat”i görüntüünün çeşitli bölümlerine, sıra ile vermesidir. Bu, gerçekteşirebilmek için

[1] uzay içindeki ilişkilerin zaman içindeki ilişkilerle çevrilmesi,
[2] bir anda değilde zaman içinde parça parça alınacak sinyallerin uygun bir şekilde saklanabilmesi ve karplastarlabilmesi

gerekir. Bir sistem zaman içinde seçerek sinyalin çeşitli bölümlerini parça parça ve sıra ile birer birer işlemesine, sezdik dikkat adı veribiliriz.

Böylesi bir sistemde öğrenmek de istenebilir. Bu durumda bir cisim tanımı

[1] her görünen bölümdeki önemli özellikleri ve
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1. INTRODUCTION

The feature idea implies checking for a particular value combination at a certain part of the image, i.e., the receptive field. The problem with this approach is that when the possible number of features or the image size gets large, one encounters the problem of combinatorial explosion: one reaches a hierarchical cone size that is no longer possible to implement.

Assigning one unit to check for a certain feature at a certain position, i.e., conjunctive encoding (Hinton et al., 1986), one arrives to a number that is not plausible neither from the point of view of engineering nor neuroscience.

One way to get around this problem is to divide the recognition process into several subprocesses in time. Instead of performing the recognition process all in parallel, one divides it into a sequence of partial recognitions, each one being realized during a certain period of time according to a certain order. Thus a compromise between parallel and sequential processing is envisaged. One implements a small cone that is fed by only a small part of the image, which performs basic feature extraction in that restricted region all in parallel. The scope of this cone can be changed and thus other parts of the image can be sampled in later steps of processing. The result of these samplings are combined in time till the system gets enough knowledge to be able to identify the image content.

Whereas spatial data are presented in parallel, temporal data are presented serially. A finite temporal window must be used and events over a longer period of time must be sufficiently abstracted, i.e., by extraction of features, so that they can be efficiently represented and processed internally. Successive fixations should be generated to sample the image and these samples should be processed and abstracted to generate a temporal context in which results can be integrated over time. Temporal expectations, as I will talk about later on, can be generated to control further operation. Thus, it is one of a time-varying data interpretation task (Tsotsos, 1987). The system then has the structure seen in figure 1.

There is an "eye" that looks at an image but which can really "see" only a small part of it. This part of the image that is examined in detail is called the "fovea." The fovea's content is examined by the pre-attentive level where basic feature extraction takes place. This level corresponds to the small cone I have mentioned above, where all the processing is done in parallel. Sampling a part of the image is also called a fixation, moving eye from one part to another is a saccade and is governed by an oculomotor system. The output of the pre-attentive level is fed to the cognitive level which has two functional components: attentive and associative. Although processing at the pre-attentive level is bottom-up, i.e., driven by input, processing at the cognitive level is at a higher level relating to long-term plans of the system which requires a long-term memory. In this memory, definitions of classes that are to be recognized are stored in an abstract form based on the features detected by the pre-attentive level. The search through memory, given a series of fovea samplings, is performed by the associative part.

The attentive part induces the oculomotor system to move the eye from one part of the image to another. To minimize recognition time, the attentive part should be able to find where are the parts that convey most discriminative information. For this, one should find a criterion of being "interesting," which then should be applied to all points in the visual field and the eye should then be turned to the maximally interesting point. The idea of exchanging spatial relations with temporal ones is mentioned by Pitts and McCulloch (1947) calling it the exchangeability of space and time Feldman and Ballard (1982) also touch the point briefly.
2. SUPPORTING THEORIES FROM NEUROSCIENCE AND PSYCHOLOGY

This section is a short summary of what is known of the processing of form in the visual system and saccadic eye movements. For more information, one may refer to (Hubel & Wiesel, 1977) (Hubel & Wiesel, 1979) (Kandel & Schwartz, 1985) (Sparks & Jay, 1987) (Robinson, 1987) (Grant, 1988) (Hubel, 1988).

We all have eyes whose acuity is more than 10 times greater in fovea than in the periphery. Recognition of an object whose reflection on the retina is bigger than the fovea necessitates saccadic eye movements to be able to have all the "interesting" parts of the object fall onto the fovea. When the object is still bigger, we need to move the head and eventually the body as well. The machinery dedicated to analyse a part of the visual field decreases exponentially as eccentricity, i.e., distance to the center of the fovea, increases. This is valid both in the retina and in the visual cortex. Higher spatial frequencies, i.e., details, can be detected in the fovea which are lost in the periphery.

Of the two types of ganglion cells in the retina that are related to processing of form, the X cells have small receptive fields and thus respond to details; they are concentrated in the foveal region of the retina. The Y cells have larger receptive fields and thus respond only to coarse features. Y cells transmit faster and are believed to carry an initial crude analysis of form. X cells are thought to be involved in the detailed high-resolution analysis of the visual image.

The X cells project to the lateral geniculate nucleus (LGN). The Y cells project to the LGN and to the superior colliculus (SC). The third type of cells in the retina, the W cells, project exclusively to the SC. SC is responsible for saccadic eye movements. The difference of processing for different spatial frequencies, detail and crude form, is also kept in the LGN and

Figure 1. Structure envisaged when vision is a temporal process.
in later steps of processing in the visual cortex and other areas of the brain.

The parvocellular pathway starts from the layers of the LGN fed by the X cells and reach the visual cortex (V1, V2, V3, and V4). Simple, complex, and hypercomplex cells in the visual cortex extract lines of around 18 different orientations. The results are passed to the inferotemporal cortex which is a region where high-order associations are stored. In monkeys, lesions of this area, result in deficits in the rate of learning of visual tasks. The X pathway thus is thought to be concerned with visual discrimination learning.

The second, so-called magnocellular pathway starts from the LGN layers fed by the Y ganglion cells of the retina which then project to the visual cortex. The cells in the visual cortex who are part of the magnocellular pathway (V1, V2, and V3) project to the medial temporal area (V5 or MT) and from there to the posterior parietal cortex and then to the frontal eye fields which in turn project to the SC. This pathway is believed to be concerned with movement and attentional aspects. Certain cells in the parietal cortex respond to visual stimuli or during visually guided movements. These results are consistent with the notion that the parietal cortex is involved in processes associated with attention to the spatial analysis of sensory input and perhaps with the manipulation of objects in space. In particular, the activity of the cell is enhanced when the animal pays attention to the stimulus. When connections from frontal-eye fields are lesioned, patients cannot initiate voluntary saccades. They may however look compulsively at objects that appear abruptly in the periphery, even when told not to do so. It is thought that this behaviour is caused by a SC response that has been released from higher control by the lesion.

SC is thought to be exclusively involved in saccadic performance and is believed to translate visual input to oculomotor commands. The superficial layer of the SC has a retinotopic organization. It receives visual input from the retina and the visual cortex as mentioned and these inputs are maintained in register, that is, a region of the SC that receives inputs from a specific retinal region will also receive input from an area of the visual cortex that processes information about the same retinal locus. It also receives projections from the SC. The deeper layer is a motor map. Neurons coding for the spatial location of the stimulus as well as for the direction and amplitude of saccades are arranged topographically. There is no evidence of direct connections between superficial and deeper layers however.

Added to this complexity is the existence of a thalamus which receives projections from almost all parts of the brain and which seems to project back everywhere as well. Information on any given modality is transmitted first to a primary cortical area and from there, either directly or via the thalamus, to successions of higher areas. The pulvinar of the thalamus has inputs from the SC and the primary visual cortex (V1) and has reciprocal connections with the parietal, temporal and occipital (V2 and V3) cortices.

Treisman proposed (Treisman & Gelade, 1980) that there is a parallel, pre-attentive system that performs extraction of disjunctive features only. The attentive system operating on this is a serial, i.e., sequentially operating, system incorporating a focus of attention and that deals with conjunction of features. Ullman also proposed (1984) that a "base representation" is computed in parallel everywhere which is then processed by a set of "visual routines" to find spatial relations like connectivity, inside-outside, etc.

The basic idea underlying parallel versus temporal processing can be explained as follows. Let us say we want to detect if there is a green T somewhere in the image. In a parallel scheme, we implement a "T-detector" and a "greenness-detector" and place them everywhere over the image. We then can say that "there is a green T" if both two detectors at a certain locus fire together. Thus we check for the conjunction by assigning an additional unit checking for that condition which we need to have at all loci throughout the visual field. To be able to recognize such combinations, one need to have detectors checking for such conditions. The problem, additional to cost, is that, if you do not have a "pink-P-detector," you will not be able to detect it.

In the temporal version, the T-detectors and greenness detectors are the same, but no
conjunctive units are there. Instead, one has an attentive system, which first detects that there is a T somewhere by attending to the output of form detectors. This fact and its position in the visual field is recorded in a short-term memory somehow. The attentive system then attends to the output of color detector units and checks if the greenness detector is active also at the same locus. It is as if the attentive system has a "searchlight" with which first the form and later color detectors are highlighted.

The ability of selective attention in a general sense implies being able to extract, from a background of data, that part of the signal that is most relevant or interesting, e.g., one object in a scene cluttered with many objects, one speaker in a "cocktail party," etc.

3. LEARNING

There are two problems that one encounters when one wants to implement an attentive visual recognizer:

[1] Spatial relations should be mapped in a way into temporal relations. This is done by having an eye that sees a small part at a time but moves around over the image in time. Thus scene content is defined as a sequence of the content of the eye fixations. Such contents need be represented in an abstract form by a process of feature extraction. Additional to the content of fixations, the trajectory followed by the eye over the image need also be represented in a manner as to be able to take into account the relative spatial positioning of eye fixations, e.g., using polar coordinates relative to the previous fixation.

[2] Once such a sequence is generated, it should be represented in a certain way and used to look for a similar one during recognition or stored in the case of learning.

To be able to carry out the learning and recognition process as rapidly as possible, one looks for shortest possible sequences that allow one to differentiate between individual objects. This implies a somewhat on-line learning process in an incremental manner by quick changes on such sequences. One starts from short sequences where rough features are extracted during fixations. As similar objects are encountered, longer sequences and finer features need be used to be able to extract finer differences.

As previously mentioned, learning such sequences should be made very quickly, preferably at one-shot. One cannot carry out an iterative, gradient-descent based procedure because first, there is not enough time for many iterations, and second, because iterative procedures' error definition is the sum of the errors on all of the vectors, other patterns, i.e., sequences, should also be explicitly stored somewhere as a training set in which one pattern gets modified or added and then the whole set needs to be learned once more. To get around this problem which appears due to the fact that weights are shared to store patterns, one can employ a local representation based on a competitive scheme where modifications in one unit do not affect the other units' weights. Grow-and-Learn (GAL) (Alpaydın, 1990) is one such algorithm for learning of categories where learning each pattern takes one iteration which sometimes do not require any modification of the network at all.

In the case of extracting the content of individual fixations, one needs to know the salient features. If learning is required, those should also be learned. The content of the fixation is then coded using a set of features, as the output of a set of feature detectors (Barlow, 1989). During an incremental learning process, the system should be able to add new features when significantly different patterns are encountered. What is more, as similar objects are encountered, to be able to differentiate between them, one requires a learning process that can automatically pass from coarse to finer features. These conditions are satisfied by the Grow-and-Represent (GAR) learning algorithm (Alpaydın, 1990) which is an incremental algorithm for unsupervised learning.
4. PRE-ATTENTIVE AND ATTENTIVE LEVELS

As fovea covers only a small part of the image, to be able to recognize an image, one needs to make a series of samplings moving the eye from one part to another. The attentive system, as mentioned previously, decides where to move the eye next. Relative positions of successive fixations should also be taken into account so that the trajectory followed can be known.

One strategy is to start from upper left of the visual field and scan sequentially till bottom right. Although this is feasible, it is not very intelligent. An intelligent strategy would be one that minimizes the number of fixations as this will decrease recognition time. This can be achieved if one can find a measure of being "interesting" and then look at only the interesting parts. A region, once looked at, is no longer interesting. Thus, top-down, memory-based information also has its part in the criterion that makes a region "interesting."

The bottom-up, i.e., input driven, component of the criterion of being interesting, first of all, should not be too difficult to compute as it needs to be computed in parallel for the whole visual field. On the other hand, it should give useful information. Events having smaller probabilities convey more information. Discontinuities are those parts that are not very probable, so, discontinuities are interesting. Discontinuities in an image are sudden changes in intensity, e.g., edges, lines, line-ends, corners, etc (Hebb, 1949) (Ullman, 1984).

This implies using a low-resolution filter to detect such discontinuities throughout the image in parallel everywhere. The functional system that performs an all-parallel extraction of basic features is called the pre-attentive level (PAL). It is completely input-driven in the sense that it is not in any way affected by any higher-level part like a long-term memory or any previous partial results. Although PAL carries out a feature extraction everywhere in parallel, the features detected are still represented locally on a retinotopic map; they are not tried to be mapped to higher order semantic features or classes. Thus, no association takes place there. PAL network does not need to be plastic; when it is, the learning is unsupervised.

So PAL first carries out a crude analysis of the periphery of the visual field, i.e., parafovea. This is to decide where next to fixate, and once a fixation is made, PAL also carries out a detailed analysis of the fovea to extract features that would allow the system to recognize classes. PAL thus has two outputs:
[1] To the attentive level, crude features detected in the parafovea,
[2] To the associative level, detailed features detected in the fovea.

It does not take too much imagination to propose that this pre-attentive processing is carried out by the visual cortex. The X pathway, passing through V1, V2, V3, and V4 carries out a detailed analysis of the fovea and later projects to the associative part, the inferotemporal cortex. The Y pathway passing through V1, V2, V3, and V5, later projects to the attentive part, the posterior parietal cortex and the frontal eye fields.

The superior colliculus has inputs coming from three sources: retina, visual cortex, and frontal eye fields. One can also conjecture as follows. As Y ganglion cells take time derivatives, the first is probably related to reflex. The second input source, the one from the visual cortex, corresponds to the bottom-up criterion of being interesting. The third one, from the frontal eye fields, is concerned with top-down, voluntary, learned control of the eye movements and thus corresponds to the top-down part of the criterion of being interesting. The thalamus then acts as a policeman mediating between the top-down and bottom-up demands on the superior colliculus.

The eye movements in the beginning are directed by the low-level information coming from the pre-attentive level giving a symbolic version of the content of parafovea. As more fixations are made, the associative system generates hypotheses about the identity of the scene and then the attentive system directs the oculomotor system to check for certain conditions through a mechanism of selective attention. For example, "this letter can be 'y', check if it has a tail."
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Types of attention

One should note the following point which was also made before. The type of coordinates one uses depends on the medium in which attention is made, thus the type of attention:
[1] One perceives the image, optionally processes it to get a more abstract form and places it in a memory which is preferably retinotopically organized. In such a case, attention implies extracting one part of the memory, i.e., a memory to memory copy. This type of attention may be done for any modality and is not limited to eye movements or vision, it may be called internal attention. In this case, one has absolute coordinates which are in fact memory addresses. The memory to memory copy is done by enabling one part of the memory and disabling the rest. For example, Crick proposed (1984) that the thalamic reticular complex does a similar job in enabling one part of the thalamus.
[2] The second type of attention is directly related to eye movements. Here, attending to another part means receiving a different part of the signal, i.e., looking at a different part of the image, what we can call external attention. In this case, one cannot use absolute coordinates because the only coordinates available are retinotopic, viewer-centered, and as eyes move, those change. In such a case, the most logical is to use relative coordinates, the displacements made while making a saccade. So, the position of each fixation is coded relative to the previous one.

The best compromise between cost and speed is when one stores an abstract and rather rough version of the complete image in memory using which a first evaluation is made. When a more detailed version of any part is required because it is "interesting" enough, the eyes are moved to that region and a detailed analysis is made. The memory is organized in a retinotopic manner. What is important is that when the attentive system decides to concentrate on one part of the image based on the memory content, the mapping from the memory address to a retinotopic address should be done so that proper command signals can be sent to the motor units controlling saccades. This is for example critical when the memory is not allocated in equal amounts to parts of the visual field. In the retina and the visual cortex for example, more memory is devoted to regions closer to the center of the visual field. Grossberg and Kuperstein (1989) show how such mappings can be learned.

5. CONCLUSIONS

In rich environments where the dimensionality of the signal is high or when class definitions are complex, parallel recognizers need very many units. Assigning one unit to check for one value combination at one particular position, one soon reaches a very big number which best can be explained using the term combinatorial explosion. However, to be able to get systems with a reasonable amount of complexity, vision may turn into an operation through time. In this way, spatial relations are mapped into temporal ones. Evidence shows that this is also the strategy chosen by nature.

Although the idea is promising, still more work needs to be done. Especially, a mathematical framework is required by which temporal operations can be defined and processed. The advantages of this approach cannot be underestimated:
[1] The complexity of the system is reduced at the expense of slower speed.
[2] A reasonable pattern-recognition task requires networks containing on the order of thousands of units. We are far away from being able to build such machines, and it seems as if we are bound for still some more time to sequential hardware. It is therefore a better idea to get the best of it by applying a sequential high-level strategy on it. At the low, basic feature extraction level of connectivities are local, generally in the form of convolutions. Processing in these levels can be easily parallelized and hardware for to handle such local combinations are feasible like cellular automata machines or convolution filters. At the higher levels where connectivities are large, one either needs very complex hardware or look for simple sequential solutions because sequentiality when properly introduced, simplifies the system operation a lot.
The third advantage is that sequential processing is a domain we know already. For decades, computer scientists worked on grammars, finite-state machines, parsing etc. One very popular approach in pattern recognition is syntactic pattern recognition where considerable work has been and is being done. One may, by a compromise as proposed by temporal vision, profit from all this experience.
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Özet:

Renk, nesnelerin tanımmasında çok önemli bir bilgidir. Rengin doğru kullanılarak, bir "yapay görme sistemi"nin gücünü ve verimini büyük miktarda artırmamasına rağmen, yanlış kullanılarak ise böyle bir sistemin verimini oldukça düşürebilir. Yapay görme uygulamaları nda rengin etkili bir şekilde kullanılarak, için tamamlanmış bir kurallar seti geliştirilmek mümkün olmamasına rağmen, insanın rengi görme sistemi temel alınarak, elde bulunan renk teorileri yardımıyla geniş manada bazı temeller kurulabilir.

Bu çalışmada, bugüne kadar geliştirilmiş renk teorileri ve renk modelleri (uzaylar) kısaca tarih edilecektir. Renkli resim işleme ile ilgili bu teorik bilgilerin pratik özellikleri tartışılacak ve rengin, yapay görme ve resim işleme uygulamalarında etkili kullanılmı, için geleceğe ait bazı araştırmaya yönleri belirtilcektir.

Anahtar Kelimeler: Yapay görme, renk teorileri, renk modelleri, renklı resim işleme.

Theoretical and Practical Aspects of Colour Image Processing

Abstract:

Colour is one of the most important properties of an object. Properly used, colour can be a powerful visual cue to improve the usefulness of an artificial vision system in object recognition tasks. However, the inappropriate use of colour can seriously reduce the performance of such a system. Although it is not possible to develop a complete set of guidelines for the effective use of colour in all artificial vision applications, some broad principles, based on the mechanisms of human colour perception and colour theories, can be established.

In this paper, the major colour theories and colour models (spaces) developed so far will be briefly described. Practical aspects of colour image processing will be discussed and some future research directions in the effective use of colour in artificial vision will be indicated.

Keywords: Artificial vision, colour theories, colour models, colour image processing.
1. GİRİŞ

Renk teorileri, rengin bütün özelliklerini açıklamakta yeteniz kalmaktadır. Bunun öneimli bir sebebi "insan renk idrakını henüz tam manasıyla anlamamışından ve idrak işlemine çok aşamalı ve karmaşık olmasından kaynaklanmaktadır. Bilgisayarlarla renkli resim işleminin temelleri, anlaşılaması ve başarısı; renkli resim yapısının ve renk modellerinin iyi anlaşılmasına çok yaklaşım olarak alakaldır. İyi bilindiği gibi, sadece gri-seviye resim ile, bir manzaradan gelen bütün bilgiler temsil etmek imkansızdır. Uzay (pozisyon, mesafe, vb.) ve renk bilgisi de göz önünde bulundurulması gerekmektedir.

İdrak edilen renk insanın bir ürünüdür, nesnenin sahip oldugu fiziki bir özellik değil denilebilirse de, makinelere ile yapılan renk ile ilgili işlemler, nesnelerden elde edilen bazı fiziki gözlemeler ve değerlendirilme üzerine bina edilme mecburiyetindedir.


2. RENK TEORİLERİ [1] [2] [5]

Bugün kadar birçok renk teorisi ortaya atılmásına rağmen rengin bütün özelliklerini açıklayabilen dünya genelinde kabul görmüş bir teori henüz geliştirilemememiştir. Bu yüzden,
insanların rengi nasıl idrak ettikleri ve rengin tam manasıyla nasıl temsil edilebileceği sorularına henüz cevap bulunamamıştır. Burada, üç-renk Teorisi, zit-renk Teorisi ve Retinex Teorisi sırasıyla incelenip tartışılacaktır.

2.1. Uç-Renk Teorisi [1]

Uç-renk teorisine göre: "Bir nesnenin rengini, tayfıdaki yerleri kırmızı, yeşil ve mavi diye bilinen üç görme kanalının cikişi belirler." Bu teorinin basit olması, retina'nın yapısına uygun olması ve renk karşıtırma prensiplerini açıklaması, söylelibilecek temel iyiilikleridir. Bunun yanında bu teorinin, deşavantaj denebilecek, açıklamadığı önemli fonomener vardır. Bunlardan önemli ikisi:

1) Renk Sabitliği: İdrak edilen renkler, çeşitli aydınlatma şartları altında belirli bir dereceye kadar sabit kalır. Bu fonemen, nesnenin üzerine gelen ışık ile değil nesnenin yüzey özellikleriyle ilgili olduğu gösterir.

2) Renk Kontrasti: Gözlem her iki nesneye giren ışık ile değil, her ikisinin içindeki ışık etrafi ile de belirlenmektedir. Bu durumda, renklerin bir arada kullanılması, her iki durumda da retina üzerine gelen ışığın tayfi kalitesinin değişmemesidir.

2.2. Zit-Renk Teorisi [6]

Bu teoride üç-renk teorisi gibi üç kanalın varlığı kabul eder, fakt bu kanalların özelliklerinin farklı olduğu söyler. Bu kanallar seti ikili değişkenlerden oluşmuştur. Bunlar; Sarı-Mavi (S-M), Kırmızı-Yeşil (K-Y) ve Beyaz-Siyah (B-S)" dir ve üç zit işlemin tepkisini gösterir. Yani mavi'nin idrak edilmesi sarı'nın idrak edilmesini deneirek, kırmızı ve yeşil iki zit kuvvetli ve aynı şekilde siyah ve beyaz da oyle. Yalnız bu işlemler, aynı seviyelerde değil daha sonraki seviyelerde olur.


Renk Kontrasti, durumda bu teori, kırmızı tepkinin etrafını saran noktaları daha küçük yeşil tepki ile beraber olduğu, bir endüksiyon işleminin varlığını ona sürer. Uç-renk teorisi ve bu teori, idrak edilen bir nöktanın renginin, o
noktadan retina'ya gelen ışğın tayfi özelliğine bağlı olduğunun söyler. Renk Sabitliği ve Renk Kontrastı özelliklerini anormalilik olarak değerlendirirler.

2.3. Retinex Teorisi [7]


Bu teori, yerel olarak birbirine bağlı, olmayan üç adet alıcı kanaldan oluşan bir renk görme modeli teklif eder. Bir resimdeki her bir nokta, üç farklı resimde birer nokta olarak değerlendirme yapılır. Her bir alıcı kanalın girişi, "aydınlatma bileşeni"nin ayrırmak için diğerlerinden bağımsız olarak işlenir ve bir noktanın renği bu üç farklı işlemenin girişi’nin karşılaştırılması neticesinde bulunur. Bu üç işlemenin birleştirilmiş girişi (lightness diye adlandırılır), yüzey reflektansı ile bir hayli etkileşimidir ve idrak ile ilgili bir niceliktir. Bu niceliği (lightness) hesaplamak kolay değildir. Hesaplayabilme için birçok kabuller yapılmaktadır. Genellikle yapılan temel kabuller:

i) Aydınlatma resimde çok hafif ve yumuşak bir şekilde değişir, yani gölgeler ve parlak yansımlar gibi etkiler yoktur.

ii) Reflektans, nesnenin yüzeylerinde sabittir; yani yüzeylerin yönü veya herhangi bir bölge tesiri reflektans değerini değiştirmez.


3. RENK MODELLERİ [1] [2] [5]

Renkli resim işlemenin temeli, birçok sayıdaki renk modellerini onların uygulamalarını; iyi anlamaktır. Bu çalışmada renk modelleri genel olarak, fiziği, (conceptual) ve (perceptual) renk modelleri diye üç ayrı grup altında incelenecektir. Fiziği renk modelleri, renkleri gösterme, gönderme, alma (televizyon ve video) ve basın gibi işlemlerde kullanımlar. (perceptual) renk modelleri idrak edilebilir veya ölçülebilir olanlardır. Bu iki renk modelli gerçek dünyanın özelliklerini yansıtığından önemlidir. (Conceptual) renk modelleri, (perceptual) modeller ile fiziği modeller arasında bir geçiş gibidirler. (Conceptual) modeller "renk bilgisi"nin işlenebildiği modellerdir, yani bu modellerde her türlü matematik işlem renkli resimler üzerinde gerçekleştirebilir.
3.1. Fiziki Renk Modelleri

Fiziki renk modelleri, renk uzayında çalışan aletlerin (video, televizyon, başım makineleri, vb.) özelliklerini yansıtır. Renkli resim işleme uygulamalarında en çok bilinen fiziki modeller, KYM (Kırmızı, Yeşil ve Mavi) Modeli, ve YIQ (Y = Luminance, I = In-phase ve Q = Quadrature) Modellidir.

3.1.1. KYM Renk Modeli

Bu fiziki model, video giriş ve çıkışı için kullanılmaktadır. Bu modelde, renk uzayı, üç köşesinde Kırmızı (K), Yeşil (Y) ve Mavi (M) diğer üç köşesinde Siyan (S), Macenta (M) ve Sarı (Sa) bulunan bir küp olarak düşünülebilir. Sıyay merkezdedir ve çapraz (diagonal) karşısında Beyaz vardır. Gri'nin tonları, siyah ile beyaz'ı birleştiren (K, Y ve M değerlerinin birbirine eşit olduğu) çapraz eksen üzerinde bulunur.

KYM kâpus içinde, herbir "resbir" (resim birimi), bir noktadır ve K, Y ve M koordinat değerleriyle belirlenir. Bu temsil modelinde bütün renklerin tarif etmek oldukça zordur; kahverengi'nin Kırmızı, Yeşil ve Mavi'nin miktarlarına göre tarif etmek gibi. KYM Modeli, insanların renk idrakı ile de tam ahenkli değildir.

3.1.2. YIQ Renk Modeli


3.2. Perceptual Renk Modelleri

Perceptual renk modelleri, idrak edilebilir ve ölçülülebilir olanlardır ama bu modellerde renk işleme işlemlerleri için bir temel bulunmaz.

3.2.1. CIE Renk Modeli [1]

"CIE Renk Şeması", çevresinde safl renkleri ve ortasında bir nokta ile standart beyaz ışığı temsil eden bir renk modelidir.

CIE (Commission Internationale L'Eclairage- Uluslararası

Bu modele renkler fiziki olarak ölçulebilirken, hesaplamaların yapılmış; oldukça karmaşıktır.

3.2.2. Munsell Renk Modeli

Munsell Renk Modeli, renklerin (Hue), (Chroma) ve (Value) değerlerine göre düzenlenerek oluşturulmuş ve atlas şeklinde başlıyor bir modeldir. Bu model, her ne kadar kişiden kişiye değişebilirse de renklerin karşılıştırmalarında ve eşleştirilmesinde kullanılabılır. Bu modele benzer diğer bicimli model de Pantone Renk Modeli'dir.

3.3. (Conceptual) Renk Modelleri

Bu modeller, renkli resim işlemesi için kullanılan modellerden en müsait olanlardır. HSI (Hue-renk, Saturation-Doyum ve Intensity) ve HSV (Hue, Saturation ve Value) verilebilecek örneklerdir. Örnek olarak verilen her iki modelde de bir resmin parlaklığı (HSI'da I ve HSV'de V) renk bileşenlerinden (H ve S) ayınıdır. HSI ve HSV arasındaki fark parlaklık bileşeninin hesaplanmasıdır ve bu hesap Parlaklık ve Doyum bileşenlerinin oranı sahaya dağınıılmalarını belirler [5]. Bu modeller, KYM'den lineer olmayan çevrilmelidir ve çevrim işlemi dikkat ister [8]. Herbir bileşenin insan gözü için bir manası vardır.

Renkli resim işlem, "sahte-renk" ile değil "doğru-renk" ile ilgilenir. Bir doğru-renkli resim işleme usulü üç aşamalıdır. İlk önce, resim KYM fiziki temsil modelinden bir (conceptual) modele çevrilir. İkinci aşamada, resim işleme operasyonları çevrilen (conceptual) modele göre yapılır. Son aşamada ise, işlemler sonucu resim gösterilme için tekrar KYM modeline çevrilir.

Bu gün, resim işlemekte, gri-seviye resim işlemeden doğru-renkli resim işlemeye geçmeye büyük ihtiyaç ve aynı zamanda talep de vardır. Tıp, basın-yayı, eğitimal bilgi işlem sistemleri, endüstriyel incelemeler ve dizayn doğru-renk bilgisinin çok önemli olduğu başta gelen sahalarıdır.

Renk kullanmanın ehemmiyeti şu noktaları yatar:
- Renk, aynı şekilde ve büyüklükte olan nesneleri ayıran tek özellikdir.
- Renk, insanların gerçek dünyayı tanımasında ve idrak etmesinde önemli bir rol sahiptir.
- Belli bir dereceye kadar, renkler, farklı aydınlatma şartlarında隐约; idrak edilirler (Renk Sabitliği), yanı renk aydınlatma şartlarında az etkilenir.


Düzgün olmayan ışıkların dağılımı, resimdeki bazı bölgelerde renklerin koyu tonlardan neredeyse beyaz'a kadar değişmesine sebep olur. Sadece, Doyma bileşeni ayarlanarak bu yanışı ışıklarında testlerinin düzeltilmesi mümkündür.


Renkli resimlerin manalı parçalara ayrılması; işlemde renk temsili için modellerden birisi veya modellerin birleşimi bir çeşitli kombinezonu kullanılmaktadır. Çünkü sayısal bilgi resim (resim birimi) seviyesinde bu temsil çekiliyle daha iyi idare edilir. Buna rağmen, tımsal modellerinin, renkleri insanlar gibi doğrudan 탐 edebilme ve tımsal için ihtiyaç duydukları; bilginin fazla olması, açısından eksikliklere sahip olmasından dolayı; alternatif tımsal modellerine ve bu modellere göre de alternatif resim işleme tekniklerine ihtiyaç vardır. Bir alternatif; her resim'deki gri-ton parlaklık değerine ve renk ismine göre rengin "sembolik" tımsali önerilebilir [10]. Bu tımsal modeli, mevcut segmentasyon algoritmaları ile kullanılamaz ama iyi bir bilgi indirim vasıtası olarak ve bir düşük-seviye yorumlayıcıların yardımıyla "düşük-seviye sembolik işlem" kabiliyeti sağlar.

Renk aktif görünme'de bir resmin "netlik" değerini ölçmede baştıs fonksiyonu olarak; kameranın nereye bakması; gerektiği tespit için ve pencerenin yerine ve ebatlarına karar vermede kullanılabılır [11][12].

Renk bakış açısı'ndan ve yoğunluğu (resolution)'dan çok az etkilediği için bilinen bir nesnenin manzaradaki yerinin bulunmasına ve/veya manzarada yeril bilinen bir nesneyin ne olduğuünun tespit edilmesinde kullanılabılır [13].

Makinalara yol gösterme ve kontrol alanında öne uygulanalar; olan 3-boyutlu (3-B) resim tekniklerinin güçli cektği eşleştirme noktalarnın bulunmasındaki karmasıklık, renk bilgisi yardımıyla sürürlenebilir [14].
Renk bilgisini, diğer görme bilgileriyle (hareket, mesafe, vb.) birleştirmek [15], bir "genel amacı yapay görme sistem" için çok önemli olduğundan bu çalışmalar üzerinde ciddiyetle durulmalıdır.

6 - SONUC

Rengin idrakinde bilinmesi gereken önemli iki nokta: goze gelen işığın, nesneyi aydınlatan işığın keskinliği ve o nesnenin yüzeyinin reflektansının ürünü ve "renk"inde sinir sisteminin ürünü olduğudur.

Idrak edilen renk, insanın bir ürünüdür, nesnenin sahip olduğu fiziki bir özellik değil denilebilirse de, makinelere ile yapılan renk ile ilgili işlerle, nesnelerden elde edilen bazı fiziki gözelem ve değerlendirirmeler üzerine bina edilmiş mecburiyetindendir.

Bilgisayarlarla renkli resim işlemenin temelleri, anlaşılaması ve başarısı renkli resim yapısının ve renk modellerinin iyi anlaşılmasıyla çok yakından alakalıdır.


Değişik aydınlatma ve renk şartları altında çalışan robotlar için geliştirilen görme sistemlerinde Renk Sabitliği özelliği çok önemlidir [16] [17] [18]. İnsan görme sisteminde bir dereceye kadar olan bu özellik değişik ortamlarda sağlıklı bir "renk görme" için makinalara kesinlıkle uygulanmalıdır.

Conceptual renk temsil modellerinin diğer modellere, renkli resim işleme açılarından, büyük bir üstünüğünün olduğu açıkca görülmektedir. Artık bu modellerin tabiatına tamamıyle uygun renkli resim işleme algoritmaları geliştirilmelidir.

Tesekkur

Yazarlar, Erciyes Üniversitesi'ne bu çalışma için Y.'Samast'a sağladığı maddi ve manevi yardımlarından dolayı teşekkür eder.
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Otomatik Odaklama
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Özet
Aktif Görüle'nin bir tekniği olan Otomatik Odaklama, üç boyutlu (3B) bir çevredeki nesnelerin mesafesini hesaplamakta kullanılabılır.

Bir genel-maksatlı servo-kontrollü video kameranın elle seçilmiş hedefler üzerinde otomatik odaklamasında ortaya çıkan iki problem vardır:
1) Mesafe bilgisi olmakşın, bir nesnenin noktasının net görüntüsünü sağlayacak odak-motor pozisyonu en iyi nasıl tespit edilir?
2) Net bir görüntü elde edildiğinde, nesne üzerindeki bir noktasının mesafesi nasıl ölçülebilir?

Birinci problemi çözüm için bir "netlik" kısına formulize edilmelidir ve kısına fonksiyonunun modunun yerini tayin etmek için bir arama-teknigiine ihtiyaç vardır.

Net görüntü ve mercek parametrelerinin değerleri elde edildiğinde optik geometri kanunları kullanılarak ikinci problem çözümütür.

Bu makalede, yukarıda bahsedilen problemlere çözümler açıklanacaktır.

Automatic Focussing

Abstract
Automatic Focussing is a technique of Active Vision which can be employed to compute the depth of objects in a three-dimensional (3D) scene.

There are two specific problems in automatically focussing a general-purpose servo-controlled video camera on manually selected targets:
1) Without having any information about depth, how to best determine the focus motor position providing the sharpest image of an object point.
2) When a sharp image has been captured, how to obtain the depth of the given object point be measured.

To solve the first problem, a "sharpness" criterion must be formulated and a search-technique to locate the mode of the criterion function is needed.

The second problem is solved by applying the laws of geometrical optics when the sharp image and the values of the lens parameters have been obtained.

In this paper, solutions to these problems are explained.

1. GİRİŞ

Net görüntüler bulanık görüntülerden çok daha fazla bilgi ihtiyaç ederler. İnsanlar ve bir çok omurgalı hayvanlar, görüntünün kalitesini artırmak için hızlı ve içgüdüşel olarak
otomatik odaklama yaparlar. Bu sebeple elde edilen görüntüdeki bilgide artışlanmış olur. Otomatik odaklamanın gayesinde bir roboata bu kâbiliyeti vermektir. Fizyolojideki intibak (accommodation), uygun odak, netlik ve yüksek freksansın varlığında otomatik odaklama ile eş anlaşımdır ve gözdeki merceğin hareketiyle gözün odaklanması; manasına teklub eder.

Odağ servokontrollü bir standart CCD kameranın otomatik odaklanmasında ortaya iki önemli problem çıkmaktadır.
1) Mesafe bilgisi olmaksızın, bir nesninin noktasının net görüntüsünü sağlayacak odak motorunun pozisyonu en iyi nasıl tespit edilir?
2) Net bir görüntü elde edildiğinde, nesne üzerindeki bir noktasının mesafesi nasıl ölçülebilir?

Şekil 1'den de görülabileceği gibi nesne üzerindeki bir noktasının net görüntüsü:
1) Nesne düzlemine göre nesneyi hareket ettirerek [1];
2) Merceği hareket ettirerek [2][3][4][5];
3) Görüntü düzlemine göre kameranın yerini değiştirecek elde edilebilir [6].

![Görüntü düzlemi](image)

**Şekil 1. Kamera geometrisi.**


Bir nesninin net görüntüsü elde edildikten sonra optik geometri kullanılarak ikinci problem kolayca çözülür. Sabit iki kamera kullanarak (stereo) ve bir (veya birden fazla) kamerayı hareket ettirerek mesafenin elde edilmesi metodlarında ortaya çıkan resim karşılaştırma problemi, otomatik odaklama ile mesafenin hesaplanmasında çözümeye ihtiyaç yoktur.

2. NETLİK KİSTALARI

Bu bölümde, odagın kalitesini ölçmek için kullanılan çeşitli kistas fonksiyonları açıklanacaktır. YUKarıda da bahsedildiği gibi görüntüdeki bir bölgenin odagın netliğini otomatik bir şekilde hesaplamak için bir "netlik" kistası

2.1. Yüksek-Geçiren Filtre

\[
\max \sum_{x} \sum_{y} |L_{M}(X,Y)|, \quad L_{M}(X,Y) \geq T \quad \text{icin} \quad (1)
\]

\[
L_{M} = (1/6) \begin{bmatrix} 1 & 4 & 1 \\ 4 & -20 & 4 \\ 1 & 4 & 1 \end{bmatrix} \quad (2)
\]

\( L_{M} \) Laplas denklemini \( \nabla^{2} I = \frac{\partial^{2} I}{\partial x^{2}} + \frac{\partial^{2} I}{\partial y^{2}} \) hesaplamak için kullanılır.

2.2. Histogram Entropy [7][5]

\[
E = - \sum_{I=0}^{P(I) \neq 0} P(I) \ln(P(I)), \quad P(I) \neq 0 \quad \text{icin} \quad (3)
\]

2.3. Gri-Ton Değişimi

\[
\max \sigma^{2} = (1/N^{2}) \sum_{x=1}^{N} \sum_{y=1}^{N} (I(x,y)-\bar{I})^{2} \quad (4)
\]

\[
\bar{I} = (1/N^{2}) \sum_{x=1}^{N} \sum_{y=1}^{N} I(x,y) \quad (5)
\]


\[
\max TMF_{x} = \sum_{x=1}^{N} \sum_{y=1}^{N} |I(x,y) - I(x,y-1)| \quad (6)
\]

\[
\max TMF_{y} = \sum_{x=1}^{N} \sum_{y=1}^{N} |I(x,y) - I(x+1,y)| \quad (7)
\]

\[
\max TMF = TMF_{x} + TMF_{y} \quad (8)
\]

2.5. Toplam-Geliştirilmiş-Laplasye (TGL) [1]

\[
\max = \sum_{x=i-N}^{i+N} \sum_{y=j-N}^{j+N} ML(x,y), \quad ML(x,y) \neq T_{1} \quad \text{icin} \quad (9)
\]
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\( ML(x,y) = |2I(x,y) - I(x-1,y) - I(x+1,y)| \\
+ |2I(x,y) - I(x,y-1) - I(x,y+1)| \) \hspace{1cm} (10)

2.6. Tenengrad [6]

\[
\text{Max} \sum_{x} \sum_{y} S(p)^2, \quad S(p) \times T \text{ için (11)}
\]
\[ S(p) = (i_x + i_y)^{1/2} \] \hspace{1cm} (12)

2.7. Fourier Transform [3]

\[
\text{Max } F(f_x, f_y), \quad (f_x^2 + f_y^2)^{1/2} \geq T \text{ için (13)}
\]

2.8. (Discrete)-Cosinus Transform [8]

\[
\text{Max} \sum_{u=0}^{N-1} |C(u,z)| \quad (0 < u < N - 1) \text{ için (14)}
\]

Yukarıda bahsedilen "netlik" kıştas fonksiyonlarının her biri az veya çok, doğrudan görünümdeki yüksek frekans bileşenlerini hesaplar.

Yapılan çalışmalarla [4][5] Tenengrad kıştasının aşağıdaki sebeplerden dolayı üstünlüğü kabul edilmiştir.

1. Gürültüden fazla etkilenmez.
2. Resim içerisinde genel uygulanabilirliğe sahiptir.
3. Maksimum noktanın her iki yanında monotonik bir azalmaya sahiptir.
4. Hesaplanması oldukça kolaydır.
5. Çeşitli resimler üzerinde ve ebatları farklı pencerelede kullanılabilir.

Belirli bir intensite değişimine sahip nesnelerin net görüntülerinin elde edilmesinde TGL kıştası daha uygun bulunmuştur [1].

Fourier ve DC Transform kıştas fonksiyonu kullanılarak daha hassas sonuçlar elde edilir. Fakt bu transformu yapacak elektronik donanımlar olmadan her iki kıştasında həsə blanketsiz ve zaman alıcıdır.


3. KİSTAS FONKSİYONUNUN UYGULANMASI VE GELİŞTİRİLMESİ

3.1. Gürültünün Azaltılması için Ön İşlemler

Bir çok odaklama algoritması, çevredeki onun görünüşü arasındaki ilişkinin bilinebileceğini mümkün olduğunu kabul eder, fakat görüntünün tesiri ile görüntü dalması bozulmaktadır. Bu sebeple kıştas fonksiyonlarının değerleri

Zamana bağlı ortalama alınarak yapılan gürültü azaltma metotlarında aynı çevrenin birden fazla resmi çekilir. Resimlerdeki aynı yere sahip her noktanın ortalaması alınır ve aynı yere yerleştirilir (Denklem 15).

\[
I(x,y) = \frac{1}{N} \sum_{i=1}^{N} I_i(x,y) \tag{15}
\]

Resim sayısı (N) artırılarak gürültü daha da azaltılır. Bu işlem gürültüde zamanla meydana gelen gürültülerin oldukça azaltır. Fakat istatistikleri karar verme usulleri kullanılarak daha iyi sonuçlar elde edilebilir.

Diğer bir uygulul, her mercek noktaları tekabül eden resmi çekmek ve gürültülü sonuca bir eğri uydurmaktır. Bu uygululde, odak mesafesinin her noktasında kıstas fonksiyonu hesaplanacağından net görüntüyü elde etmek oldukça yavaştır.


Gürültüyü azaltmakta en çok kullanılan teknik uzaya bağlı ortalamaadir. Dört ve sekiz noktalık olmak üzere kullanılan iki teknik vardır. Şekil 2, uzaya bağlı ortalama denklemleri (Denklem 16, Denklem 17) için gerekli nokta haritası gösterir.

\[
X = \frac{K + D + G + B}{4}, \tag{16}
\]

\[
X = \frac{K + KD + D + GD + G + GB + B + KB}{8} \tag{17}
\]

Sekil 2. Uzaya bağlı ortalama algoritmaları için nokta haritası.
Sonuç olarak, sistem ve çevrenin hareketsiz olduğu durumlarda gürültüyü azaltmak için zamana bağlı, ortalama, uzaya bağlı ortalamaya tercih edilir. Çünkü zamana bağlı, ortalamada uzaya bağlı ortalamaya çıkan görüntüyü bulanıklaştırma yokuştur. Otomatik odaklamada görüntüyü bulanıklaştırma teknikler kullanılmamalıdır.

3.2 Pencere Seçimi

Kenarların gradientinin hesaplanmasında gürültünün büyük tesirinin olmasıından dolayı, içerisinde görüntü özellikleri bulunan bir pencere seçim mecburudur. Her hangi bir özelliği bulunmayan (intensitide değişimi olmayan) nesnelerin veya boş uzayın görüntülerini okalamaya çalışmak kısıtsa fonksiyonunda bir değişim yapmayaçağı için herhangi bir sonuc elde edilemez. Ve eğer bir pencere farklı mesafelerdeki nesneleri ihtiyaç ediyorsa, kısıtsa fonksiyonu birden fazla tepeye sahip olacaktır. Bu pencere deki noktaların mesafeleri hesaplanamayacağı için pencere aynı mesafelerde bulunan noktalar ihtiyaç etmedidir.


Intensitide değişimizin fazla olduğu bölgelerde küçük, az olduğu bölgelerde büyük ebatlı pencerelede kullanılmalıdır. Diğer mesafe ölçüm teknikleri veya renk kullanılarak pencerenin yerli ve ebatları otomatik olarak hesaplanabilir [1][5][9].

3.3 Görüntüdeki Değişimın Telafisi


1. Değişen odak pozisyonuna karşılık merceğin odak uzunluğunu değiştirilir.
2. Yazılırmda, görüntüde meydana gelen değişim hesaplara har odak pozisyonuna tekabül eden görüntü pozisyonu elde edilir.
3. Değişen mercek pozisyonuna karşılık pencere ebatları değiştirilir.
4. KİSTAS FONKSIYONUNUN MAKİMUMUNUN VEYA MİNİMUMUNUN ELDE EDİLMESİ


4.1 Tepe-Tırmanma


4.2 Fibonacci

Bu teknikte, eldeki araştırma sahasının en küçük değeri elde edilene kadar saha daraltılır. Başlangıç araştırma aralığı için kıstas fonksiyonu Fibonacci dizisi olarak seçilir iki noktada \((X_1, X_2)\) hesaplanır. Eğer başlangıç araştırma aralığı \([a, b]\), \(a < X_1 < X_2 < b\) ve kıstas \(X_1)\) kıstas \(X_2)\) den büyükse bir sonraki araştırma aralığı; başlangıç aralığının, \([X_2, b]\) aralığı çıkarılarak \([a, X_1)\) olarak elde edilir. Diğer her aralık için kıstas fonksiyonu Fibonacci dizisi tarafından karar verilen iki noktada hesaplanır ve elde edilen değerler bir sonraki aralığa karar vermekte kullanılır. Bu teknik, 15 iterasyon sonucunda kıstas fonksiyonunun maksimumunu veya minimumunu hassas bir şekilde tayin eder. Fibonacci teknikte odak motorunun yönünün sık sık değiştirilmesine ihtiyaç duyulur. Yüksek kaliteli resim çekmek için merceğin sabit olması gerekmek. Bu teknikte hızlılama veya yavaşlama problemleri veya histerisiz tesirleri meydana gelmeyeceği için kaliteli görüntü çekmek mümkündür.

5. MESAFENİN HESAPLANMASI

Şekil-1'den mercek kanunu (Denklem (18) elde edilir.

\[ U^{-1} + V^{-1} + f^{-1} = \varepsilon \]  

(18)

Net görüntü sağlanması \((\varepsilon = 0)\), mercek denkleminin çözümünden, Denklem (19) elde edilir.

\[ U = \frac{VF}{V - f} \]  

(19)

301
1. Merceğin pozisyonu değişirilerek kısıt fonksiyonunun maksimum değeri ölçülmür.
2. Odak motorunun pozisyonu okunarak V elde edilir.
3. Denklem (19) hesaplanır.

6. SONUÇ

Sabit iki kamera kullanarak (stereo) ve bir (veya birden fazla) hareketli kamera kullanarak mesafe ölçme metodlarında ortaya çıkan resimleri karşılaştırma problemi otomatik odaklama tekniklerinde yoktur. Bu tekniğin dezavantajı ise mesafenin nokta nokta veya görüntüye göre küçük ebatlı pencerelede hesaplanmasından dolayı yavaş olmasıdır. Fakat hesap kolay ve hızlı kısıt fonksiyonları ve bu kısıt fonksiyonlarının maksimum veya minimum noktase daha az döngüyle hesaplayabilecek bir araştırma tekniği bulunabilirse daha hızlı sonuçlar elde etmek mümkündür.
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Abstract

A Dataflow Graph Execution Model, PDGEM is developed for parallel execution of Prolog programs. Prolog programs are compiled into dataflow graphs and these graphs are executed using the dataflow concept. This model implements OR-parallelism, restricted AND-parallelism and stream parallelism. The target architecture is a special coarse grain dataflow architecture which will implement the eleven primitive operations of the model in hardware. The simulation results reveal that the model can exploit parallelism efficiently when the number of processing units are increased depending on the application.

1. INTRODUCTION

In Prolog, parallelism arises mainly in two forms: OR-parallelism and AND-parallelism. As a property of Prolog, there may exist different clauses with the same clause name. OR-parallel execution is the activation of all such clauses in parallel when a call occurs. AND-parallelism is the parallel execution of and-terms of a Prolog rule body.

A Prolog program consists of facts and rules. A simple Prolog program is given below to clarify the terminology used in this text.

r(a).
p(a).
p(b).
p(X):-q(X),r(X).

In this program, r and p are clause names. The last p is a rule and its body consists of two and-terms q(X) and r(X). r(a), p(a), p(b) are facts (i.e. rules with empty clause bodies).

The dataflow concept is used in some Prolog execution models ¹,²,³,⁴, mostly to implement stream parallelism. The conventional solution tree approach dominates the execution policies of these models.

In this study, a graph execution based model is developed. Prolog programs are compiled into dataflow graphs. Graphs which consist of nodes (primitive operations of the model) and arcs (data links between nodes) are the executable modules of a Prolog program. An execution graph contains some topographical information, the connection of nodes, and the instruction types to be executed in nodes (operations to be performed on tokens).

There are eleven primitive operations. These operations are COD (Copy and Distribute), MRS (Merge and Select), SWU (Switch-up), MRO (Ordinary Merge), CHD (Check and Distribute), UFA (Unify Fact), MRR (Merge Rule or Intermediate Graph), ACT (Activate Intermediate Graph), SWD (Switch-down), ACP (Activate Predicate) and URH (Unify Rule Head).
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Compilation of Prolog programs to obtain dataflow execution graphs is a straightforward process. Moreover, no modification of the Prolog syntax is required and the exploitation of the parallelism is completely transparent to the user.

In PDGEM, all solutions are searched unconditionally, using an eager evaluation mechanism. As a consequence, an additional effort is not required for backtracking.

The model exploits OR-parallelism restricted AND-parallelism \(^5\) and stream parallelism. This execution scheme allows parallel execution with a very small runtime overhead totally eliminating the risk of binding conflicts on shared variables. Also the cross-product operation after AND-parallel execution is avoided.

2. DESCRIPTION OF THE MODEL

2.1 The dataflow concept

The dataflow execution model is a model which eliminates the order of execution of a sequential program imposed by the lexical ordering of its instructions. The only execution order in this model is the one which depends on the availability of the data of instructions. A dataflow program is described as a directed graph. The nodes of the graph are the instructions of the program and the arcs are the connections carrying the date from an instruction to another (the result of the execution of an instruction is used by another as input). The data carried on arcs are called tokens. The firing (execution) of an instruction requires that there is a token on each input arc (all input data is ready). Once a node is fired, tokens on the input arcs are removed, the operation is performed and the result is put on the output arc in the form of a new token.

The way a dataflow graph is executed from the point of view of reentrancy defines two different dataflow models: static and dynamic \(^9,11\). In the static execution scheme a graph is activated for a set of token and the next set is not accepted until the current execution is completed. The dynamic scheme (which is also called tagged token model), allows consecutive activations of a graph without having to wait the completion of the previous activation.

If these two approaches are examined in terms of parallelism they exploit, the static model exploits the parallelism in the code by simultaneous activation of the nodes. The dynamic model in addition to this, exploits another form of parallelism due to the consecutive activations of the graph (pipelined execution of the instructions). Static dataflow architectures are in general less complex to implement than the tagged token architectures. There are architectures built using both schemes \(^6,12\).

2.2 Overview of the Model

The principal difficulty in exploiting OR-parallelism, the simultaneous activation of all rules and facts of a predicate, is the saturation of the architecture \(^3\) (search space explosion). The problem in exploiting AND-parallelism is the risk of creating binding conflicts on the shared variables of AND-terms and taking the cross-product of the distinct solutions found by AND-terms.

PDGEM is a compromise between an efficient run time policy and parallelism extraction. OR-parallelism requires a run-time support (a feedback system) to avoid the saturation of the machine. To avoid the binding conflicts and to the cross-product operation in AND-parallel execution, the parallel activation of AND-terms of a rule is performed when all variables of the AND-terms are ground (constants, or variables bound to constants). However, when the
parallel activation is not possible, AND-terms are activated in a pipelined manner exploiting stream parallelism\(^3\).

PDGEM is a tagged token model. This allows the exposition of two kinds of parallelism introduced in section 2.1. The subgraphs of a program are extracted at compile time and they are static. The same subgraph can be used for different invocations.

In PDGEM Prolog programs are compiled into dataflow graphs. A compiled Prolog program is a group of subgraphs. A subgraph is produced for each predicate and each pair of AND-terms of rule bodies. This means that for a three-term rule body there will be two subgraphs: one for first two AND-terms and the second to call the first one and the third AND-term. Subgraphs contain model primitives. These primitives control token flow, token duplication/destruction and unification. PDGEM is not a conventional fine grain dataflow model. The primitives are simple sequential microprograms. The functions of the eleven primitive operations of the model are explained in the following paragraph.

COD (Copy and Distribute) instruction produces one copy of the input token on each output arc. This primitive initiates the OR-parallel execution. MRS (Merge and Select) instruction terminates OR-parallel execution by collecting all the solutions found on parallel branches. UFA (Unify Fact) performs the fact unification of a clause head. Unification modifies the token variables (binding environment) and marks the token as invalid if the unification fails. URH (Unify Rule Head) performs the head unification of a clause and activates the subgraph corresponding to the predicate if the unification is successful. CHD (Check and Distribute) makes the run-time check on AND-terms to decide whether to do AND-parallel execution. If parallel execution is possible, the incoming token is duplicated and both branches (AND-terms) are activated. MRR (Merge Rule or Intermediate Graph) is the final primitive of a rule body subgraph. If the input tokens belong to a parallel activation and both are marked as valid (all unification succeeded), outputs one valid marked token. If one or both tokens are marked as invalid, outputs one invalid marked token to the output arc. If there is a pipelined activated token on its input then it transfers it if it is a valid marked one and cancels (destroys) it otherwise (except the last token of an activation which has to be transferred even if it is an invalid token). ACP (Activate Predicate) activates the subgraph of the corresponding predicate. ACT (Activate Intermediate Graph) activates the subgraph produced for body of a rule when there are more then two AND-terms. SWU, SWD, MRO are token flow control primitives of rule body execution. They check the tag of input token and direct it one of output arcs or takes one token from either input arc and transfers it to its output arc.

The target architecture is a special coarse grain dataflow architecture. The architecture has three main components: processing elements, tag memory/assignment units and token memory.

2.3 Compilation of Prolog Programs into Subgraphs

In this section three rules used in obtaining the dataflow graphs of a Prolog program will be presented. After the compilation of a Prolog program, for each predicate name one subgraph is produced. Then for the body of a rule depending on the number of AND-terms, one or more subgraphs are produced. For facts, no graph is produced, they are treated on the node base.

**Rule 1** For each predicate of a program, a subgraph starting with a COD node and terminating with a MRS node, containing one UFA node for each fact of the predicate, and an URH node for each rule of the predicate is prepared.

**Rule 2** The subgraph of a rule with two AND-terms starts with a CHD node and finishes with a MRR node. Two ACP nodes for the activation of AND-terms are interconnected by two SWD, one SWU and one MRO nodes.
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Rule 3 The third rule explains how to treat a rule body when there are three or more AND-terms. The graph for the first two AND-terms is prepared as explained above. Then for the third AND-term, a new graph which is similar to a graph prepared using Rule-2, but an ACT node is used instead of the first ACP, and this ACT node refers (calls) the subgraph produced for the first two AND-terms. For the fourth and following AND-terms this procedure is repeated recursively.

2.4 Examples

In this section, two examples will be discussed to illustrate OR-parallel and AND-parallel executions of a Prolog program in PDGEM.

Example 1

/* OR-Parallel */
p(t,u). /* fact 1 */
p(b,l). /* fact 2 */
p(a,b). /* fact 3 */
p(a,c). /* fact 4 */
p(a,d). /* fact 5 */

![Diagram for example 1]

Figure 2.4.1. Subgraph for example 1.

?-p(X,Y).

The activation token prepared for the query, carries the binding environment which contains two unbound variables X and Y. The first node in the graph is a COD node which produces five distinct copies of the activation token (the number of copies may be fewer according to the current load of the machine to avoid its blocking). The copying is made by the processing element involved, in distinct zones of the token memory, and the tags are copied by the assignment unit in the same way. Each UFA node performs fact unification and sends the resulting token to the MRS node. The MRS node outputs five solutions obtained. (If one unification were unsuccessful then the corresponding token would be marked as invalid and destroyed by the MRS node. The token would be destroyed by the processing element and its tag would be destroyed by assignment unit).
Example 2

t(a,a),
u(a,b),
p(X,Y,Z):-t(Y,Z),u(Z,X).

![Diagram of subgraphs for example 2]

Figure 2.4.2. Subgraphs for example 2.

This program segment will be studied with two different queries.

Query 1

?-p(X,Y,Z). /* query 1 */

For query 1 an activation token which contains three unbound variables is prepared and sub3 is activated. The CHD node checks whether all variables be ground (constant or bound to a constant the parallel execution condition). Since this is not the case here, AND-terms are activated in a pipelined manner.
CHD marks the token as serial and sends it to ACP₁ node. The ACP₁ node activates the sub₁ graph. The COD node of sub₁ transfers the token to UFA₁ node and UFA₁ node makes the unification. The unification results in the binding of Y and Z to a. The MRS node of sub₁ transfers the token to the SWD node of sub₃. Since the token is serial, it is sent by SWD node to MRO via the $s$ marked arc. MRO node simply transfers the coming token to its output arc without any condition. ACP₄ activates sub₂.

The activation progresses similarly as sub₁. In the unification, X is bound to b and the binding of Y is verified. The SWD node transfers the token to MRR node because it is serial. The MRR node outputs the bindings of the variables terminating the execution.

**Query 2**

?- p(b,a,a). /* query 2 */

This time another query which allows the parallel execution of AND-terms will be considered. The activation token for this query contains three ground terms (constants). The parallel execution check at CHD node succeeds. Two distinct copies of the token is prepared. One copy is sent to the MRO node, and the other to ACP₄ node. Tokens are copied by the processing element and the tags by the assignment unit. The token going to MRO node is transferred to the ACP₄ node. Both tokens activate sub₁ and sub₂ graphs independently.

When the activations are over upper and lower SWD nodes switch the coming tokens to p labeled output arcs since tokens are marked parallel. When both tokens come to SWU node the SWU checks whether they are valid. Since the unification is successful in both sub₁ and sub₂, both tokens are valid. The SWU node then transfers just one token to MRR and finally MRR transfers this token to the output unit. If one or both of the tokens coming to SWU node were invalid, then SWU would transfer one invalid token to MRR.

**4. CONCLUSIONS**

PDGEM is tested and simulated. The simulation results show that AND-parallel execution is more efficient than the AND pipelined execution (stream parallelism). For stream parallelism to be efficient the number of tokens activating the AND-terms of a rule must be compatible with the number of AND-terms. Theoretically, a speed-up factor equal to the number of AND-terms is possible as the number of consecutive activations goes to infinity.

Prolog Dataflow Graph Execution Model is a model which implements full OR-parallelism, restricted AND-parallelism and stream parallelism (AND-pipeline execution) over a dataflow execution mechanism. Although PDGEM does not include all possible cases to exploit AND-parallelism 14), most of the work is done at compile time and the overhead due to run-time decisions are small 6. The use of dataflow execution concepts eliminates the need for process creation and management.

Most of the previous parallel Prolog models require some modification in the syntax of the language like annotations. PDGEM does not require any such modification. The execution and the compilation of subgraphs are straightforward. The run-time overhead of the model is kept low by shifting the graph preparation work to compile time. Run-time checks for restricted AND-parallel execution do not bring much overhead.

If the only and-term execution policy is chosen to be AND-pipelining, the model will become more practical, because the common data kept for the number of tokens at a graph execution level is not needed anymore. In this way, the critical section requirement will be eliminated. Moreover, the dataflow execution graphs will have a simpler form and execution.
mechanism. The SWU, SWD, CHD and MRO nodes will not be needed. A rule body will be represented as a sequence of ACP nodes (one for each AND-term), followed by a MRS node.

For a practical implementation of this model, some modifications for list and structure manipulation should be done. For this purpose, the I-structures 10) may be considered. I-structures allow a read request to a memory location before a write operation is performed on the same location.

The work explained in 3) introduces parallel and concurrent Prolog execution models which depends on dataflow concept. This parallel Prolog execution model implements sequential and parallel execution of AND-terms and OR-parallel execution. The model requires the specification of the execution mode of AND-terms (as parallel or sequential) in programs with supplementary operators. In PDGEM, sequential and parallel execution is decided at run-time so the language syntax is not needed to be modified. In 3), possible inconsistent solutions due to parallel execution of AND-terms with shared variables are eliminated by consistency check of solutions. In PDGEM, the run-time check to check parallel execution conditions is a cheap one which controls whether the arguments are ground terms or variables bound to ground terms. As a result, even in parallel execution, consistency check of solutions is avoided. 3) is a fine grain dataflow model. Primitives operate on argument basis rather than predicate basis. The overhead due to fine granularity is planned to be solved by implementing the primitives in hardware or firmware. PDGEM however, is a coarse grain dataflow model. Primitives operate on predicates. So the model does not aim to extract parallelism in low level such as unification parallelism. With this approach we avoid the overhead due to fine granularity.

PDGEM has similar characteristics with the model explained in 14). Like 14), PDGEM implements restricted AND-parallel, stream parallel and OR-parallel execution. Tokens in PDGEM are also dynamic tokens to differentiate different activations of the same graph. Tokens carry binding environments of activations. These are called binding environment frames. As cited in 14) ([Li and Martin 86] and [Tseng et al. 88]) PDGEM resembles to [Li and Martin 86] since it compiles Prolog programs into dataflow graphs and does not modify them during execution. However PDGEM 14) diverges from ([Li and Martin 86] and [Tseng et al. 88]) in parallel execution of AND-terms. In these models, parallel execution of independent AND-terms triggers an incremental cartesian product operation. This is not supported in PDGEM. The parallel execution of AND-terms in PDGEM is not optimal 4) but restriction reduces the run-time overhead and uniformizes the model (production of standard execution graphs for rule bodies and predicates (OR-terms)).
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Abstract

A neural network architecture for emulating forward dynamics of a simulated three degree of freedom revolute joint robot manipulator among a predefined trajectory is developed. The performance is investigated and results are reported. The potential use of the emulator for robust control purposes is discussed.

1. INTRODUCTION

It is well known that the technique of error backpropagation attracted many researchers and increased the popularity of artificial neural networks. As in most other neural network studies, application of neural networks to control systems involves the use of error backpropagation technique [1,2,3]. In these methods, a feedforward neural network is trained to behave like the plant which is to be controlled. Afterwards, the neurocontroller is trained. In other words, the feedforward neural network acts as an "emulator" and it learns to identify the dynamical characteristics of the plant. The training of the emulator is analogous to "plant identification" in control theory however there are two basic advantages. Firstly, there is no need to provide any information about the model. That is, emulation is done automatically. Secondly, the neural emulator is able to model the nonlinear plants including robot manipulators.

The importance of providing a good emulator for neurocontroller architectures lies under the fact that the neurocontroller cannot be trained by using error backpropagation algorithm without an emulator. The output values that can be measured are the ones of the plant, not of the neurocontroller and the error signal at the output can not propagate backward through the plant which is not a neural network; so the backpropagation algorithm in which the error must propagate backward from the output
to the input can not be used. To overcome this problem, the emulator is used in place of plant during the training of neurocontroller.

In this study, a neural network architecture for emulating forward dynamics of a simulated three degree of freedom revolute joint robot manipulator among a predefined trajectory is developed. In the next section, the simulated forward dynamics of the robot arm used in training of the emulator will be given and the trajectory used will be specified. In the third section, details about the training process and the architecture will be discussed. Finally in the last section simulation results about the performance of the emulator will be given and the ability of the developed emulator in operating on different trajectories will be discussed.

2. ROBOT ARM FORWARD DYNAMICS SIMULATION

Using Lagrange-Euler formulation the dynamics of a robot arm can be written as

\[ A(\Theta) \dot{\Theta} + H(\Theta, \dot{\Theta}) + G(\Theta) = \tau \]  \hspace{1cm} (1)

where \( \Theta \in \mathbb{R}^n \) is the joint angle vector, \( \dot{\Theta} \in \mathbb{R}^n \) is the joint angular velocity vector, \( \ddot{\Theta} \in \mathbb{R}^n \) is the joint angular acceleration vector, \( n \) is the number of joints, \( \tau \in \mathbb{R}^n \) is the motor torque vector, \( A(\Theta) \in \mathbb{R}^{n \times n} \) is the generalized inertia matrix, \( H(\Theta, \dot{\Theta}) \in \mathbb{R}^n \) is the nonlinear term containing coriolis and centipital factors, \( G(\Theta) \) is the term containing gravity factors [4]. The link structures used in this study are circular cylindrical shell, conical shell and a uniform slender rod as given in [4] for a Microbot arm. The values of parameters used are \( m_1 = 3kg, m_2 = 2kg, m_3 = 1kg \) where \( m_i \) is the \( i \)th joint mass, \( h = 20 \text{ cm} \), \( e = 30 \text{ cm} \), \( f = 30 \text{ cm} \) where, \( h, e, f \) are joint lengths respectively, \( r = 5 \text{ cm} \) is the link radius. \( \Theta \) and \( \dot{\Theta} \) are the outputs and \( \tau \) is the input and \( n = 3 \).

We have used

\[ x(t) = a + bt + ct^2 + dt^3 \]  \hspace{1cm} (2)

to generate desired trajectory in base coordinates which involves going from one point to another in 2.5 sec. The initial and final points are assumed to be 80 cm apart from each other. The inverse kinematics package written for the robot generates \( \Theta_d(t), \dot{\Theta}_d(t) \) and \( \ddot{\Theta}_d(t) \) which realizes [2] every 10 msec which is the sampling period \( T \). The robot is assumed to be at rest at the initial and final configurations.
We have used computed torque technique [5] to generate the torque values which make robot track the desired trajectory. The robot is assumed to be on the desired trajectory initially. The output data $\Theta(t)$ and $\dot{\Theta}(t)$ is generated by using Runge-Kutta integration procedure of fourth order. As a result we have generated data for 250 sampling intervals which contain $\Theta(kT), \dot{\Theta}(kT), \tau(kT)$.

3. EMULATOR ARCHITECTURE AND TRAINING SCHEME

The neural network is chosen to be a feedforward one which consists of an input layer, two hidden layers and an output layer. The number of processing elements in the output layer is chosen to be six which is equal to the number of outputs of the robot arm. The input layer has nine elements among which three are the input torques and six are the initial states. Figure 1 depicts the inputs and outputs of the neural emulator. In the first hidden layer
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Figure 1: The Inputs and Outputs of the Neural Emulator

27 processing elements are used. The number of processing elements in the second hidden layer is chosen as that of the output layer, namely six. Thus, as a total, emulator network contains 48 processing elements and 441 connections among them.

Error backpropagation algorithm is used to train the emulator. Figure 2 depicts the training scheme of the emulator.
The environment used is Neural Works Professional II on a PC. The scale factors are chosen to be 0.25, 1.00, 1.00 and 2.50 respectively. All of the transfer functions are chosen to be hyperbolic tangent except the ones used in the input layer for which linear transfer functions are used.

The order of the data generated in section 2 which contains 250 sampling interval input and outputs is randomized to prevent network from diverging. The initial connection weights are also randomized between -0.1 and +0.1 due to same reason. To improve the convergence in training process, the values of the learning coefficients are decreased several times during training. Table 3 shows this variation.

<table>
<thead>
<tr>
<th>Learning coefficient</th>
<th>Training up to 10000</th>
<th>15000</th>
<th>20000</th>
<th>30000</th>
<th>40000</th>
<th>50000</th>
<th>60000</th>
<th>70000</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.900</td>
<td>0.750</td>
<td>0.600</td>
<td>0.300</td>
<td>0.225</td>
<td>0.150</td>
<td>0.135</td>
<td>0.105</td>
</tr>
<tr>
<td>2</td>
<td>0.600</td>
<td>0.500</td>
<td>0.400</td>
<td>0.200</td>
<td>0.150</td>
<td>0.100</td>
<td>0.090</td>
<td>0.070</td>
</tr>
<tr>
<td>3</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Table 3: Change in Learning Coefficients
4. PERFORMANCE OF THE EMULATOR AND DISCUSSION

To measure the performance of the emulator, a program is written in C language to evaluate the errors at the outputs. After training the network 70000 times, it has been observed that the rms positional error is reduced to 0.23 radians approximately. It has also been observed that if the robot is initially on desired trajectory and computed torque method is used on simulated dynamics alone, comparable rms error occurs even if $T$ is decreased. This indicates that the rms error measured at the output of the emulator is mainly because of numerical errors of PC environment. Table 4 indicates the mean, rms and absolute extremum errors of joint positions and velocities of the emulator.

<table>
<thead>
<tr>
<th></th>
<th>mean error</th>
<th>rms error</th>
<th>absolute extremum error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_1$</td>
<td>-0.0023</td>
<td>0.0264</td>
<td>0.0575</td>
</tr>
<tr>
<td>$\theta_2$</td>
<td>0.0059</td>
<td>0.0267</td>
<td>0.0640</td>
</tr>
<tr>
<td>$\theta_3$</td>
<td>0.0027</td>
<td>0.0162</td>
<td>0.0267</td>
</tr>
<tr>
<td>$\dot{\theta}_1$</td>
<td>0.0011</td>
<td>0.0316</td>
<td>0.0866</td>
</tr>
<tr>
<td>$\dot{\theta}_2$</td>
<td>-0.0072</td>
<td>0.0241</td>
<td>0.0532</td>
</tr>
<tr>
<td>$\dot{\theta}_3$</td>
<td>0.0089</td>
<td>0.0174</td>
<td>0.0406</td>
</tr>
</tbody>
</table>

Table 4: Mean, rms and absolute extremum errors (in radians and radian/sec)

The next step was to determine how successfully the network emulates the manipulator on trajectories which are not taught. In other words, how successfully the emulator generalizes? The emulator is tested as follows: The trajectory for which the emulator was trained is taken as a reference. Then to determine the generalization range, various trajectories which are $x$ cm apart from the reference trajectory were created and network is tested with these new trajectories. Namely, torque values which correspond to these trajectories are given as input and the outputs of the simulated robot and emulator are compared and rms errors are examined. Then $x$ is increased and the measurements are repeated.

We have concluded that emulator performance decreases when $x>1.5$ cm. In other words, emulator has learned the trajectories which are within 1.5 cm of the original one. This is good enough to use the emulator for robust control purposes in which the magnitude of error never reaches to these values. Tables 5 indicates the mean, rms and
absolute extremum errors measured for trajectories which are 1.5 apart from the original one.

<table>
<thead>
<tr>
<th></th>
<th>mean error</th>
<th>rms error</th>
<th>absolute extremum error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_1$</td>
<td>-0.010</td>
<td>0.057</td>
<td>0.101</td>
</tr>
<tr>
<td>$\theta_2$</td>
<td>0.072</td>
<td>0.036</td>
<td>0.110</td>
</tr>
<tr>
<td>$\theta_3$</td>
<td>0.098</td>
<td>0.046</td>
<td>0.111</td>
</tr>
<tr>
<td>$\dot{\theta}_1$</td>
<td>0.002</td>
<td>0.073</td>
<td>0.178</td>
</tr>
<tr>
<td>$\dot{\theta}_2$</td>
<td>-0.006</td>
<td>0.082</td>
<td>0.184</td>
</tr>
<tr>
<td>$\dot{\theta}_3$</td>
<td>0.029</td>
<td>0.087</td>
<td>0.215</td>
</tr>
</tbody>
</table>

Table 5: Mean, rms and absolute extremum errors (in radians and radian/sec) for trajectories 1.5 apart from the original one.
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Abstract

Robotic manipulator control with unknown or uncertain dynamics has been an important research topic in the last decade. Without a parametric model of robot dynamics, learning control techniques are still the most effective methods for repeated trajectory following tasks. In this class of controllers, neurologically inspired algorithms have been gaining much attention in recent years. Although these techniques were shown to work effectively in simulation experiments, coupled and nonlinear nature of parameter update dynamics makes an effective mathematical analysis difficult. This paper investigates the convergence properties of an artificial neural network based learning controller. The results obtained reflect the local stability properties of the closed loop nonlinear system dynamics.

1. Introduction

In recent years, Artificial Neural Networks (ANN) have emerged as a viable alternative for various engineering problems of nonlinear nature. Within this new trend, many researchers have attempted to apply neurologically inspired algorithms for manipulator control. The main underlying assumption in these applications is the efficient capability of multi-layer ANNs to approximate multivariable functions. With the increasing interest in this area, IEEE Control Systems Magazine had come up with three issues which covered special sections on neural networks for control systems [1]. The interested researcher can find an exhaustive list of the previous work on the subject in [2].

The present paper discusses the stability properties of an ANN based trajectory following controller. The controller algorithm in question was originally proposed by the author in [3, 2] and successfully tested for trajectory following tasks through simulation experiments. The controller is basically similar to the adaptive inverse dynamics control algorithm of Craig et al. [4].

However instead of using an explicit parametric model, the controller utilizes generic multi-layer ANNs to adaptively approximate the manipulator dynamics over a specified region of the state space for a given desired trajectory. This generic neural network structure can be viewed as a nonlinear extension of a deterministic auto-regressive model which is commonly used in model matching problems for linear systems.

2. Controller Architecture

In this section we introduce the controller structure and then write the closed loop system dynamics for the proposed ANN based controller.

*This work was in part sponsored by Westinghouse Education Foundation under contract No.3597263.
Consider the vector representation of an $n$ link rigid manipulator dynamics, given as

$$
\tau = M(q)\ddot{q} + \nu(q, \dot{q}) + g(q)
$$

(1)

where $\tau$ is the $n \times 1$ vector of joint torques, and $q$ is the $n \times 1$ vector of joint positions. The matrix $M(q)$ is the $n \times n$ positive definite "inertia matrix". $\nu(q, \dot{q})$ is $n \times 1$ vector function representing centrifugal and Coriolis effects, and finally $n \times 1$ vector function $g(q)$ represents torques due to gravity. The derivation of (1) can be found in common reference texts [5]. Equation (1) can be put in a more compact form as,

$$
\tau = M(q)\ddot{q} + h(q, \dot{q})
$$

(2)

The control designer's task is to devise a controller such that the manipulator tracks a given desired trajectory $(q_d, \dot{q}_d, \ddot{q}_d)$ as closely as possible.

If exact manipulator dynamics is available, then the control

$$
\tau = M(q)(K_v e + K_p e + \ddot{q}_d) + h(q, \dot{q})
$$

(3)

will result in an error equation of the form,

$$
\ddot{e} + K_v e + K_p e = 0
$$

(4)

due to the cancellation of nonlinear terms, where $e = q_d - q$ and $\dot{e} = \dot{q}_d - \dot{q}$. $K_v$ and $K_p$ are the diagonal matrices of velocity and position servo feedback gains, respectively. Note that the above error equation is a decoupled one due to the diagonal nature of the constant matrices $K_p$ and $K_v$. Therefore adjusting these gain matrices properly, tracking errors can be effectively forced to zero. If the dynamic model of the manipulator is not available to the designer, generally learning control techniques are used to generate the necessary feedforward torques.

Here we propose the use of a generic ANN to model the inverse dynamic structure of each joint. For an $n$-link manipulator, inverse system dynamics given in (2) can be defined by a nonlinear transformation

$$
R^{-1} : \mathbb{R}^{3n} \rightarrow \mathbb{R}^n
$$

(5)

which maps the $3n$ dimensional output space of the system (position, velocity and acceleration vectors) to the $n$-dimensional input space (joint torque vector $\tau$). Such a nonlinear transformation can be effectively modeled by ANNs as discussed by Funahashi [6], Cybenko [7] and Hornik, Stinchcombe and White [8].

**Mathematical Setup:**

Inverse dynamics which is represented by the nonlinear transformation $R^{-1}$ in (5), can be decomposed into $n$ transformations for each joint, namely

$$
\tau = R^{-1}(q, \dot{q}, \ddot{q})
$$

(6)

$$
= \begin{bmatrix}
n_r^{-1}(q, \dot{q}, \ddot{q}) \\
\vdots \\
n_n^{-1}(q, \dot{q}, \ddot{q})
\end{bmatrix}
$$

(7)

where each $r_i^{-1}(q, \dot{q}, \ddot{q})$, $i = 1, \ldots, n$ defines the inverse dynamics of the corresponding joint, that is,

$$
r_i^{-1}(q, \dot{q}, \ddot{q}) : \mathbb{R}^{3n} \rightarrow \mathbb{R}, \text{ with } i = 1, \ldots, n
$$

Each entry $r_i^{-1}(\cdot)$ of the vector function $R^{-1}$ can be modeled by a multilayer ANN such that the overall system's inverse dynamics model is represented by,

$$
\tau = \hat{R}^{-1}(q, \dot{q}, \ddot{q}) = \begin{bmatrix}
\hat{r}_1^{-1}(z(t)) \\
\vdots \\
\hat{r}_n^{-1}(z(t))
\end{bmatrix}
= \begin{bmatrix}
N_1(z, p_1) \\
\vdots \\
N_n(z, p_n)
\end{bmatrix}
$$

(8)
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where \( \hat{\cdot} \) denotes the estimated models, and \( N_i(\cdot), i = 1, \ldots, n \) represents the output of each ANN model that is used to realize the nonlinear mapping \( r_i^{-1}(\cdot) \). \( z(t) \) is an augmented state vector of the robot dynamics,
\[
[z(t) = (q^T(t), \dot{q}^T(t), \ddot{q}^T(t))^T \in \mathcal{R}^{3n}
\]
which denotes the time dependent input vector of the inverse dynamics and \( p_i \) is the vector of all adjustable weights of the \( i \)th ANN model.

Here we assume that a three-layer ANN with "k" inputs, "m" hidden layer units and one output unit is used to model a joint's inverse dynamics. Then this model can be explicitly written as,
\[
\dot{r}_i^{-1}(z(t)) = N_i(z_i(t), w_i(t), H_i(t)) = w_i^T \Upsilon(H_i z(t))
\]
where \( w_i(t) \in \mathcal{R}^m \) is the adaptive output vector weight (parameter) vector, \( H_i(t) \in \mathcal{R}^{m \times k} \) is the hidden layer adaptive weight matrix of the "i"th ANN model. \( z(t) \in \mathcal{R}^k \) with \( k = 3n \) is the input vector as defined before. In the rest of the text, time argument of these vectors will sometimes be dropped for notational simplicity. The vector function \( \Upsilon(\cdot) \in \mathcal{R}^m \) is defined as,
\[
\Upsilon(\cdot) = (g_1(\cdot), \ldots, g_m(\cdot))^T
\]
where \( g_i(\cdot) \in \mathcal{R} \) is by definition a monotone increasing function which is taken as a sigmoid function in this case, based on the justification given by the theorems in [6, 8]. Hence \( g_i(x) = \frac{1}{1+e^{-x}} \) and it is bounded as \( 0 \leq g_i(x) \leq 1 \).

We next define a vector \( v_i = \text{vec}(H_i) \in \mathcal{R}^{mk} \) which represents the hidden layer adaptive weight matrix \( H_i \) of the ANN model in vectorial form. \( \text{vec}(\cdot) \) operator gives a vector which is obtained by stacking the columns of its matrix argument. Based on this new parameter vector, the argument of vector function \( \Upsilon(\cdot) \) can be written as
\[
H_i z = \Phi v_i
\]
where
\[
v_i = (H_{i11}, H_{i21}, \ldots, H_{im1}, \ldots, H_{ih1}, \ldots, H_{imh})^T
\]
and \( \Phi \in \mathcal{R}^{mk \times mk} \) is a matrix which can be considered as the modified input of the ANN model and is defined as,
\[
\Phi = \begin{pmatrix}
z_1 & 0 & \cdots & 0 & \cdots & 0 & 0 & \cdots & 0 \\
0 & z_1 & \cdots & 0 & \cdots & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & z_1 & \cdots & 0 & 0 & \cdots & z_k \\
\end{pmatrix}
\]
where \( z_i \in \mathcal{R}, i = 1, \ldots, k \) are the elements of the input vector \( z \in \mathcal{R}^k \). Hence (9) can now be written as,
\[
\dot{r}_i^{-1}(z, w_i, v_i) = N_i(z, w_i, v_i) = w_i^T \Upsilon(\Phi v_i)
\]
Next we define a control law which consists of an adaptive feedforward compensator and a feedback signal as,
\[
\tau = \dot{r}_i^{-1}(z) + \ddot{e} + K_v \dot{e} + K_p e = N(z) + \ddot{e} + K_v \dot{e} + K_p e
\]
where \( K_v \in \mathcal{R}^{n \times n} \) and \( K_p \in \mathcal{R}^{n \times n} \) are the diagonal gain matrices with entries \( k_v \) and \( k_p \), respectively.
\[
\dot{r}_i^{-1}(z) = N(z) = (N_1, \ldots, N_n)^T \in \mathcal{R}^n
\]
is the robot's dynamic model estimate which consists of "n" individual ANN models, each representing one joint's inverse dynamics.
3. Closed Loop System Dynamics

In this section we generate the closed loop system's dynamic equations and demonstrate the difficulty of a global stability analysis. With the control vector given in (13), system's error dynamics can be written by substituting (13) in (2),

\[ \dot{\hat{r}}^{-1}(z) + \ddot{e} + K_v \dot{e} + K_p e = \underbrace{M(q)\ddot{q} + h(q, \dot{q})}_{R^{-1}(e)} \]  

(14)

\[ \ddot{e} + K_v \dot{e} + K_p e = \dot{\hat{r}}(z) \]  

(15)

where \( \dot{\hat{r}}^{-1}(z) = \dot{\hat{r}}^{-1}(q, \dot{q}, \ddot{q}) \in \mathbb{R}^n \) denotes the error between the actual inverse dynamics \( R^{-1} \) and the estimated model \( \dot{\hat{r}}^{-1} \), and can be explicitly written as,

\[ \dot{\hat{r}}^{-1}(z) = \begin{bmatrix} \hat{r}_1^{-1}(z, p_1) \\ \vdots \\ \hat{r}_n^{-1}(z, p_n) \end{bmatrix} \]  

(16)

where

\[ \hat{r}_i^{-1}(z, p_i) = r_i^{-1}(z) - N_i(z, p_i) = r_i^{-1}(z) - \hat{r}_i^{-1}(z) \]

denotes the error in inverse dynamic modeling for each joint, and \( p_i = \{ w_i^T, v_i^T \}^T \in \mathbb{R}^{n+m+k} \) is the adaptive weight vector of the corresponding "i"th ANN model.

Using (15) and (16) the error dynamics (with diagonal \( K_p \) and \( K_v \) matrices) for each joint can be written as follows,

\[ \dot{e}_i + k_v \dot{e}_i + k_p e_i = \hat{r}_i^{-1}(z, p_i), \text{ for } i = 1, \ldots, n. \]  

(17)

where \( e_i, \dot{e}_i \) and \( \ddot{e}_i \) denote the position, velocity and acceleration errors at joint \( i \), respectively, \( k_p \) and \( k_v \) are the individual servo gains, respectively. Based on the existence theorems given in [6, 8], we can assume that there exists a three layer ANN structure (which is defined in (12)) that closely approximates the joint's inverse dynamics. That is,

\[ r_i^{-1}(z) = w_{i0}^T \Upsilon(\Phi v_{i0}) \]  

(18)

where \( w_{i0} \) and \( v_{i0} \) represent the desired output layer and hidden layer weights that generate the desired mapping, \( r_i^{-1} \). In the rest of the analysis the subscript "i" is dropped for the brevity of the presentation. Using the desired mapping given in (18), the error in the approximation of the inverse dynamics of a joint can be written as,

\[ \hat{r}^{-1}(z, p) = w_{0}^T \Upsilon(\Phi v_{0}) - \frac{w^T \Upsilon(\Phi v)}{r_i^{-1}} \]  

(19)

Using this residual dynamic representation, we can analyze the error equation given in (17) which in fact represents a stable linear system with a nonlinear forcing function. Then the error dynamics in (17) can be written as,

\[ e(t) = H(s)\hat{r}^{-1}(z, p) \]  

(20)

where \( H(s) \) is a strictly positive real (SPR) transfer function, due to the positive gain terms \( k_p \) and \( k_v \) in (17). Based on this error dynamic model, to update the parameter estimates \( p \), a simple gradient update algorithm can be written as,

\[ \dot{p} = -\Gamma \frac{\partial \hat{r}^{-1}(z, p)}{\partial p} e(t) \]  

(21)
where \( \Gamma \in \mathcal{R}^{(m+m_k) \times (m+m_k)} \) is a diagonal gain matrix which includes the learning rates as its diagonal entries. The state space representation of (17) is given by,

\[
\begin{align*}
\dot{x} &= Ax + B\hat{y}^{-1}(z, p) \\
e &= cx
\end{align*}
\]

(22)

(23)

where \( x = (e, \dot{e})^T \in \mathcal{R}^{2 \times 2} \) is the state vector, and \( A, B \) and \( c \) denote the minimal state space representation due to strictly positive real \( H(s) \). Since \( H(s) \) is an SPR transfer function, based on the Kalman-Yakubovich lemma [9], for a given symmetric positive definite (p.d.) matrix \( Q \), there exists another symmetric positive definite matrix \( P \) which satisfies the Lyapunov equation,

\[
A^T P + PA = -Q
\]

(24)

and the output relation,

\[
c = B^T P
\]

(25)

Replacing the output vector \( c \) in (21) by (25), the gradient update law take the form,

\[
\begin{align*}
\dot{p} &= -\Gamma \frac{\partial \hat{y}^{-1}(z, p)}{\partial p} B^T P x \\
\dot{p} &= \Gamma \frac{\partial N(z, p)}{\partial p} B^T P x
\end{align*}
\]

(26)

(27)

where \( N(z, p) \) is the output of the ANN model. Due to the nonlinear parametric dependence of the term \( N(z, p) \), the computation of the partial derivative term in (27) requires the so-called backpropagation algorithm. Note that the closed loop adaptive system represented by (22) and (27) defines a coupled nonlinear system of differential equations and this makes a global convergence and stability analysis of the closed loop system difficult. However local properties of the system dynamics can be studied through the use of linearization techniques. Linearization dictates that, subject to smoothness of the nonlinear operators in (22) and (27), one can constitute a linearized system whose stability properties are identical to the local stability properties of (22) and (27).

4. Stability and Convergence Analysis

In order investigate the local stability and convergence properties of the closed loop system, the system dynamics is linearized around the desired system state. Let \( p_* \) and \( x_* \) denote the desired values of the parameter vector \( p \) and the state vector \( x \), respectively. That is \( x_* = 0 \) and \( p_* = (w_0^T, v_0^T)^T \). This basically corresponds to a condition where the system operates in the vicinity of the desired trajectories \( (q_d, q_d, \dot{q}_d) \), and the ANN model parameters are close to their desired values. With this choice of the nominal signals, the perturbation vectors become,

\[
\check{x} = x_* - x = -x
\]

which is actually the tracking error vector and

\[
\check{p} = p_* - p
\]

which is the parameter error vector. With this set up, we first linearize (22) around \( x_* = 0 \) and \( p_* \), as follows,

\[
\begin{align*}
\dot{\check{x}} &= \frac{\partial (Ax)}{\partial x} |_{x_*} \check{x} - B \frac{\partial (w^T T(\Phi \nu))}{\partial w} |_{z_*, w_*, \nu_*} \check{\nu} - B \frac{\partial (w^T T(\Phi \nu))}{\partial \nu} |_{z_*, w_*, \nu_*} \check{\nu} \\
&= \check{A} \check{x} - \check{B} \check{\nu}
\end{align*}
\]

(28)
where \( z_* = (q_d^T, q_d^T, q_d^T) \) basically corresponds to the desired (nominal) state \( x_* = 0 \). Evaluating the partials, we get

\[
\dot{x} = Ax + B\Psi^T(\Phi, \nu_*)\dot{\nu} + Bw^T J_* \Phi \dot{\nu}
\]  

(29)

where \( J_* \in \mathcal{R}^{m \times m} \) is a diagonal Jacobian matrix evaluated at the nominal values,

\[
J_* = \begin{pmatrix}
g_1^T|z_*, \nu_* & 0 & \cdots & 0 \\
0 & g_2^T|z_*, \nu_* & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & g_m^T|z_*, \nu_*
\end{pmatrix}
\]  

(30)

and \( \Phi_* \) is the vector function (defined in (11)) which is evaluated at \( z_* \). Combining \( \dot{\nu} \) and \( \dot{w} \) as the *parameter error vector*,

\[
\dot{p} = (\dot{w}^T, \dot{\nu}^T)^T \in \mathcal{R}^{(m+m_k)}
\]

equation (29) can be written as

\[
\dot{x} = Ax + B\Psi_*(z_*, w_*, \nu_*) \dot{p}
\]  

(31)

where

\[
\Psi_* = (\Gamma_*^T(\Phi, \nu_*), w_*^T J_* \Phi) \in \mathcal{R}^{1 \times (m+m_k)}
\]  

(32)

can be considered as the *linearized regressor vector* of the error dynamics, and Using the same arguments and linearizing (27) explicitly for \( w \) and \( \nu \), we get,

\[
\dot{w} = \Gamma_1 \Phi(\Phi, \nu_*) B^T P \hat{x}
\]  

(33)

\[
\dot{\nu} = \Gamma_2 \Phi^T J_* w_* B^T P \hat{x}
\]  

(34)

where \( \Phi_* \) and \( J_* \) are as defined previously and \( \Gamma_1 \in \mathcal{R}^{m_k \times m_k} \) and \( \Gamma_2 \in \mathcal{R}^{k \times k} \) are diagonal matrices which are in fact the partitions of the gain matrix \( \Gamma \). Combining equations (33) and (34), linearized update equation for the parameter vector \( p \) can be written as follows

\[
\dot{\dot{p}} = -\Gamma \Psi^T B^T P \hat{x}, \quad \text{since} \ \hat{x} = -x
\]  

(35)

where \( \Psi_* \) is as defined in (32). Equations the (31) and (35) constitute the linearized closed loop system dynamics. Based on this linearized model we can now state the following theorem [10].

**Theorem 1:**
*Given the linearized system dynamics in (31) and the update law in (35), the tracking error vector \( x \) satisfies,

\[
x \to 0 \text{ as } t \to \infty
\]

with all signals remaining bounded.*

The proof of the theorem is given in [10]. The above result ensures the convergence of the tracking error vector \( x \) in the vicinity of a nominal solution. However note that the above theorem does not guarantee the convergence of the parameter error vector \( \dot{p} \), although it shows its boundedness.

### 5. Convergence of Weight Estimates

In order to investigate the convergence properties of the parameter error vector \( \dot{p} \), let's write the linearized closed system dynamics using (31) and (35),

\[
\begin{bmatrix}
\dot{x} \\
\dot{\dot{p}}
\end{bmatrix} =
\begin{bmatrix}
A & B \Psi_* \\
-\Gamma \Psi^T B^T P & 0
\end{bmatrix}
\begin{bmatrix}
x \\
\dot{p}
\end{bmatrix}
\]  

(36)
Equations similar to (36) arise in most adaptive control applications, and its asymptotic stability has been studied by several researchers [11, 12, 4]. Note that equation (36) defines a linear time-varying system and its asymptotic stability determines the convergence of the parameter error vector \( \hat{p} \). The system given in (36) is asymptotically stable, if the transfer function

\[
B^T P(sI - A)^{-1} B
\]

is strictly positive real and if there exists positive constants \( \beta, \gamma \) and \( T \) such that

\[
\beta I \geq \int_{t_0}^{t_0+T} \Psi_*^T \Psi_* dt \geq \gamma I
\]

(38)

holds for all \( t_0 \) with \( I \in \mathbb{R}^{(m+m_k) \times (m+m_k)} \) being the identity matrix [11]. The sign \( \geq \) defines the positive semi-definite ordering of the matrices. The transfer function defined in (37) is strictly positive real for the above case as discussed in Section 4. Therefore if condition (38) is satisfied, then \( \hat{p} \) converges asymptotically. Equation (38) which is usually referred to as the persistent excitation (p.e.) condition, states that \( \Psi_* \) must vary sufficiently over the interval \( T \) such that the entire \( (m+m_k) \) dimensional space (i.e. the parameter space of the ANN model) is spanned to ensure the convergence of \( \hat{p} \).

In equation (38), \( \Psi_* \) is bounded as seen from (32). Then, left hand inequality holds directly and the p.e. condition can be written as,

\[
\int_{t_0}^{t_0+T} \Psi_*^T \Psi_* dt \geq \gamma I
\]

(39)
The outer product matrix in the integral equation given in (39) can be explicitly written as a partitioned matrix as,

\[
\Psi_*^T \Psi_* = \begin{pmatrix}
\Upsilon_*(\Phi_* \nu_*) \Upsilon_*^T(\Phi_* \nu_*) & \Upsilon_*(\Phi_* \nu_*) w_*^T J_* \Phi_* \\
\Phi_*^T J_* w_* \Upsilon_*^T(\Phi_* \nu_*) & \Phi_*^T J_* w_* w_*^T J_* \Phi_*
\end{pmatrix}
\]

(40)

Note that the above matrix is related to the desired trajectory vector \( z_* = (q_d^T, \dot{q}_d^T, \ddot{q}_d^T)^T \) through \( \Phi_* \) and \( J_* \), with \( z_* \) acting as their arguments. Due to the nonlinear nature of the above matrix integral equation, it is rather difficult and impractical to generate persistently exciting trajectories from that equation. One method to utilize this condition given in (39) is to generate desired trajectories based on our engineering knowledge and then to test their p.e. condition. We are currently studying the structure of (39) in order to derive more explicit p.e. conditions on \( z_* \). In general, generation of persistently exciting trajectories is an important research topic [11]. Next we present some simulation results and demonstrate the error and parameter convergence properties of the proposed controller architecture.

6. Simulation Results

The architecture proposed in Section 2 was tested on a two link manipulator model using simulation methods [2]. As a test for the adaptation properties of the controller, the end effector mass is changed while the manipulator is closely following a prescribed trajectory. For this test, the second link mass is changed from its nominal value of 8 kgs. to 16 kgs. at the “2” second mark. The position error profiles due to this sudden change in manipulator dynamics are shown in Figure (1). As shown in the figure, the controller effectively reduces the sudden jumps in the position errors and brings the errors down approximately to their previous levels in about 1-1.5 seconds. In order to demonstrate the changes in the manipulator’s inverse dynamics due to the end effector mass change and the ANN model’s ability to track these changes, the torque profiles are monitored during the adaptation test (Figure (2)).

Desired torque profiles corresponding to this change and the torque profiles generated by the ANN models of each joint are plotted in Figure (2). The observed torque profiles converge to their desired levels by the end of the trajectory. More simulation results are given in [2].
Figure 1: Position errors for the adaptation experiment. End effector mass is changed from 8 kgs. to 16 kgs.

Figure 2: Desired and observed torque profiles when the end effector mass is changed from its nominal value of 8 kgs. to 16 kgs.
7. Conclusions

Neurologically inspired robotic controllers have been receiving much attention in recent years due to their effective learning capabilities. There are many reports on successful simulation results, however there is not yet a well defined mathematical analysis for their stability and convergence. This is due to the nonlinear nature of parameter update dynamics which makes use of the well known backpropagation algorithm. This paper investigates the local stability and convergence properties of an ANN based robotic controller which was previously proposed by the author. Simulation experiments demonstrate the convergence properties of the controller architecture.
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Abstract: In the present work, an alternative multi-layer unsupervised neural network model that may approximate certain neurophysiological features of Natural Neural Systems has been studied. The Network is formed by two parts. The first part of the network plays a role as a Short Term Memory that is a temporary storage for each pattern. The task for this part of the network is to preprocess incoming patterns without memorizing, in other words, to reduce the dimensions and the linear dependency among patterns by determining their relevant representations. This preprocessing ability is obtained by a dynamic lateral inhibition mechanism on the hidden layer. These representations are the input patterns for the next part of the network. The second part of the network may be accepted as a Long Term Memory which classifies and memorizes incoming pattern informations that come from hidden layer.

1 Architecture of the Network and Training process

The network is composed of two feed forward layers (Fig. 1).

![Diagram of multi layer network]

Fig. 1: Architecture of multi layer network.
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64 input units, a hidden layer with 64 hidden units and an output layer with 64 units. The layers are fully interconnected to the next layer. The output and hidden layers have internal lateral inhibitions. The first part that is between input units and hidden layer accepts input patterns one at a time (Fig 2.) In other words, when we present the first pattern to this part, only this part of the network will be trained until we obtain internal representations in the hidden unit for this pattern.

![Pattern Classifier Diagram](image)

Fig. 2: Training process.

Before we can present the second pattern this part of the network will be initialized. After we have obtained an internal representation for the first pattern in the hidden layer, this representation presented to the second part of the network as an input for final classification of the pattern. There are two possible preprocessing in the first layer. We can train the network until we obtain internal representations of the input patterns. In this type of training, it is possible that patterns can have common elements. In the second type of training, we can train the network by eliminating common activated units until we obtain unique representations for each input patterns. In this second method patterns will be reduced into their orthogonal representations.

The second part of the network can be considered as another single layer network between the hidden layer and output layer. The function of this second network differs from the first part of the network in terms of the way of training. This part accepts the internal representation as input and the layer is trained until the pattern is classified. The next internal representation, which is the result of the second pattern that is presented in the first part, will also be accepted as second input pattern to the second part of the network without any initialization. In this way, the second part of the network is capable of training and memorizing a sequence of patterns as in traditional training.

A "neighbour inhibition" method with an Eight-directional Inhibition Strategy (Fig. 3) is used in the layer of the first part of the network that is in fact the hidden
layer for the whole network. In this strategy most active unit inhibits the activity of its closest neighbour units. Units in the layer organized in a two dimensional array. In the output layer of the network, the "Winner-take-all" method is used.

Fig. 3: a) Neighbour neuron inhibition with Eight-directional Inhibition Strategy. Most active unit inhibits the activity of its closest neighbour units. b) Winner-take-all Inhibition Strategy. Winner unit pushes other neurons into a constant minimum value.

2 Learning algorithm of the Network

There is a large number of fibers that provide synaptic connection to a given Purkinje cell (Fig. 4) in a Natural Neural Network. We denote the number of all parallel fibers by $N$. The input carried by the $k^{th}$ parallel fiber at the time $t$ is denoted by $s_k(t)$: it can have the value of 1 or 0 according to whether the fiber carries an impulse or not. The effect of the input from the $k^{th}$ fiber on the $i^{th}$ Purkinje cell is determined by the synaptic coupling strength $W_{ki}^{(i)}$.

Fig. 4: Symbolic notations for two Purkinje cells.
The output of the network is carried by the axons of the $M$ Purkinje cells and acts to inhibit muscle activity. The strength of the effective inhibition of a cell denoted by $g$. This activity of the $i^{th}$ Purkinje cell is characterized by the quantity $a^{(i)}(t)$, which is 1 or 0 depending on whether the cell it originates at is active (i.e., has fired) or not. The activity state of the Purkinje cell in turn depends on its axon hill potential, $v^{(i)}(t)$.

2.1 Neuronic equation (Netinput)

To describe the behaviour of a neuron, I will employ a formulation based on ref. 3. The dynamic behaviour of a neuron is governed by the neuronic equation:

$$v^{(i)}(t + \tau) = \left[(1 - \lambda)v^{(i)}(t) + \sum_{k=1}^{N} W^{(i)}_k(t)s_k(t) - \sum_{j=1}^{M} g^{(i)}_j a^{(j)}(t)\right](1 - a^{(i)}(t)), \quad (1)$$

where

- $v^{(i)}(t + \tau)$: Hill potential at time $(t + \tau)$ of cell $i$. (In natural systems this time is $\tau \approx 1$ msec.)
- $(1 - \lambda)v^{(i)}(t)$: The remaining potential of neuron $i$ from time $t$ at time $(t + \tau)$. If no other input arrives from fibers then the potential of the neuron decreases exponentially with $\lambda$ decay constant ($\lambda = 0.1$ in my appl.)
- $W^{(i)}_k(t)s_k(t)$: The excitation arriving from the $k^{th}$ parallel fiber to neuron $i$ at time $t$.
- $g^{(i)}_j a^{(j)}(t)$: The inhibition arriving from other neurons to neuron $i$ at time $t$.
- $(1 - a^{(i)}(t))$: A multiplicative factor. This term resets the potential to its resting value after the firing and keeps it there the refractory period (the minimum time between two firing), during which the neuron is not excitable.

A neuron will become active, if its potential $v^{(i)}$ at the axon hill exceeds a threshold value, $\theta^{(i)}$, ($\theta = 1$ in my appl.). In that case the neuron will emit a non-decreasing pulse of fixed duration $\tau$, along its axon making inhibitory action at all of its synaptic connections.

This activity is described as,

$$a^{(i)}(t) = \begin{cases} 1, & \text{if } v^{(i)}(t) \geq \theta^{(i)} \\ 0, & \text{otherwise} \end{cases}$$

Given the time-dependent input $s_k(t)$, the response of the network can be calculated with eq. (1). For a shorter period, the synaptic strengths $W^{(i)}_k$ and $g^{(i)}_j$ can be considered as constants. If the incoming pattern remains steady for several time steps; those Purkinje cells whose synaptic strength vectors have the best overlap with
the input pattern vector will be most likely to fire; in turn, they will then inhibit their
neighbouring neurons as a consequence of the lateral inhibition \( g_i^{(i)} \). If the membrane
potential, \( v \), of a neuron exceeds a given threshold value, \( \theta \), then neuron becomes ac-
tive (fired) and inhibits its neighbours with a certain inhibition value. Active neuron
also resets itself into resting membrane potential value.

2.2 Memory equation (Learning)

On a longer time scale the coupling strengths may change, thus providing a learning
ability for the net. When we assume that the inhibitory synapses are fixed, the
excitatory synapses leading from the parallel fibers to the Purkinje cells may change
according to Hebb’s rule⁹, which we formulate in the following memory equation:

\[
W_k^{(i)}(t + \tau) = q^{(i)} \left[ (1 - \varepsilon)W_k^{(i)}(t) + \delta a^{(i)}(t)s_k(t - \tau) \right].
\]  

(2)

where

- \( W_k^{(i)}(t + \tau) \): Synaptic strength of coupling between fiber \( k \) and neuron \( i \) at the time
  \((t + \tau)\).
- \( q^{(i)} \): Normalization constant for neuron \( i \).
- \( (1 - \varepsilon)W_k^{(i)}(t) \): Exponential decay of synaptic strength (\( \varepsilon = 0.001 \) in my appl.)
- \( \delta a^{(i)}(t)s_k(t - \tau) \): If neuron \( i \) active at time \( t \) (i.e., \( a = 1 \)), the connections between
  neuron \( i \) and fiber \( k \) will be strengthened by \( \delta \) learning rate.

The normalization condition

\[
q^{(i)} = \eta^{(i)}/\left( \sum_{k=1}^{N} \left[ (1 - \varepsilon)W_k^{(i)}(t) + \delta a^{(i)}(t)s_k(t - \tau) \right] \right)
\]

(3)

where \( \eta^{(i)} \) is a constant (i.e., \( \eta^{(i)} = 1 \)). This condition ensures that the total synaptic
strength remains constant,

\[
\sum_{k=1}^{N} W_k^{(i)}(t) = \eta^{(i)}.
\]

This learning mechanism simply describes the effect that if an excitatory impulse
is arriving to a synaptic coupling which will lead in the following time step to a firing of the post-synaptic cell, then that connection will be strengthened by \( \delta \). Due
to the normalization \( \eta^{(i)} \), and the slow exponential decay of the couplings, all “non-
successful” synapses will be somewhat weakened at the same time. Exponential decay
(\( 1 - \lambda \)) in Neuronic equation and (\( 1 - \varepsilon \)) in Memory equation are ignored in the second
layer of the network to obtain plausible classification of patterns.

Learning algorithm for the second layer of network is as follows
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neuronic equation.

\[ v^{(i)}(t + \tau) = \left[ v^{(i)}(t) + \sum_{k=1}^{N} W^{(i)}_{k}(t)s_{k}(t) - \sum_{j=1}^{M} g^{(i)}_{j} a^{(j)}(t) \right](1 - a^{(i)}(t)). \]  

and memory equation.

\[ W^{(i)}_{k}(t + \tau) = q^{(i)} \left[ W^{(i)}_{k}(t) + \delta a^{(i)}(t)s_{k}(t - \tau) \right]. \]  

3 Features of the network

The learning algorithm and architecture of the network explained above are different from other network models. The advantages of the two layer model presented above are:

Ability of preprocessing the incoming pattern.

The network has ability to preprocess the incoming patterns and reduce the dimensions and the linear dependency among these patterns then memorize them. Experiments indicate that the network has ability to classify all input vectors as long as those vectors have less than 40% common elements with each other. When the patterns A, B, C, 1 and 2 presented to the network (Fig. 5), patterns C and 2 have been classified into same class.

![Diagram](image)

Fig. 5: Input patterns A, B, C, 1, 2, their Internal representations and response of the network in output layer.

The reason is that common elements of these two patterns are more than 40% of the number of representation elements. Patterns A and C had 4 common elements but they have been classified into their own classes since their uncommon elements...
were in majority. The second layer of the network is limited with properties of 'winner-takes-all' method\textsuperscript{10}.

Network architecture and learning algorithm are similar to biological mechanisms. The learning algorithm is based on neurophysiological activity of real neurons. If the membrane potential, $v$, of a neuron at a given time exceeds a certain threshold value, $\theta$, then the neuron becomes active (fired) and inhibits its neighbours with a certain inhibition value. Only the weights of the active neuron are adjusted. Active neuron also resets itself into resting membrane potential value.

Network accepts repeated patterns. Repeated patterns during training do not cause any side effect. They activate always the same output units.

Network has ability to learn a new pattern without training the whole set again. Network trains with one at a time process. It makes possible to add a new pattern to the network in any given time.

Values of parameters are fixed. Choice of parameter values for learning and the number of training iterations are fixed. The network may be trained with a value of learning rate 0.1, and 150 cycle for each pattern for each layer. These values are valid for any type of pattern. Inhibition values between the units are set to 0.9 when the method is neighbour inhibition.

Conclusion

In the present work, an alternative unsupervised neural network model that may approximate certain neurophysiological features of Natural Neural Systems has been studied. This work is a result of further investigations on ref. 3 and 4. However the present model shows us the ability of character recognition, It can also be investigated within the subject of signal processing. This model can work as a feature detector or signal classifier in many application areas like speech recognition, active sonar classification, etc.
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Özet

Robotikte, bazı problemler vardır ki bu problemlerin analitik çözümünün konvansiyonel tekniklerin kullanılmamasıyla buluşması mümkün olamamaktadır. Bu çalışmadada Yapay Sinir Agalarının (YSA) böyle problemleri cozmeye kullanımı gözden geçirelimiz.

Bu makalede (*), YSAlar kısa gozden gecirilmiş ve YSA’nın robot kinematik, dinamik ve kontrol problemlerinin çözümünde nasıl uygulandığı konusunda uygulamalar sunulmuştur.

Anahtar Kelimeler : Yapay Sinir Agları, Robotlar, Robot Kinematik, Robot Dinamik, Robot Kontrol.

Applications of Artificial Neural Networks in Robotics

Abstract

In robotics, there are a number of problems for which it is difficult to obtain analytical solutions using conventional techniques. This paper examines the use of Artificial Neural Networks to solve such problems.

The paper presents an overview of ANNs and discusses how they have been applied to the solution of problems in robot kinematics, dynamics and control.

Keywords : Artificial Neural Networks, Robotics, Robot Kinematics, Robot Dynamics, Robot Control.

1. Giriş

YSAlar değişik bir çok problemlerin çözümünde son yıllarda geniş bir sahada basarıyla uygulanmıştır. Bunda, YSA'nın insan zekasını taklit eden cazibeli, doğal bir yapıya sahip olmasının etkisi buytutur. YSAların, intibak kabilirleri ve öğrenme yetenekinden dolayı bir çok uygulama sahasında birçok pratik probleme çözüm sağlaması, onun popüleritesini artırır. Son günlerde bu uygulama alanı Neuromühendislik (Neuroengineering) olarak adlandırılır ve YSAların pratik uygulamaları üzerine kurulmuştur ve insan beyinin bilinen özelliklerinin komputer donanımı ve yazılımlına aktarılmasıdır [1].

(*) Yazarlar Türkce editor kullanamadıkları için okuyuculardan özür diler.
Robotikte gaye, insanın canının yapmak istemediği veya yapmasında tehlike olan seyleri, kendi kontrolu altında yaplan bir cihaz icad etmektedir [2]. Robotlar oldukça nonlinear sistemler olup dinamik performansları, hesaplama verimliliğine bağlıdır. Örnek olarak; Kardeşyen ve digesibir, uzafları arasındaki koordinat transformasyon, baglanti motorlarını suringenelleştirilmiş kuvvetler veya torklar, kontrol için manipulator atalet matrisi, degisken Kardeşyen uzaflarındaki Jacobian matris.


2. YAPAY SINIR AGLARI

Yapay sinir ağları temel olarak beyinizin matematiksel modellemesi üzerine kurgulanyor. YSAlar basitçe izah edilirse, bir çok ise baremlarının (processing elements) birlirlerinin arasındaki farklı baglanti şekillerinden oluşur, her YSA’nın kendine özgür bir yapılımsı ve ögrenme sekti vardır. Baglanti şekillerine ve yaplarına göre YSAlar sınıflandırma yapmakta mumkundur [7,8,9,10,11,13]. Asında, YSAların sırrı, onların giriş ile çıkış arasında bir harita oluşturmalardan gelir yani verilmsi olan bir giriş setine bir çıkış seti üretirler.

verilmistir.) arasındaki iletişim sağlarlar. İşleme elementlerinde kullanılan trasfer fonksiyonları gerekişli alınılabılır fonksiyonlar olmalıdır. Sigmoid fonksiyon buna bir örnek olarak verilebilir:

YSA ları çok çekici hala getiren özellikler şu şekilde sıralanabilir.

- Hızlı real-time performansı,
- Genelleme yapma özelliği ve bu özelliğinden dolayı gurultuya karşı olan toleransı,
- Daha az bilgiye ihtiyaç duyması,
- Bilinmeyen süreçleri tanımlama ve kontrol edebilme özelliği,
- Bir çok problemlere uygulanabilir olması,
- Konvansiyonel tekniklerin yetersizliği.

Bunun yanında, YSA ların robotikteki uygulamalarında karşılaştırılan güçlükler bazı uygulamalarda çok yavaş öğrenme, problemlerin çok karmaşık olduğundan dolayı çok fazla giriş bilgisine ihtiyaç duyular ve bazı uygulamalarda da hassas somut alınmaması olarak sıralanabilir.

3. ROBOTİKTEKİ PROBLEMLER

Giriş bölümünde de açıkladığı gibi, robotikteki problemleri cozmek için karmaşık ve yoğun bir matematik hesaplama gerekiş vardır. Bazen en basit bir robot hareketini hesaplamak bile yoğun bir matematik gerektirebilir. Robotikteki problemler aşağıdaki şekilde sınıflandırılabilir:

- Kinematik,
- Dinamik,
- Kontrol,
- Yorunne ve görev planlama,
- Algilama.


3.1. Robot Kinematik

Kinematik, hareket sebebiyet veren nedenleri göz onunde bulundurulmadan robot baglantı hareketlerini çözümlemeeye imkan sağlar. Robot kinematigi, ileri (forward) kinematik ve ters (inverse) kinematik olmak üzere iki kısma ayrılr. Ileri-kinematikle, manipulatorun sonundaki etkili noktamin (end-effector), pozisyon ve acisinin statik problem olarak hesaplanması yapılır. Terse-kinematik ile etkili noktamin, verilmes pozisyon ve acisinin butun baglanti noktalarının çözüm seti hesaplanır.

3.2. Robot Dinamik

Robot dinamigi, robot baglantı koordinatları, hizlari ve ivmeleri ile baglanti torkları arasındaki ilişkisi formülize eder. Matematiksel formülasyonlar (Lagrange-Euler, Newton Euler) sebebiyle, karmaşık trigonometri gerektirirler.

3.3 Robot Kontrol
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4. ROBOTIKTE YAPAY SINIR AGLARININ UYGULAMALARI

Ikinci bölümde de bahsedildiği gibi ögrenme, genellemeye yapma ve hızlı hesaplama kapasitesinden dolayı, YSAların real-time uygulamaları robotikte yaygın olarak kullanılmaktadır. YSA'nın robot manipülatörlerindeki kinematik, dinamik ve kontrol problemleri cozmede gösterdiği performans yükseksektir. Bundan sonraki bölümlerde, yukarıda bahsedilmiş problemlerin çözümüne yapay sinir aklarının nasıl katkıda bulunduğunu, herbir problem için ayrı ayrı baslıklar altında incelecemekteyiz.


4.1. Robot kinematiginde yapay sinir aklar uygulamaları

Daha once robot kinematigi bölümünde bahsedildiği gibi, kinematik problemi yoğun hesaplama ihtiyacı duyması ve bir çok çözüm seti bulunmasından dolayı çözüm soruğ problemidir. YSAlar bu yoğun hesaplamaı düşürmede basari saglamışlardır.


Robot kinematigi, pratik olarak gerçeklestirilmesi guc ve kompleks bir robotik problemidir. YSAlar bu problemlerin cozumünde yeni bir metodtur ki pozisyonel tekrarlamaları dusuruler ve sonuçların dogruluk yuzesini artirirler. Yapay sinir ağı, sistem çalışmalanını arttırmak için baglantı acilari arasındaki teorik olarak elde edilen sonuc ile arzu edilen


Sonuç olarak, Robot kinematik problemlerini cozme YSAları kullanımın avantajları; Real-time operasyonlarda kullanılıbilme kapasiteleri, bir çözümün incidence alinan hesaplama zamanının linklinin sayısına bagımsız olmaması ve programlanan programa ihtiyac duymamaları olarak sıralanabilir.

4.2. Robot dinamiginde yapay sinir agları uygulamaları

Sinir aglarının haritalama özelliği, robot dinamigi için çok ilgi çekicidir. Burada sinir agları, sistem dinamigi ve ters dinamigini ogrenir sonra da bu ters dinamik kontrolor olarak kullanılır.


Diger taraftan, YSAlarla dinamik sistem tanımlama [63] son zamanlarda elde edilen yüksek basaridan dolayı sistem kontrolu için oldukça populerdirler [32,33]. Pham ve Liu [34]'nın onemli oldukları degisik YSAlar belki robotikteki uygulamalar için degisik bir alternatif olabilir.

YSAların avantajları; Modellenmesi veya tanımlanlanış guc olan sistemlerin tanımı, daha az bilgiye ihtiyac duymaları, daha hızlı olmaları ve uygulanan giris degelerine gosterdikleri torgrana olarak verilebilir.

4.3. Robot Kontrolünde yapay sinir agları uygulamaları

Yapay sinir aglarının, robot kontrolünde saygın olmaenin sebebi gosterdiği performansın kaynaklanır. Degisik kontrol ogrenme teknikleri ve onlar hakkında ayrıntılı bilgiler [35,36,37,38] verilen kaynaklardan elde edilebilir.


Genel robotik kontrol için, Albus [44] kendi modeli olan CMAC'ı önerdi. Bu model bolunerek duzenlenmis bir tablo (look-up-table) metodu olarak


Miyamoto ve meslektaslar [57], ozellikle robotlar icin kontrol sistem dizayininda neuro-psikologikal kavramlarin onemini vurguladilar. Burada YSALAR bir endustriyel robotun yorunge kontrolumu ogrenmede ters-dinamik model gibi kullanilmistir. YSANin, ogretilmesi hareketleri genelleme kapasitesinden dolayi verilmsi sinir agi ne bir modele nede parametre ayarlanmasina ihtiyac duyar.


Son gunlerin populer bir uygulama alanidir sultzı robot araclaridir. Bu konuda goze carpan uygulanlar [70,71,72] ve uygulanan YSALAR hakknda ayrintili bilgiler verilen kaynaklardan elde edilenebilinir. YSALARin diger yapay zeka teknikleriyle beraber kullanilmasiyla ilgili yapilms robot kontrol uygulanmalarida bulunmaktadir [73,74,75].

YSALAR avantajlar; Hiz kapasiteleri, adaptasyon ozellikleri, hesaplama
avantaji, daha az sistem bilgisine ihtiyacı duymaları, kontrol etme kabiliyetlerinin yüksek oluşu ve gurultuya gosterdikleri tolerans olarak siraalanabilir.

5. TARTIŞMA ve ANALİZ

Yukarıda verilen misallerdende anlasılacak gibi, YSAların robotikteki problemlerin cozumune katkıları fazladır. Verilms uygulanardan gorulebileceği gibi, YSAların robot kontrol, dinamik ve kinematik problemlerin cozumunde basarılı oldukları ve gelecekte bu basarılarnı daha da artiracakları soylenebilir.

YSAların robotikte kullanılma sebepleri, sağladığı avantajlar ve dezavantajlardan daha önce bahsedildiği için burada tekrar bahsedilmemistir.

Son olarakca su soylenebilir ki, hibrit yapay sinir ağlarının ve/veya sinir ağlarının diğer yapay zeka metodlarıyla kullanılması (Uzman sistemler, Fuzzy, Genetik Algoritma), YSAları robotikte daha da çok popüler hale getirecekler [50,51,54,72,73,74,76,77,78,79].
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