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__uzman sistemler) son derece énemli nygnlama alanlar bulmus oldukea—da—tbasa
olmuglardir. Giiniimiizde gelistirilen yapay zekah sistemler artik  biiyiik usta seviyesinde

" olmakta, matematiksel ispatlar yapabilmekte, goriintiileri inceleyip robot kollarini kontrol

ONSOZ

Oniimiizdeki yillarda insan yagammi gittikce daha fazla etkileyecek olan biligim teknoloji-
leri arasinda belki de en énemlisi Yapay Zeka'dir. Yapay zekay: kisaca insanlarda zeka ile
ozdeglegtirdigimiz bir takim 8zellikleri ve kabiliyetleri (6rnegin gérme, anlama, Ogrenme,
alal ytiriitme, plan yapma, konugma, v.b.) bilgisayarlar araciify ile gergeklegtirmeye
caligan bir bilim dah olarak tammmlayabiliriz. ABD’nde 1950'l; yilarm sonuna dogru
baglayan yapay zeka aragtirmalan zamanla bir dizi konuda dnemli bagarilar elde etmistir.
Bir yandan ¢ok énemli problemlerin ¢oziimiine dogru degisik mantiksal yaklagimlarla
kuramsal temeller atilirken, diger yandan olgunluga ulagmig baz metodolojiler (Srnegin

satran¢ oynayabilmekte, sinirh bir kelime ve ciimle dagarcigs ile de olsa konusma an-
layabilmekte, dilden dile ceviri yapabilmekte, tasarimlarda insan tasarimcilara yardimci

edebilmekte, yol goriintiilerini inceleyip kisith bir ortamda bir minibiisii idare edebilmek-
tedirler. Ancak gu ana kadar yapilan aragtirmalarin ortaya cikardig bir bagka gercek de
buzdafinin suyun altinda kalan kisminm ¢ok bilytik oldugu ve bir insan gibi algilayacak,
diigiinecek, ¢aligacak sistemleri gergeklestirmenin daha gok uzun yillar alacagidir,

Yapay zekada son zamanlara dek birgok yaklagim simgesel modelleme ydntemleri kul-
lanmugtir. Ancak bu yéntemlerin gesitli sorunlarimin ortaya ¢ikmasi, aragtirmacilan temel
olarak insan beyninin yapisina benzeyen ve tiirlii nedenlerle 1960’larda terk edilmig bazi
modelleri yeniden kullanmaya yéneltti. Yapay sinir aglar1 olarak bilinen ve birbirler
ile ¢ok degisik sekillerde baglanmig ¢ok fazla sayida yapay sinirden olugan bu modeller
ozellikle 1980’lerin sonlarinda bir dizi onemli problemin modellenmesinde bagar ile kul-
lanildilar. Bu bagarilar sozii edilen alandaki ¢aligmalarda son derece hizh bir artiga neden
oldu.

Ulkemizde bu konularda, ¢aligan aragtirmacilarm oldugunu diigiinerek onlari bir araya
getirmek ve yaptiklar: galiymalan duyurmak amact ile bu sempozyumu diizenlemeyi
diiglindiik. Yaptigimiz duyurulara yurt icinden ve digindan beklentimizin {izerinde bir ilgi
geldi. Katihimailarin cesitli alanlardaki bildirilerini ilerdeki sayfalarimizda bulacaksiniz.
Igten istegimiz bu sempozyumun giderek artan bir ilgi ile her sene tekrar edilmesi, ve
iilkemizdeki yapay zeka ve yapay sinir aglar aragtirmacilarinin birbirleri ile iletigim
sagladiklar1 vazgegilmez bir ortam haline gelmesidir.,
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TESEKKUR

Béyle bir sempozyumun diizenlenmesi en bagta bir grup caligmas gerektiren bir etkin-
liktir. Fikrin olugmasindan sempozyumun gergeklesmesine kadar gecen siirede bir cok
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ogretim tyesi Prol. Bilent Ozgiig ise bildiriler kitabinin kapak tasariminda biiyiik kat-
kilarda bulundu. Sempozyumun gerceklestirilmesine en bityiik maddi katkiy: TUBITAK
Miihendislik Aragtirma Grubu yapti. IEEE Tiirkiye Subesi bildiri cagrilarimin ve sem-
pozyum programinin Tiirkiye'deki iiyelerine ulagtinlmasini sajgladi. Bilkent Universitesi
de gesitli olanaklar saglayarak bu sempozyumun gergeklesmesine bityiik katkida bulundy,
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TOWARDS PROGRAM UNDERSTANDING SYSTEMS

Tuncer I, Oren
Department of Computer Science, University of Ottawa
Ottawa, On. Canada KIN 6N5

ABSTRACT

Some philosophic and artificial intelligence concepts on understanding are reviewed and
fundamental definitions are given. Recent studies in-the field are hlghhghted Research i issues in
program understanding are presented in a systematic way.

GZET

Program anlama konusunda ilgili felsefe ve yapay zeka kavramlar gozden gegirilip temel bazi
tarifler verilmig ve yakin gegmiste yapilmug baz ¢abignialardan bahsedilmigiir. Program anlama
konusundaki aragtirma konulart sistematik bir bigimde sunulmugtur,

1. INTRODUCTION

Tools to understand computer programs can be very useful in software rhaintenance and
reengineering to satisfy practical goals such as:

1. Automated visualization and documentation, includii g automated documentation of pro gféms
in a natural language.

2. Answenng quesnons about programs. This functionality requires ability to suminarize and
filter relevant knowledge (Queries and/or answers can also be in natural language including
speech),

3. Automated certification of certain characteristics (or Iack of them).

Computer-aided verification and validation of. programs.

5. Offering criticism about user.programs and justifying them as well as prdvidjng
recommendations to enhance a citicised program. (Including tutoring student programs).

6. Program explanation.

>




7. Extracting or building reusable components.

A program understanding tool can be a static or dynamic tool. The first type analyzes a program
without executing it, while the second type monitors it during its execution. :

Different types of knowledge can be discriminated by a program understanding system, These
include, for example, discritination of application domain entities, design decisions, high level
abstractions, I/0 behavior, rules, plans, policies, and inhereitence relations. In special purpose
programs such as simulation programs, knowledge about the elements of static structure of a
simulation program such as input, state, output, auxiliaty, and interpolated variables, constants,

as the stafe transition and output functions; and the experimental conditions can be discriminated.

Bocker et al, (1991, p. 274) reiterate the fundamental difference between the two points of view in
computer science. Point of view 1 states that computer science is a formal mathematical discipline,
while the second view states that it is an experimental discipline. The consequences of this
distinction is very important. View 1 requires that main tools for the development are formal
specification techniques, the basic challenge is to ask humans to think clearly and without logical
errors, and that the programming methodology would insist on formal verification of specifications
before they are converted into programs. The second view, acknowledging the knowledge
processing abilities of hurnans, relies on the development of better tools (Newell and Simon, 1976,
Fisher and Bocker, 1983). Program understanding aims {0 provide such advanced tools and
environments.

The aim in this article is to review some philosophic and artificial intelligence concepts on
"understanding," provide some definitions in program understanding, and present some studies
that the author is involved in the development of some tools for program understanding.

2. PHILOSOPHICAL BACKGROUND

The concept of "understanding” is a fundamental issue in philosophy. See for example, Locke
(1984 - original publication: 1690), Leibniz (1985 - original publication: 176 5), and Russell
(1948). Here, to provide a relevant background only a few references are cited. '

Whitehead distinguishes different 'ty’pes of understanding in chapter 3 of his treatise on Modes of :
Thought (Whitehead (1968 - origmal pubhcatmn 1938). Paraphrasing him we have the following ,
three definitions, . » )




Internal understanding of a system involves the noiion of composition and refers to the system's
elements and to their relationships. (Whitehead 1968, pp. 45-46) '

: Extemal mzderstandmg treats the syster as a unity and refers to its relationships w1rh 1ts
environment. (Whitehead 1968, pp. 45-46),

P

Logical understanding starts thh the details and passes to the construction achieved. (W hitehead
1968, pp. 61). '

Some addltlonal notes about understandmg are af follows: Understanding is not pnmamly bdsed on

an understanding. Proofs are the tools for the extension of unperfect self-ewdence (W h1tehead
1968, pp. 50). "Human understanding requires the adherence to some JudlClOUS abstr act1on and
the development of thought within. that abstraction," (Whitehead 1968, pp. 55).

Understanding has two modes of advance: the gathering of detail w1th1n assigned pattem and the
discovery of novel pattem with its emphasis on novel detail.", (Whitehead 1968, pp. 58).

In chapter 9 of "How we Think;"” Dewey (1991 - original. pubhcauon 1910) covers "Meaning: or
. Conceptions and Understandmg " He clarifies that to say that you do not understand something
and that it has no meaning are equivalent. (Dewey, 1991, p. 117). '

He distinguishes two types of understanding which are direct and indirect understandings.
Direct understanding is apprehension. Indirect understanding, called comprehension, is mediated
understanding. (Dewey, 1991, p. 120).

3. ARTIFICIAL INTELLIGENCE BACKGROUND

Biermann (1990, pp.377-394) gives an example of how a system could "understand” that an object
is a chair. Such a system would have-a knowledge base about a chair where the knowledge is
expressed in terms of a semantic network, Based on the explanation of the system's Chaxactenstms
he gives the following definition of understanding; -

The understanding of a perception "...with respect to a body of knowledge involves finding a set
of self-consistent links between the parts of the knowledge structure and the parts of the perceived
data. After such a linkage is made, the intelligent being can follow arcs in its km)'wlédée' base to
obtain innumerable useful facts, the name of the perceived objects, the names of its many parts,




B their relationships to each other, the uses of the object, and all other information available in its
knowledge base." (Biermann, 1990, p. 386).

"Reasoning is the process of finding or building a linkage from one entity in memory to another
There must be an initial entity, a target entity, and a way of chooemg paths from the initial ennty
toward the target." (Biermann, 1990, p. 402).

4, SOME PROGRAM UNDERSTANDING SYSTEMS

Eaﬂy references in program understandmg are Basﬂl and Mills ( 1982) Brooks (1983) and

Letovslo, (1986) and Wiedenbeck (1986).

Bocker et al. (.1986;; 1991) stress program visuglization in progrzinri understanding S};stelﬁs. They

have developed tools for the visualization of data structures, control structures, object-oriented
- formalisms, and directed graphs. One of their systems, KAESTLE is a graphic editor for list
strucures in LISP. It can be used to generate and edit the list structures of a LISP program ,
Another tool, FOOSCAPE, displays the static calling structure as well as dynamic behavior of a
programs. ZOO is a knowledge aequisition tool for Smalltalk environment. TRACK is an
extension of FOOSCAPE in object-oriented pr og1 amming. TRIS’I‘AN is a tool fox the visualization
of directed graphs. :

Oren et al, concentrated on the application of program understanding to simulation programs and to
object-oriented programs written in-C-++, E/Slam (Elucidation of Slam piograms) accepts. as mput
a Slam II program and documents it by a series of statement and program oriented termplates. The
latter provides summaries of the program according to certain criteria (Oren, 1989; Oren et al,
1990a,b,¢, 1992). A recent development is to modularize the natural 1anguagé documentation
process. An analyzer generates knowledge stored in a family of tables. A program generator based
. on the specification of the types of tables and the desired report generates a customized
'documcfn,tation program which can generate natural langnage documentations (King et al. 1992).
_ Hamilton (1990) working with the author, impl;em'ehted a tool, NLC++ (Watural language |
documentation of C++ programs) which genefa}tes english documentation of C++ programs on a
PC.

Van Sickle (1992) announced a forthcoming workshop on Al and automated ploglam | :
understanding. Co o /




4. SOME CONCEPTS AND DEFINITIONS ON PROGRAM
UNDERSTANDING

Program understanding is a model-based and knowledge-intensive activity. It requires an a priori
model of the entity under scrotiny. The granularity of the model will limit the granularity of the
understanding,

A system A can understand a system B, if (1) A has a model C, of B, (2) A can analyze B to find
its elements and their relations, and (3) A can establish links between the elements as well as

relationships of B and C,

Once the mapping between B and C is achieved, i.e., once A understands B, the knowledge of A
can be used by other knowledge processing modules to perform several knowledge processing
activities such as the ones enumerated in the introduction. For example, the 'following can be
achieved: '

1. Visualization and documentation of B can be done by providing knowledge about the elements
and relationships of B. For this purpose, the documentation module can use knowledge
collected as the result of the analysis of B, knowledge stored in the model C, as well as the
discrepancies between the knowledge stored in C and generated from B.

2. A crifigue of B can be provided based on the discrepancies between the knowledge stored in C
and generated from B,

3. Enhancement of B can be achieved by modifying B to remedy the perceived deficiencies.
S. RESEARCH ISSUES IN PROGRAM UNDERSTANDING SYSTEMS
Major research issues in program understanding are systematized in Figure 1. They are as follows:

1. Extend the scope of program understanding by identifying new goals for program
understanding,.
2. For each type of programming (e.g., functional, declarative, object-oriented, structured, or
special purpose such as simulation), identify:
2.1  What must be understood (i.e., what are the elements and which of their relations
must be understood?) _
2.2 What should be the levels of abstractions and granularity of program understanding?

~1
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Figure 1. Major research issues in program understanding




3. What knowledge is needed for what must be understood? (i.e., what is the knowledge
understanding knowledge?) (Oren 1990), _

4. What are the knowledge representation schemes best suited (with respect to which cﬁ&‘sda)' of
the prbgram understanding knowledge?

5. Which control structures are suitable for different knowledge representations?

6. - What are the elements of knowledge base(s) for program understanding knowledge?

7. What are the elements of knowledge base(s) for other program-related knowledge?

8. What are the elements of knowledge base(s) to store knowledge generated by program
' understanding systems? (For increasing the level of abstraction from program level, to user,
user group, progi'amming type levels, for example).

9. Deterimine how goal affects what must be learned?

10. Determine the relationships of what must be learned and levels of abstractions,

11. Determine how goal affects which knowledge is needed for what must be done?

12. Determine how goal affects which knowledge representation would be used?

13. Determine the relationships of what must be understood and levels of abstraction. (Are there
any transformation rules between them?)

14. Determine the relationships of knowledge-based and other approaches for the control structures
suitable for different knowledge representations,

15. Determine the knowledge acquisition needs of program understanding systems,

16. Determine the relationship of program understanding knowledge and other program-related
knowledge.

17. Determine the knowledge base requirements of the knowledge generated by the program
understanding system. (Determine the types of knowledge and how they should be processed,
for example for associative knowledge processing and for learning as applied to program
understanding).

18. Extend the concepts of program understanding to large programs and multi programs,

6. CONCLUSION

Software systems are becoming larger and more and more complex. Their documentation,
maintenance, reengineering, and reverse engineering activities necessitate advanced tools. Program
understanding tools and environments are very promising new set of software engineering tools
and environments for these types of problems, In this article are discussed some basic concepts of
understanding and pi‘ogram understanding, some existing systems and a systematic discussion of

the needed research.
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Abstract .

Having the most sophisticated set of modeling features and the most complete ontol-
ogy, Forbus’ Qualitative Process Theory allows better explanations of device behaviour
than other systems because, for example, processes can explicitly be discussed. It can rea-
son about state changes such as turning water to steam which can be at best implicitly
represented in other systems. Forbus displays logical translations of selected process and
individual view descriptions but does not attempt to axiomatize the whole theory. We
believe that it is necessary to provide such a formalization. The Boyer-Moore Theorem
Prover is one of the best media to do so.

1. INTRODUCTION

The behavior of a physical system can be described by the exact quantitative values of
its variables (forces, velocities, pressures, etc.) at each time instant. Such a description,
although complete, fails to provide sufficient explanation of how the system functions
(12, 17, 18]. Qualitative physics is an alternative physics in which physical concepts are
defined in a simpler yet formal basis [11]. In classical physics the characterization of
physical change is defined within a nonmechanistic framework and thus is difficult to
adapt to commonsense interpretation. Qualitative physics provides an alternative way of
arriving, when possible, at the same conclusions and provides a smlpler hasis for reasoning
about physical mechanisms [13].

The qualitative analysis of a system identifies all its possible behaviors (i.e., envi-
stoning) [7]. This is crucial in many applications since envisioning highlights unde51rable
system modes that are to be avoided. Qualitative reasoning seems to provide a promising
approach especially because it gives one the ability to reason with incomplete information
[1, 2]. It can function with incomplete models or data whenever the information is not
casily available. Qualitative analysis is more efficient than numerical simulation since it
can be implemented with straightforward constraint satisfaction [16]. Forbus’ Qualitative
Process Theory (QPT) [8] is probably the best proposal in terms of its formality and
approach. QPT describes the form and structure of naive theories about the dynam-
ics of physical systems. QPT extends the ontology of commonsense physical models by
introducing the important notion of physical processes (8, 9].

Since Forbus® framework is representable in first-order logic, we trust that it can be
implemented using an automated theorem proving system. The Boyer-Moore Theorem
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Prover (also known as NQTHM) [5] which operates on a logic that resembles an applicative
subset of Lisp and provides mathematical induction as a rule of inference is such a system.
We want to use NQTHM to make commonsense derivations from theories about the

physical world coded in QPT.

2. QUALITATIVE PROCESS THEORY

QPT introduces physical processes as the mechanisms by which change occurs and

. .

rovides a highlv constrained account of ph al calsa -hanges are due to

a finite vocabulary of processes). A physical process is something that acts through time
to change the parameters of objects in a situation. Objects’ properties and states can
change dramatically: heated water can start to boil, a rope breaks under the action of a
great force, and so forth [14]. Different and meaningful states of objects need therefore
to be represented. This is accomplished by individual views (IVs). IVs are composed

of objects and specify their state through a representation of their properties, called
quantities. Each quantity consists of an amount and a derivative; both of them are
qualitative descriptions of numbers. Relationships among quantities are modeled in terms
of functional dependency by means of a gualitative proportionality operator (xg). Both
processes and IVs become active only if their preconditions and quantity conditions are
satisfied. These account respectively for physical and commonsense preconditions, e.g., a
pot of water needs heat to boil (physical precondition) but also someone to place the pot
on a stove (commonsense precondition). :

Most importantly, the assumption is made that all changes in physical systems are
caused directly or indirectly by processes whose direct effects are stated explicitly as
influences and whose indirect effects are propagated via ocg. As a consequence, the physics
for a domain must include a process vocabulary that covers that domain. Thus a qualitative
description is composed of a collection of objects, their states expressed by their quantities
in the IVs, the relations holding among quantities, and the active processes, Another QPT
structure worth mentioning is the so-called encapsulated history (EH). Unlike a process, an
EH explicitly refers to a particular sequence of times during which change takes place [13].
Encapsulated histories describe such phenomena as collisions between moving objects [14]
whose description in terms of processes would be complicated [8].

Figure 1 illustrates a process specification for boiling and how it would look like when
translated into predicate calculus [8, 9]. Boiling happens to a contained-liquid which is -
heated, and creates a gas made of the same stuff as the liquid. T-boilrepresents the boiling -
temperature for the piece of stuff involved. (For clarity, temporal references have been
omitted from the axiomatic representation.) With each quantity, there is a special adder
associated which is called its InfluenceAdder. Whenever a quantity is directly influenced,
each direct influence is considered to be a member of the appropriate input set.
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¥ w € contained-liquid V hf € process-instance
(process(hf)=heat-flow A dst(hf)=w ==

Process boiling

Individuals: [ 3 pi € process-instance
w a contained-liquid process(pi)=boiling A w(pi)=w A hf(pi)=hf
hf a process-instance A [(Status(hf,Active) A Altemperature(w)]=Aft-boil(w)])
process(hf)=heat-flow  Status(pi,Active)]
dst(hf)=w A [Status(pi,Active) =
[ 3 g € piece-of-stuff I generation-rate € quantity
QuantityConditions; Boiling(w,hf)

Status(hf Active)

Aogosla)
GEET

Altemperature(w)]=A[t-boil(w)]

Relations:
There is g € piece-of-stuff
gas(g)
substance(g)=substance(w)
temperature(w)=temperature(g)
Let generation-rate be a quantity
Algeneration-rate] > ZERO
generation-rate g4 flow-rate(hf)

Influences:

~ I-(heat(w),A[flow-rate(hf)])

A substance(g)=substance(w) .
A temperature(w)=temperature(g)
A Algeneration-rate] > ZERQ
A generation-rate g flow-rate(hf)
A Alflow-rate(hf)]
€ MinusInputs(InfluenceAdder(heat(w)))
A Algeneration-rate]
€ Minusluputs(InfluenceAdder(amount-of(w)))
A Algeneration-rate]
€ PlusInputs(InfluenceAdder(amount-of(g)))
A Algeneration-rate]
€ MinusInputs(InfluenceAdder(heat(w)))
A Algeneration-rate]

I-(amount-of(w),A [generation-rate]) € PlusInputs(InfluenceAdder(heat(g)))}]]
I4+(amount-of(g),A[generation-rate])
I-(heat(w),A[generation-rate])

I-++(heat(g),A[generation-rate])

Fig. 1 A boiling specification in QPT (on the left) and its first-order translation (on the right) [adapted
from [9]]. :

‘The machinery which manipulates these modeling primitives operates as follows. In-
stantiating processes and individual views creates individual view and process instances
with the help of a particular domain description of individuals which exist and a library
of process and individual view definitions (the process and individual view vocabulary).
Given these instances, the process structure can be created, i.e., the quantity and pre-
conditions of these instances are examined to determine which instances are currently
active, '
~ Given a process structure, the influences (both direct and indirect) must be resolved
to determine the derivatives of all the quantities. Limit analysis is a procedure that
determines how quantities being influenced will change their amount, which may in turn
lead to changes in the process structure because activation conditions may be altered.
Finally, a complete envisionment can be built where each node has a unique process
structure, :

Limit analysis deserves a little more explanation. Most elements of a quantity space
come from the quantity conditions of processes and individual views, They act as bound-
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ary conditions and are called limit points. For each changing quantity ¢ (i.e. s(D[g] #
0) all neighbouring points in quantity space to Alg] are found. The signs of the deriva-
tives of these quantities are examined to determine if inequality can change. The set of
such changes and relative consistent combinations are the quantity hypotheses. Quantity
hypotheses which change the process structure are called limit hypotheses.

Forbus was originally motivated to develop this representational apparatus in order
to build a naive physical theory of the world. He created a library of general process
and individual view descriptions which are to be used to model and then reason about
physical situations [8, 9, 10].

3. BOYER-MOORE THEOREM PROVER AND PROOF-CHECKING QPT

NQTHM’s logic is a quantifier-free first-order logic with equality [4). NQTHM’s logic
forms a suitable basis for a theory coded in QPT (cf. Figure 1). The prover’s language is

a relative of Pure Lisp and consists of variables and function names combined in a prefix
notation which is the exact pseudo form of the representation language of QPT. Basic
functions of NQTHM are TRUE, FALSE, EQUAL, and IF. The logic also contains two
extension principles under which the user can add new axioms to the system with the
guarantee that any model for the logic can be extended to hold for the new axioms. The
Shell Principle allows the user to add new axioms introducing new inductively defined
data types [15]. Via this principle, any QPT domain (e.g.,, motion or liquids) can be
modeled The Principle of Definition allows the user to define new functions in the logic.
The rules of inference in the logic consist of Propositional Calculus, Induction Principle,
and [nstantiation.

NQTHM is automatic in the sense that once a lemma has been typed in, the user
cannot interfere with the mechanical proof [5]. However, the user can train the prover by
proving an appropriate sequence of lemmas that can then be used as rewrite rules. The
prover also has a simple hint facility by which the user can disable function definitions,
suggest instances of lemmas to be used and also the induction to be employed [6]. NQTHM
generates an extensive commentary on the attempted proof. We believe that within the
NQTHM formalism, implementing QPT will be one of the introductory steps of the proof-
checking and mechanization of qualitative physics.

When a definition is proposed to NQTHM, before admitting it as a new axiom, certain
conditions are mechanically checked to ensure that there exists a unique function satis-
fying this definition. The most important condition is that there exists a measure of the
arguments of the function that is decreasing in a well-founded sense in each recursive call
in. the definition. The principle of definition can mechanically guess simple measures but
more complicated ones can be supplied by the user. Once a candidate relation is found,
NQTHM is invoked to prove theorems that are sufficient to admit the proposed definition.

Given a conjecture to prove, NQTHM perfornis many proof techniques under heuristic
control. The main proof techniques are as follows: -

Simplification ~ The system applies axioms, definitions, and previously proved theo-
rems as rewrite rules to simplify expressions. To avoid looping, the simplifier contains
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heuristics to control the use of recursive definitions. The simplifier also contains decision
procedures for propositional calculus, equality, and those formulas of Peano arithmetic
that can be built up from variables, integers, +, —, =, and <. Figure 2 gives example Lisp
code which illustrates a basic environment where we can apply these decision heuristics.
If both of the quantities (X and Y) have positive signs then their magnitudes are the
only criteria that resolve the inequalities. Even though this is implicitly determined in
NQTHM, it is one of the basic qualitative restrictions that has to be implemented since
our quantity space has its own characteristic polarity (i.e., SIGN(X) € {-1,0,1}).

(DEFN SIGN (X)
(IF (NEGATIVEP X)
(IF (EQUAL (NEGATIVE-GUTS X) 0)
0 -1)
(IF (ZEROP X) 0 1))

(DEFN MAGNITUDE (X)
(IF (NEGATIVEP X)
(NEGATIVE-GUTS X)
X))

(PROVE-LEMMA INEQUALITY-5 (REWRITE)
(IMPLIES (AND (EQUAL (SIGN X) 1)
(EQUAL (SIGN Y) 1))
(AND (IFF (GREATERP (MAGNITUDE X) (MAGNITUDE Y))
(GREATERP X Y))
(IFF (EQUAL (MAGNITUDE X) (MAGNITUDE Y))
(EQUAL X Y)))))

Fig. 2 A rewrite lemma coded in NQTHM proving the inequality of two positive quantities.
(X > ZERO AY > ZERO) == (m[X] > m[Y] = X > Y) A (m[X] = m[Y] = X = Y))

Elimination of undesirable function symbols ~ NQTHM uses axioms and previously
proved lemmas to eliminate certain function symbols from the conjecture being proved.
For example, it is a theorem that for each natural number i and each positive integer j
there exist natural numbers r < j and ¢ such that ¢ = r + ¢j. By replacing i with r + g7,
the system can transform the expression 7 mod j to r and i/j to q.

Strengthening the conjecture to be proved — Most of the time, it is the case that to
prove some theorem by induction, it is necessary to prove a stronger theorem than that
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initially posed. NQTHM contains several heuristics for guessing stronger conjectures to
prove. The heuristic involves “using” equality hypotheses by substituting one side for
the other elsewhere in the conjecture and then strengthening the conjecture by “throwing
away” the equality hypothesis.

Induction ~ When all else fails, it is useful to try mathematical induction. The selection
of an “appropriate” induction is based on an analysis of the recursive functions mentioned
in the conjecture. NQTHM’s induction mechanism contains many heuristics for combining
and choosing between the suggested inductions.

In-the-implementationof- QPFweplamrtowse trduction (Wiem other heuristics fail) as
a temporal mechanism, Therefore the commentary of the proofs will reflect the prediction
and explanation of the physical system’s behaviour at each time instant. Iteration on a
formal time scale will be the best device to explain what the behaviour is converging to
(e.g., in a situation where two containers are connected to each other from bottom and

containing a liquid with different initial heights, a liquid flow will occur and the system
will converge to a state where the liquid levels are the same).

4. CONCLUSION

QPT was developed to mode] systems in which there is no fixed topology of interaction
and the set of objects in existence changes as time progresses. Procedurally, qualitative
equations governing the acceptable behaviours are constructed dynamically at run time.
This is achieved by summing the influences of various processes. This paper presented
the need to formally define QPT within a logical framework. The idea is to use a proof-
checker as a formal simulator [3] and to investigate the differences in the behaviours of
physical systems coded in QPT.
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Abstract

Qualitative sinmlation programs use tuples of corresponding values of system parameters
in order to represent additional information about the relationships among the parameters of
the system under consideration. Presently available qualitative simulators [2,5] require that
the values appearmg in these tuples be pomts We show thdt by aliowmg mtewals in

be represe:ntcd This techmquc eliminates a class of spuuous predlctxons of the QSIM
algorithm, which other reported methods cannot detect.

1. BACKGROUND

. A number of programs and methodologies for performing various forms of qualitative
reasoning about physical systems have been developed [1,2,5,9,10]. In accordance with the
underlying principles of naive physics [4], these programs adopt an epistemological scheme
in which unknown or irrelevant details about the values and relationships in the modeled
physical system are not represented. Parameter values are shown only in terms of their
ordinal relationships with previously designated “important” magnitudes (landmarks.) The
ordered set of landmarks of each parameter is called its quantity space, and a parameter
magnitude is either a landmark or an open interval between two adjacent landmarks in the
quantity space. Exact forms for the functional relationships among the parameters of the
system are not given. Generally, such functions are restricted to belong to the families of
strictly increasing or decreasing monotonic functions.

To be able to represent more about the “shapes” of these functions, while staying within
the limits of the qualitative representation, Forbus [2,3] introduced the technique of using
tuples of corresponding values of related parameters for such relationships. A corresponding
value tuple links a landmark of one parameter with a landmark of the other parameter,
therefore fixing a point in the “plot” of the function among the parameters. Consider the
classic example where we want to represent the relationship between the amount of liquid in
a tank and the pressure at the bottom of the tank. It is known that a strictly increasing
monotonic function among these parameters exists. Using the notation and terminology of
Kuipers’ QSIM algorithm [5], it is known that there is an M+ constraint linking them, i. e.

M-+(amount, pressure)

holds.

However, this constraint alone is not sufficient to represent our (admittedly incomplete)
knowledge about the considered relationship. Some of the functions that are mapped to this
constraint can be seen in Figure 1, Knowing that these two particular parameters should
never have negative values, consider only the first quadrant in that figure. Clearly, none of

. the plottéd functions is satisfactory for our example, since they depict cases where one

parameter can have the value zero while the other one is nonzero. Qualitative reasoners using
only this information about this relationship will produce results which do not correspond to
reality.
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e l

o IM l
pressiure
o M

Figure 1. M+(amount, pressure) with no CVs

If one includes the corresponding value (CV) wple (0,0) associated with the M+
constraint among the parameters in the input, none of the problematic functions of Figure 1

will be considered by the program. Only the set of increasing functions passing through the
origin will be represented, which is all one can do with the present amount of knowledge.

2. INTERVAL CORRESPONDING VALUES

Even when such corresponding values are employed, one does not make full use of the
qualitative setup to represent available information. We have identified the cause of this to be
the insistence [2,3,5] that all magnitudes which appear in CV tuples should be lJandmarks.
We claim that, by changing the definition of corresponding value tuples to include intervals
as well as point values, and modifying the qualitative arithmetic routines that operate on
these values, a better qualitative reasoner can be obtained. We will demonstrate this on
examples from Kuipers’ QSIM program [5].

Consider the case where we have two parameters X and Y with a functional relationship

f: X — Y, where f is an increasing function, and the following is known about the function
- and the landmark values of the parameters::

X has two positive landmarks, x1 and x2, such that x1 < x2.

Y has two positive landmarks, y1 and y2, such that y1 < y2.

f0) =0

f(x2) =y2

f(x1) >yl
Note that all these are ordinal relationships and are easily representable using the qualitative
scheme. But no reasoner using the “classical” corresponding value technique can represent
the inequality above. Figure 2 shows three functions which are mapped to the classical
- representation of f. Two of these are inconsistent with our knowledge of f(x1), however, the

CV wple (x1, (y1,y2)), which embodies that information, is not allowed by the points-only
representation, so the program cannot distinguish the three functions.
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Figure 2. M-+X.,Y) with CVs (0,0), (x2,y2)

If intervals were allowed in CV tuples, (x1,(y1,y2)) could also be associated with the
M constraint, and we would have the (desirable) situation shown in Figure 3.

Figure 3. M+(X,Y) with CVs‘ (0,0), (x2,y2) and (x1,(y1,y2))

3. ELIMINATING SPURIOUS BEHAVIORS

We have implemented the modifications entailed by allowing intervals in CV tuples on
our version of the QSIM program [9]. An example system, for which “pure” QSIM predicts
four spurious behaviors (all of which are detected and eliminated by our version) in addition
to the 11 correct possibilities, will be presented now. Consider Figure 4. A little ball is
thrown vertically upward from the ground. A small and powerful light source is fixed at a
location of a certain height to the left of the point of takeoff of the ball. It is assumed that the
ball can never reach the height of the light source. The height, velocity, and acceleration of
the ball are parameters Y, V, and A, respectively. A is fixed at a negative landmark. One is
also interested in the position of the ball’s shadow on the ground, represented by parameter
X. 0 (zero) is the point of takeoff of the ball in both X and Y’s quantity spaces. The ground
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is level (i.e. has no “bumps™) so that ¥ is a continuous function. The highest aliitnde that
the ball has ever reached before is the landmark alt_rec in ¥'s quantity space. There is a
dead bug lylng at a point to the right of the ball’s takeoff point, X has the positive landmark
bug_pt when the shadow is on the bug,. Light iravels infinitely fast (for the commonsense
time scale at which the system is being viewed, of course.) The set of constraints is that of

Table 1. (DERIV(X,Y) simply means that% = Y.} The sign of the time derivative of each

parameter is also represented in the table. In this notation, inc means +, std means 0, and
dec means -,

O  Light source

o Ball

oo S

bug shadow

Figure 4. The ball / shadow system

Table 1

Constraints of ball / shadow system
Constraint CVs

DERIV(V, A)

DERIV(Y, V)

M+(X,Y) (0,0

The ball is shot up with initial velocity vg at £, Table 2 contains part of one of the
spurious bebaviors that pure QSIM predicts. Let us examine this behavior. The ball is shot
up at . At #7, it breaks the old altitude record and goes on climbing. At £, when the ball is
at a point above alt_rec, its shadow falls on the bug, At 13, both the ball and its shadow Stop
for an instant, and their magnitudes at that point are recorded as CVs. Afier that, the ball
starts going down, crossing alt_rec at #4. But the shadow has still not reached the bug for a
second time, This is inconsistent with the available knowledge about the function from Y to
X at 1y, so Table 2 contains a spurious behavior.

Our version of QSIM, which uses interval as well as point values in CV tuples, does not
predict this spurious behavior. The algorithm is able to compare the X and Y values at time
point 77 with the proposed values at time point ;. Since the CV tuple (alt_rec,(0,bug_pt)) is
inconsistent with the proposed value tuple (alt_rec,(bug_pt,NewX)), (a function does not
map a single point to two mutually exclusive intervals,) that proposal for ¢ will be
eliminated. For M+ constraints, this check is implemented as follows: If the proposed
magnitude tuple is (na, mp), and a CV tuple (v, ¢) exists, the signs of (m4 - p) and (mp -
¢) should be the same.-In our example,

alt_rec - alt_rec = § # (bug_pt,NewX) - (0,bug_pt) = +,
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so the proposed tuple fails the test,

Table 2
Spurious behavior of ball / shadow system
time Y Y A X
fo <0, incx> <y, decs <g, std> <}, inc>
(fo,81) <(0, alt_rec), inc> <(0, vg), dec> =g, std> <(0,bug_pt),inc>
1 <alt_rec, inc> <(0,vy), dec>  <g, std» <(0,bug_pt),inc>
(11,82) <(alt_rec, oo), inc> <(0, vp), dec>  <g, std> <(0,bug_pt),inc>
Iy <(alt_rec, o), in¢> <(0, vo), dec>  <g, sid> <bug_pt, inc>
(12,3) <(alt_rec, o), inc:> <(0, vp), dec>  «<g, std> <(bug_pt,oo),inc>
i3 <NewY, std> <(), dec> <g, std> <NewX, std>
(3,04)  <(alt_rec,NewY),inc»>  <(-o, 0), dec>  <g, std>  <(bug_pt,NewX),dec>
14 <alt_rec, dec> <(-e0, 0), dec>  <g, std>  <(bug_pt,NewX),dec>

- Quantity space of X: (-, (), bug_pt, NewX, e}
Quantity space of Y: {-o0, 0, alt_rec, NewY, oo}

Kuipers and his colleagues have reported on various methods of extending QSIM so that
it will predict fewer spurious behaviors. All of these approaches involve the addition of new
types of constraints to the qualitative vocabulary, making use of the energy or phase
properties of the system [6,8], or by making “unsafe” assumptions (which may lead to real
possibilities being eliminated) about the shapes of the monotonic functions to autornatically
calculate values of the higher-order derivatives [7] in the system. Our modification handles a
class of spurious behaviors different from the one targeted by these methods. It can be
demonstrated [9] that our modified QSIM can eliminate spurious predictions which are not
detected by the proposals of [6-8].

4. A STRONGER QUALITATIVE ARITHMETIC

Our implementation of the interval corresponding valuye feature also involved an
improvement to the qualitative arithmetic routines employed during the CV checking phase,
In order to check proposed parameter magnitudes for consistency with the previously
recorded corresponding values, the QSIM algorithm uses qualitative subtraction and
division. When intervals are allowed as corresponding values, one may be faced with a
situation where one has to apply these operations to two instances of the same interval
magnitude; i. €. one has to evaluate

(a’b) - (a1b)

(ab)
(a;b) -

or

In the general case, these operations give ambiguous results. However, keeping in mind
that both operands in the above operations are values of the same parameter, and that QSIM
keeps all of the previous values of all parameters for cycle detection purposes, it is possible
to determine unambiguous signs for these in some cases. Assume that the qualitative states
through which parameter P has passed since the beginning of the simulation are as in Table
3. Suppose now that the arithmetic routine is trying to subtract P’s value at #; from its
proposed value at 13 . Clearly, the result of this operation is unambiguously - (negative),
since the parameter has been decreasing in all the time from #; to 3 . The extension of this
idea to similar situations in which the parameter is increasing, rather than decreasing, and to
the division operation is straightforward.
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Table 3
Proposed behavior of parameter P

time P -
fo <(a,b),dec>
(to,£1)  <(a,b),dec=
i <(a,b),dec>
(t1k2)  <(ab).dec>
1) <(a,b),dec>
(i2,83)  <(a,b),dec
I3 <(a,b),dec>

5. CONCLUSION

__We presented a method of better exploiting the gualitative representation to obtain tighter

qualitative sinmulations., The ideas explained here have been incorporated into our
implementation of QSIM. Case runs and technical details can be found in [9].
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Abstract

An experimental program, QREM, is implemented using the inference mechanism of
the MVL Theorem Prover System of Ginsberg. QREM uses Forbus’ Qualitative Process
Theory for its description of physical situations and constructs the interpretations of
measurements. In this paper, we mainly concentrate on the representation of process
descriptions and basic deductions, and give some idea about what MVL can provide
for writing qualitative physics programs.

1 Introduction

Commonsense reasoning is one of the most popular topics in Artificial Intelligence
[7, 8]. Nowadays, a great deal of attention is being given to studies in qualitative physics
which tries to formalize one’s commonsense knowledge about the physical world [1, 11].

Our conventional physics cannot succinctly give the intuitive meaning behind the
functioning of a physical system. However, qualitative physics provides this information
by giving a commonsense description of the situation. This difference between the two
physics mainly stems from the fact that in conventional physics we describe physical
behavior in terms of quantitative values and numerical equations, whereas in qualitative
physics we employ qualitative values and say, interval arithmetic.

Since in qualitative physics we only use qualitative information for reasoning, a need
arises for representing the physical system in a more formal way. Fortunately, there
are several formalisms for the representation of physical systems and especially Forbus’
Qualitative Process Theory (QPT) serves as an important guide for many of the current
qualitative physics programs (2, 3]. ‘

In this paper, we introduce QREM—Qualitative Reasoning Experiments with the
MVL Theorem Proving System. This is an experimental qualitative physics program
based on QPT. QREM serves as a simple, clear, and flexible representation language
for descriptions of QPT. The reasoning tasks are accomplished using MVL’s default
logic, because we must be able to make inferences even in the case of incomplete
information. In its current state, QREM can make inferences about simple dynamical
systems consisting of a number of containers and fluid paths that allow the flow of
liquid between specified containers. However, once we agree on the representation
issues and code a domain model of the physical system: into QREM, it must be a
rather straightforward matter to carry out the basic reasoning tasks for other, more
complicated systems as well.
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2 Qualitative Physics

Qualitative physics deals with commonsense reasoning about the physical world [1].
'The motivation primarily comes from the studies in engineering problem solving in
which techniques for automating engineering practice are sought [12].

Conventional physics completely describes the behavior of a physical system using
accurate quantitative values and numerical equations. However, most of the time,
this description does not seem. to be helpful for understanding the functioning of the
system. In such cases, qualitative physics provides valuable insights into the system’s
functioning by giving a commonsense description and a causal explanation for the
resultant behavior.

Qualitative physics, unlike the so called conventional physics, uses a symbolic and

. qualitative model of the physical world. The behavior of a physical system can be de- ~
o ‘ scribed using qualitative values for quantities of existing objects in the situation. This—
qualitative representation necessitates a quantity value to be chosen from a discrete
quantity space rathier than from a continuous one. The behavior of the physical system
is effectively characterized by the derivatives of its quantities. Hence, a quantity may
~ increase, decrease, or stay unchanged when its first derivative has a value of 1, -1, or
0, respectively.

In Figure 1, qualitative and conventional physics are compared. At first, both of
the physics attempt to formalize the physical situation, one using complex numerical
equations and the other using simple qualitative constraints. Then, both of them solve
their related equations using their own methods. At the end, while qualitative physics
comes up with a commonscnse description of the solution, conventional physics comes
up with a numerical value whose intuitive content may be null [9].

A computer program for qualitative reasoning requires a qualitative model of the
physical system as input. This model must be adequate for specifying what constitutes
the physical system of concern. Fortunately, there are different theories in Al that offer
constraint-based, component-based, and process-based description models for physical
systems [1]. The one that we apply in QREM is a process-based theory.

Differential Solve Analytic
) e
Eq“a“o?‘s Solution
Physical
Situation
) Qualitative Solve . Commonsense
U g Differential s L
Equations Description
/
Figure 1: Comparison of qualitative and conventional physics [adapted from Encyclo- {

pedia of Al, Shapiro, S. C., Ed., vol. 2, p. 807].
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3 Hssence of QREM

3.1 Descriptions in QREM: QPT

QPT is a process-based theory for describing physical situations. Forbus characterizes
his theory as one in which reasoning about dynanical systems can be made easily
and effectively. He mentions this in [2]: “Qualitative Process Theory defines a simple
notion of physical process that appears useful as a language in which to write dynamical
theories.”

According to QPT, a dynamical system changes its state as a result of active processes
in the situation. In QPT, a process is described as something that causes changes in
objects over time [2]. Motion, colliding, fluid flow, and boiling are examples of processes
acting on objects. In Figure 2, a potentially existing process, namely fluid flow, is
represented in the framework of a dynamical system consisting of two containers and

a fluid path,

A domain model of a dynamical system consists of descriptions of existing objects
in the system, relationships hetween those objects, and the processes that can occur
in some physical situation, A specific situation occurs when all of its conditions hold.
Particularly, active processes in each situation need not be given individually; they can
be inferred using the process specifications in the domain model.

QPT describes a process using the following components:

¢ Individuals Objects that the process acts on.
e Preconditions Conditions that are imposed by the external world.
¢ Quantity Conditions Conditions that are necessary for the process to become ac-

tive.
¢ Relations Relations between quantity values and process variables (i.e., what holds

when the process is active)
o Influences Direct effects of a process. Fach process has at least one direct influence.

Now, we have some idea about how to describe a physical system using processes, hut
how are we going to perform reasoning tasks using those processes? QPT’s reasoning
goes through the following basic deductions:

¢ Finding Possible Processes Processes whose preconditions hold are potential
processes that can occur in some situation.
® Determining Activity A process instance is Active, if its preconditions and quantity

s, ONMAINET G

Container F === Fluid path P1

Figure 1: A physical system where a liquid flow process can be Active.
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conditions hold. Otherwise, it is Inactive, :
¢ Determining Change Direct and indirect influences of a plocese are resolved in

order to find the changes in the system.
e Limit Analysis Changes in quantities ma,y change some process mQtanceq Limit

analysis is used to determine those.
Using QPT’s basic deductions we can perform ]Jveclzctzons m(’asuﬂ"cmcni zm(rp/m‘an
tion, and causal reasoning about dynammal systems.

3.2 Inference in QREM MV

The MVL theorem proving system written in Common Lisp is an nnplementatlon of
theoretical work done at Stanford University- [4]. The core of-the system relies on the
“multivalued logics” paradigm of Ginsberg [5]. :

MVL provides facilities for making satisfactory inferences in various logics——default

logic, circumscription, probabilistic logic are some of these—and allows one to define
new logics. The most important feature of MVL is its use of multiple truth values
for logical statements. Unlike Prolog, MVL does not simply label a statement to be
true; it also considers “true by default,” “true by some assumption,” “false,” “false by
default” as bona fide truth values and uses these when determining the answer for a
query [6].

The MVL database consists of sentences that are represented as LISP s-expressions
and labeled with truth values. The logical connectives NOT, OR, and AND are used
for constructing MVL statements.

For inference tasks there are two types of connectives: “=>" and “<=". The con-
nective “<==" is used for backward chaining and “ =>" is used for forward chaining.
The form of backward- and forward-chaining rules are as follows [6]:

(<= Conclusion Premise; Premisey ... Premise,)
(=> Premise; Premisey ... Premise, Conclusion)

4 Implementation

4.1 Representational Aspects of QPT

Individuals and Quantities Individuals in a physical system are characterized by
their existence. If an individual may exist in a situation it must have the quantity
property. Hence, we represent any object that has a quantity as an individual, e.g.,

(<= (and (individual 7x) (?q ?x))
(quantity-type ?q)
(has~quantity 7p 7q)

(7p 7x))

Here, (has-quantity ?p ?q) means ?q is a quantity for individual ?p whereas ?x in
(?p 7x) is a particular instance of ?p. The expression (7q 7x) instantiates quantity
7q for 7x. :

Some individuals in QPT can be defined by making the existing ones more spe-
cific. One example would be contained-stuff if we already have an individual called




piece-of-stuff. Here, contained-stuff is a piece-of-stuff contained in a place
and contained-liquid is a contained-gtufy:

(<= (contained-stuff (?substance ?state 7place))
(piece-of-stuff ?substance)
(state ?Psubstance 7state)
(contains 7place ?substance 7state))

(<= (contained-liquid (7substance 7place))
(contained~stuff (?substance LIQUID ?place)))

In QPT, relationships between quantities are basically indicated by qualitative pro-
portionalities, correspondences, and inequalities. A qualitative proportionality Q; ag
()2 means “there exists a function that determines (1 and is monotonic in its de-
pendence on J3.” Correspondences are used for mapping value information from one
quantity space to another via a@ [2, 3]. Those are written in MVL with the same

notational considerations as in QPT. Below 7x is a ‘contained-liquid:
(gprop+ (pressure 7x) (amount~of 7x))

Here, qprop+ denotes that the pressure of 7x is qualitatively proportional (‘+' denotes
increasing) to its amount. Inequalities can either be given directly or inferred depending
on whether numeric values of those quantities are known. For this purpose greater,
less, equal-to, and some algebraic manipulations are defined in MVL,

Domain Models A domain model of QPT can be specified by defining quantities,
individuals, and processes that exist in the domain, The types of quantities in the
domain are defined as (quantity-type < type >), e.g.,(quantity-type pressure).

Until now, we gave only the basic components of a domain model that can easily be
described by using predicates. With those predicates in the database, we can make
some simple inferences [10], e.g., “What kind of individuals exist in the domain? How-
ever, we need more complex inferences for QPT’s basic deductions. For this purpose,
we are going to represent processes and some other related concepts in the form of
rules.

In QREM, a process description is given in three parts, i.e., we have three rules for
each process. One rule defines a process along with its individuals. If individuals exist
in the situation, the process is considered to be potentially Active. The other two rules
are related to a process as being Active in the situation.

Status of a process can be inferred using the following rule which says that a process
is Active when all the conditions imposed on it hold:

(<= (status (process ?process 7individuals) ACTIVE)
(hold-conditions (process ?process 7individuals)))

A sample process description for liquid~flow captures all necessary conditions (pre-
conditions and quantity conditions) and individual specifications for that process:

(<= (process liquid-flow (individuals 7source ?destination 7path))
(contained-liquid ?source)
(contained~liquid ?destination)
(not (equal 7source ?destination))
(fluid~path ?path)
(fluid-connection ?path ?7source ?destination))
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Individuals for liquid-flow process are contained-liguids-—one source, one
destination-—and a fluid-path between source and destination, e.g., there is a
fluid~connection between source and destination.

(<= (hold-conditions
(process liquid~flow (individuals 7source 7destination Ppath)))
(process liquid-~flow (individuals Psource 7destination 7path))
(aligned ?path) _
(greater (a (pressure ?source)) (a (pressure 7destination)))
(status (view liquid-flow-support
(individuals ?source ?destination 7path)) ACTIVE))
When preconditions and quantity conditions hold, a process becomes Active. For
the liquid-flow process, (aligned ?path) is a precondition indicating that the fluid
path is isolated from any other external effect. If the pressure of the source is greater

————than-the pressure-of-the destination and-the geometric properties-of the fluid path—————  —

allow it, then there will be a flow of liquid from the source to the destination:

(¢= (and (I+ (amount-of 7destination) (flow-rate ?path))
(I- (amount-of 7source) (flow-rate 7path)))
(status (process liquid-flow :
(individuals ?source ?destination ?path)) ACTIVE))

In QPT, processes are the only source of direct influences |2, 3]. I+ and I- represent
direct influences of flow-rate on the amount of source and destination (‘+' positive
influence, ‘-’ negative influence) when the liquid-flow process is Active. If flow rate
is increasing, then the “ amount of destination” will also increase whereas the “amount
of source” will decrease.

4.2 Basic Deductious

Finding Possible Processes Possible processes are simply characterized by their
individuals. All processes that have their individuals exist in the situation are poten-
tially Active and can be found them using a simple inference on the rules of process
descriptions.

The following MVL query searches for all possible process instances in the domain:

;; Backward search for all processes
(becs ’(process Tprocess 7individuals))

The binding list of this query is passed to a Lisp function which makes status as-
sumptions about process instances. Inconsistent process instances (process instances
that cannot be Active together in the same situation) are thrown away. This procedure
is called FElaboration.

Determining Activity Process instances found by Elaboration can be Active if they
satisfy their conditions. To find which process instances are Active, we invoke the
following query that tries to prove whether a potential process is Active:
;3 Backward search for all processes and
;3 try to prove that a potential process is Active.
;; Take all processes that are proved to be Active. {
(becs ’(status (process 7process 7individuals) ACTIVE)) /

34




Determining Change In QPT, changes are imposed by Active processes; processes
are the only source of direct influences [2, 3]. Quantitics may change either because of
some direct or indirect influences (expressed by qualitative proportionalities) on them.,
A quantity is said to be directly influenced if there exists at least one process directly
influencing it at some particular time. On the other hand, a quantity is indirectly
influenced if it is a function of some other quantity that is changing.

The derivative of a directly influenced quantity equals the sum of all of the direct
influences on it. In QREM, an influence adder is used for finding this derivative just
as described in QPT [2, 3].

4.3 Measurement Interpretation

The importance of measurement interpretation is emphasized in [12]: “The problem
of interpreting observations of a system over time is fundamental to intelligent reasoning

about the physical world. We view interpretation as the task of determining which
possible behaviors predicted by the current model are consistent with the sensory data,
including which are most plausible.”

Measurement interpretation through time is more difficult than interpretation at a
given time. Although QPT mentions the notion of time, there is no satisfactory tem-
poral representation that can be easily embedded in an implementation. Hence, for
experimentation we only use interpretation at a time instant. The algorithm used for
measurement interpretation is given in Figure 3.

MEASUREMENT-INTERPRETATION

1. find process instances PROCESS-INS
2. make status assignments about PROCESS-INS
2.1. find all combinations of process instances
2.2. throw away inconsistent combinations
3. for each combination do
3.1. resolve influences of quantities
3.2. if measurement of a given quantity is
equal to the one found in resolving influences, then
this combination is a possible situation at that time,
hence give it as a cause of the measurement

Figure 3: Algorithm for measurement interpretation.

5 Conclusion and Future Work

We introduced an experimental program called QREM for qualitative reasoning
about dynamical systems. In general, representation of physical systems plays an
important role in qualitative physics. A clear representation of physical system de-
scriptions proves to be useful when writing domain models.
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In QREM, we make use of a flexible representation tool, viz. the MVI theorem
proving system that provides multivalued inference. When reasoning qualitatively, we
may lack some information about the situation, and some assumptions need to be made.
In these cases, the default logic of MVL allows us to make some default assumptions.

In QREM, measurement interpretation of an observed quantity value is implemented.
In the future, other important reasoning tasks such as limit analysis and prediction
may be implemented. Yet another project may be to concentrate on the ATMS part

~of MVL in order to make the inferences more efficient. ' ‘
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TEKDUZE _OLMAYAN USAVURUM YONTEMLERL VE YAPAY 7ZEKA
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ABSTRACT: This paper tries to be an essay-type research attempt on the conceptual basis
of nonmonotonic reasoning (similar to the one submitted [in English] at DECSYM’92 [1]).
I have tried (in a manner) to determine the scope and limits of nonmonotonic reasoning
(for Al purposes). My ambition this time is, to relate the topics in some way to gthics, in

e 4 4 1 :
addition to metaphysics:

Kategori; Felsefi temeller

Anahtar Kelimeler: Yapay zeka, usavurum (tekdiize olmayan), mantik (felsefi),
bilgi gosterimi

Genel Terim: Teori

ARTAKALAN

kuglar:
ucarlar
ama penguen kuglart ugmazlar

insanlar
kuglar gibidir

kuslar

ugar
ya deve kuglan?...
(1.A%u.1990, Gebze-Ing.
Cev: 2 Ocak 1992, ANK.)

I GIRIS -

Geleneksel (standart) mantiklarmn, bilginin eksik bulundupu durumlarda ¢éziim
gosterme konusunda yetersiz olduklari, glintimiizde genellikle kabul edilmektedir.
Yagamin gercegi olduklanm anladifimiz zaman, birtakim bilgileri, "yeni bilgi" olarak bilgi
dagarcifimuza siirekli olarak ekledigimizden, bu bilgisel komum, giinlitk yagantimzdaki
cogu ‘durutha-da karsilik gelir goriinmektedir. Cikarim yapmak igin kullamldiklarinda,
adigegen glindelik yagam durumlarinda igerilen mantifs dile getirmek ve agiklamak igin
tekdiize olmayan kavramlara ijhtiya¢ duyariz. Ben, bildirimde, tekdiize olmamay:
- agrnaya, ve tekdiize olmayan usavurum yontemlerinin yapay zeka (YZ) icin 6nemini vur-
gulamaya ¢aligacagim.
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L1 ACIKLAYICI BiR ORNEK
H1: Kuslar ucar

seklinde bir varsayim diiglinelim. Soruldufunds, sajduyumuz, boyle bir bildirime ‘yanls’
demektense ‘dofru’ demeyi vegler, Hernasilsa,

H2: Penguenler ugmaz
bigimindeki bir varsayim da, tarafinmzdan, "yanhg" degil, d o g v u olarak algilanacaktir.
Ustelik,

H3: Penguenler ‘kug’turlar

bigimindeki bir savi da "dogru" sayariz

Eger penguenler (ve devekuglary, ve 6rnefiin Malta dofani) kugsalar -ki 6yledirler-, ve
uemazlarsa -ki ugmazlar da?-, neden "Kuglar ucar” deriz?

Bu 6zgiin ‘kuglar-diinyast’ Srnefi, giinlimiizde, tekdiize olmamanmmn ¢ok bilinir bir
6rnegini olugturmug durumdadir [8, 12, 7, 9, 10, 5, 4, 11, 2].

1.2 BIR DIGER ORNEK
1, 2, 3,..

geklinde bir says dizimizin oldugunu, ve dogru yamt: bulmanmzin istendigi test bicimindeki
bir smavda, agagidaki giklarm bulundugunn disiinelin:

a)4 b) 5 ¢)6 d) hepsi ¢) hi¢biri
Neden ¢ogumuz bu soruyu "4" diye yamtlar?

Soru, devam geklini ‘asal’ sayilar kiimesinde arama bigiminde ele alinabilirse, yamt
pekala ‘5’ olabilir,

Ya da, dizinin, 6nce iki kat sonra 1.5 kat alma bigiminde iki ardigrk hareketten olugtugunu
diiglinebilirsek, dogru yanit 4 te 5 te degil, 6 olacaktir.

Kendimizi { 0, 1,2, 3 } tabanl bir aritmetik ortaminda varsaydigimizda, yamt actktir ki
"higbiri" olacakiir,

Ve, ‘@, b, ‘¢, ve ‘¢ siklammm tiimiiniin, defisik ortamlarda gecerli agiklamalart
bulundugu i¢in, pekala yanit "hepsi" olabilir.

Hangisini se¢ineliyiz?
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Kendimizi, soruyu - 10 tabanli aritmetik ortaminda ve- ‘dogal’ sayilar kiimesinde ¢ozmek
tizere, nasd simrlandirabiliriz?

Tamm kiimesini "dogal" sayilar olarak alglayabiliyorsak, soruda agikea belirtilmedigi
halde, nigin ‘asal’ sayilar kiimesi olarak algilayamiyoruz? : " '

Avagtirmanin hangi cergevede yiiriitiilecegine daiv, sornnun ifade ediliginde herhangi bir
belirleme var ymdir? - ‘ : "

- Bumnu nasi anlariz?

L. FEKDUZE OLMAMA NEBIR?

Bir sistere yeni.aksiyomlar Gk]ﬁ(iiéit?ﬁ?d@ eski teoremlerini g“’Q@!’SiZIQ§‘:‘:f@biﬁy@r{iﬂk»fww-»~~ .

"tekdiize degildir" deriz; ki bu durum, giindelik yagarndan geligigiizel tablolar sectigimizde,
elde edecegimiz cofu manzaranin gergek bicinini olusturur,

0, 2, 4, .., 996, 998, 1000, ...

bigiminde bir say1 dizisini irdelemelk istedifimizi varsagalim. Bu, ¢+ 2’ serisidir deriz. Boyle
diigtindiigiimiiz icin, nasil devam edilmesi gerektii soruldufunda, oldukca emin bir
bigimde, ‘1002’ deriz. Hergey onun lehinedir, mantiksal olarak bagka bir segenek
goriinmemektedir,

Ne var ki, oldukea benzer -fakat hafifce farkh- bir durumda, muhtemelen fikirlerimizi
degistirmek geregi duyacafiz. Ilkokul cocuklarmm, aritmetik dizileri yeni 6grendikten
somra bir smavda ‘+2* serisine -bir daktilo hatast ile- devam etmelerinin istendigini

ditglinelim:
S. Asafrdaki say1 dizisine en uygun devam seklini bulunuz:
994, 996, 998, 1000, 1004, ?

Sorunun, aslinda, ‘1004’ yerine ‘1002 bigiminde hazirlanmig bulundugunu varsayalim,
Fakat yeni baglanug ilkokul ¢ocuklarinn bunn bilmeleri dogal olarak beklenemez; ve,
Jfretmenin de (sekreterinden kaynaklanan) bu hatay sinav bitmeden énce farketmemis
oldugunu varsayalim. Iyi hazirlanmi § ¢oBu 6frencinin ‘1006, bir cingdz dfrencinin
ise 1008’ igaretledigini dijgiinelim. Dogru yanit 1006 mt 1008 mi olacaktir? Sinavin iptali,
hi¢ hazirlanmanmg 6grencilerin 6diillendirilmesi somacunu yaratacag gibi, (zaman kaybi,
gliven azalmasi, ciddiyetsizlik, vb,) bagka sorunlarm ortaya ¢tkmasina da yol agabilecektir.
©fretmenin drnek davramgi nasil olmahdir? '

Wittgenstein'in bu ve benzeri durumlar igin tepkisi

. Her agamada, bir sezgi depil, bir yarg: gerekir demek nerdeyse daha
dogru olacaktir [13, parag. 186]. :
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bicinmindedir.

Neyseki, gindelik yagamlaruz gozoniine aldifumizda, her zaman en sivri drneklerle
karglagmayiz. Sekreterler seyrek olarak ‘1002’ yerine ‘1004’ yazarlar; ve 6retmenler dak-
tilo hatalanim goriip diizeltir. Iyiwhazn‘}emm@ Ggrenciler ‘994, 996, 998, 1000, 1002, 7
dizisinin devarm olarak ‘1004’1 igaretler, ve giinlitk yagamda, ¢ofu zaman hersey yolunda
gider, Ve, ‘994, 996, 998, 1000’ serisinin devarm olarak ‘1002’ yerine ‘1004’1 igaretleyen
Ofrenciler, 6gretmenlerinden geger not alamazlar,

Eger dizi, ‘994, 996, 998, 1000, 1004, ?’ bi¢iminde verilmig olsayds, tarafimizdan, "1000°e
kadar ‘ +2’ daha sonra ‘ 44" biciminde algilanabilirdi. Fakat, ‘994, 996, 998, 1000, ?° ben-
zeri bir durum, basitge, " +2’ serisi" seklinde anlagilmalidir. Devam’in ‘1004’ oldugu
ogrenilinceye kadar, kabul edilecektir ki, ‘994, 996, 998, 1000’ dizisinin, sade bir bicimde,

"+ 2’ serisi"nin devanu olarak, ‘1002, 1004, ...” seklinde siirecegini bekleriz.

Bir miiddet igin, gézledifiimiz sayilarim, oyun diizenleyicinin bilgisayarinda gizlenmekte
olan 6nceden belirlenmis bir fonksiyon tarafindan tiiretildiklerini; ve bu dizinin
elemanlaninin, etkilegimli olarak (bir tahmin yapip o tahmin’i bilgisayara bildirdikten
sonra) birer birer ekranda gériindiiklerini varsayalim.

Eger ‘994, 996, 998, 7’ biciminde bir dizi verilmig ve bir tabminde bulunmanuz isten-
migse, normal olarak ‘1000’ deriz. ‘994, 996, 998, 1000, ?’ dizisini gordiigiimiizde, bir tah-
minde bulunmamiz istenince 1002’ deriz.

Devam’m ‘1004’ oldugunu goriince ne olur? Basitge, ‘1002’ olmadigim, ‘1004’ oldugunu
anlariz, Ve dilgiiniiriiz ki, gérdiigiimiz dizi " + 2’ serisi" degildir; "1000’e kadar ‘ +2’ daha
sonra ‘+4™ olabilir, Akabinde, devam bigiminin gergekten belirledigimiz gibi olup
olmadifim aragtirmaya baglariz,

Devan’m ‘1004’ oldujgunn ve fakat ‘1002 olmadifim gordiigiiniz zaman anladik ki say1
dizisi "+2’ serisi" defildir. Sayi dizisinin kuraltmn, " +2’ serisi"nin kurali oldugunu
varsaydik,

Gergegi gordiigtimiiz zaman, fikrimizi degistirdik.

Il. NEDEN ‘TEKDUZE OLMAMA’?

Bilgilerimizin kaynag, temel olarak, diginuzdaki diinyadir. Gerek duydugumuz verileri,
gozlemlerimizden edinmeye cahgiriz, Beg duyumuzun defisik kullanumlari, "bilgi"
dedigimiz geyin ana kaynagun olugtururlar. Bu bilgi yiim baghca gorerek, duyarak,
okuyarak, tadarak, dokunarak, koklayarak toplamr. Liitfen agagidaki ciimlelere kulak
veriniz:

Cok inanmam ben kulaklarima, ciinkii ¢ok yalan dinlediler. Ben
gbzlerime bile ¢ok inanmarn, ¢linkii aym geyin hem diiziinii hem tersini
gozlediler, Bir énermeye (sava) inanacagim zaman (6zellikie onunigin)
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arag trmada bulunmaya baglar ve beklerim; yeterli (‘tam olarak’
yeterli'nin de ne demek oldupunu bilmem) gézlemlerden sonra, kendi
kendime, "Muohtemelen (belki de") bu boylcdn (ya da, boyle
gomnuym) dunn

Bazi ogeleri verilen bu profil, kime; bir bilim diinyas: insamina mu, yoksa tiimevarima
inanmayip herseyden de kugkulanmayi savunan ‘giipheei’ bir kigiye mi ait? Kammeca, by,
yalnizea "sagduyu” dedigimiz geyi, bir cins icerme girigimidir.

Bir an igin diisiinelim: "Aksiyom" nedir? Tartigilmaksizin kabul edilecek ‘gergekler’
~ nelerdir? Nelerin aksinin de olabileceini "kesin olarak” diiginmemek isteriz? Peki, ni¢in
“boyle yapariz? Kayitsiz gartsiz kabul edilip, sonradan tartigma konusu yapilmig olan sorun-

lar, bilim tarihi’'nde ¢ok mu az sayrdadir? Bilim tanhx bile, (kendlsl) bir yerden sonra,
tartigma konusu degil midir? :

‘égx'erldigimiz yeni kogullar igiginda eski bildiklerimizden (hi¢ olmazsa bazilarindan)
vazgeemek hakkina sahip miyiz? Bunu hangi akla, hangi usavurum yontemlerine uyarak
“yapariz?... '

Frege, aksiyomatik sistemler konusunda énemli ¢aligmalar yapmug bir insandir. Kendi
orijinal aksiyomatik sistemi, Russell’mn, "kendisinin elemam olmayan kiime"nin incelen-
mesi dnerisinden sonra dejigikliklere ugramis midir? Kiime kurameilari bunu, Frege’nin
'yénelimini korumak, ve onarmak igin yapmamuglar mudir? Peki, bu onarim sirasinda
baz eski ‘kabul’lerden vazgegilmig midir? Bu davrams, bir yontem genellemesi iginde
degerlendirilebilir mi?

Degismie’ nin kavranigy, bir "degismez"lik diizleminde olugmaktadir. "Degigen diinya"min
kavramginda da ¢opu kez -hemen hemen hep-, igsel bir d e gigme zlik varsayim vardir.
Newton'm F = ma formiiliinii dile getirigi, diinyanun hep, belli ve kesin bir ¢ekim ivmesine
sahip olugu gézlerinden hareketle varilimg bir genelleme degil midir? Ama diigiiniiniiz,
kuvvet ile kiitle arasmdakibu belirli baginty, -sonra geligtirilmig olan- enerji kavraminin da
etkisi ile nasil bir degisiklife ugramistir?

~Iki nokta -arasindaki en kisa mesafe, her zaman bir dogru- pargas: midir? . Belirli bir
bigimde " diigiinmeye yonlendirildikten sonra, zihinlerimiz diiz bir ¢izgi anyor, Oysaki
' Euchdes g1b1 diig unméye zorunlu olmasak belki farkli da ydmtlayabﬂlrdlk bu soruyu.

Ici dolu bir kuremn Ustiinde -s0zgelisi- en kisa mesafe, iki nokta arasinda bir dogru
parcast degildir. Bir kupun 1k1 yuzeymdekl noktalal arasinda ise en kisa mesafe, bir kirik
c_;17g1 olacakt1 e : :

‘Ikinokta arasindaki en kisa yol, iistelik, "bir tane" olmak zorunda da degildir. Diinyanmz1

kiiresel olarak diigiinseydik; iki kutup-arasmdaki exi kisa uzakhik (yaya uzakligy), bir yarim
daire olacaktl. Ama bu yarim daire t ¢ k defildi, sonsuz sayidayd.
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Diinyamiz, bir mitkemmel kiire de degildir. Iki kutup arasum en kisa yoldan agmak is-
teyen bir gezgin, bir "yarum daire'yi izlemez. Onun kararlarim degigtirecek engeller, daglar
ve denizler, ve igi yokuga siivmeden agilabilecek daha kestirme yollar vardir. Biz, bir gez-
ginin izleyecepi en kestirme yolu 6lgii alsaydik, bir "yarim daire” de bulmayacaktik. Zeka
scisindan inceledifimizde, biiyiik ¢ogunlugumuz da kabul eder ki, izlenen bu yol, en "kes-
tirme" yoldur, Ciinkii dilnyamuz, -televizyon ekranmdan goriindiigi gibi- "yuvarlak" bile
degildir...

Giindelik konugma dilimizden bir drnek irdeleyelim: "Paris’in bagkenti Londra’du."
onermesi, sagduyumuz agsindan -agiktir ki~ dogru degildir, "Paris’in bagkenti Londra
degildir." demek te dopru degildir; zira dinleyen kisiye ‘Paris’in bir bagkenti oldufu’ sez-
dirilmektedir, "Paris’in bir bagkenti oldugu" dogru degildir. Dikkat edersek, burada iki
degerli mantikta oldugundan daha gok sayida deger 6lgiisii gegerli olmugtur; ¢linki ‘dogru

degil’, "yanlig"tan daha genig anlamili olarak kullanilmaktadir.

Gezginimize yukarida s6zettifimiz en kasa yol iistiinde bir tuzak kurulmus oldugumu
varsayalim, Olaylarin gelisiminden, -ve gesitli izlerden- gezginimiz kendisine bir tuzak
kurnlmusg oldugunu anladiginda, giizergahim degistirir, ve kendine daha emin bir yol seger.
Bu yol bir agidan bakildiginda daba uzun bir yoldur ama, bir diger agidan bakildifinda
"amaca giden en kisa yol" kapsaminda da -pekala- goriilebilir. Goérecelilik yaganumizin bir
parcasidir da belki, zira tuzak kurmay: bildigimiz gibi, -belki- faka basmamay: da bilebiliriz.

Hepimizin elbirligi iglerin giiclesmesine neden olur kimizaman,; o giigliiklerin zahmetini
de hepimiz birlikte ¢ekeriz. :

Klasik mantifin, modus ponens gibi en temel, en yerlegik sayilan bir kural bile,
tanitlamaya ¢aligtifimiz usavurum ydntemlerince kimi zaman tamnmayabilmektedir,
-Baglangigta "Kuglar ucar” dogru mudur diye sormug, ve yanhs demektense dogru demeyi
yeglemistik. Ozzie isimli devekugu sorgulandiginda ise Ozzie'nin u¢mayacafgini
soyleriz. Devekusu kug mudur dendiginde ise "Evet, devekugu da bir kug cinsidir" deriz.
‘Oysaki ‘modus ponens’, kuglar ugar’sa ve devekugu kugsa, devekusunun da ugacafim
sOyler!

Kirizaman, giindelik yagamlarimizda, akd yiritiirken bile, kimi "mantik" kurallarinim
digina da gtkmakta miy1z? Bunu, hangi akla uyarak yapiyoruz? Ugmak, "kug olma" nin ana
fikri ile birlikte mi ele ahinmalidir? Neden boyle bir varsayima inandik? Zira, kuglarin
kanatlari vards; ve tiinerken kullanilmasa da, kanadi kirik kuglar ucamasa da, kuglarin
kanatlar1 yavrularim korumak i¢in kullanilabilse de, ‘kanat-ugmak-igin’di.

‘Kanat-u¢mak-igin’se kiimes hayvanlar: niye u¢gmuyordu? Ustelik ugmak, kug olmamn
ana fikri ile birlikte ele abmacaksa, ugmayan kuglar nasil (Istanbul’un arasokaklarina
siginan "Garlik devri gérmiig bir Rus diigesi" gibi mi) algilanmalidir? Agikta kalan sorular,
belki de kapsanmak istenen sorunlarin genigligiyle de bagintilidir; ama giindelik hayattan
sececefimiz geligigiizel drneklerde kullandigumiz akil yiirlitme bigimleri, onlari formiillere
dokmek i¢in kullanmamiz gereken usavarum yontemlerini de -belki- belirlemektedirler.




V. TEKDUZE OLMAYAN USAVURUM YONTEMLERININ YZ AMA@LAEJ IQIN
YUKLENMELERI ISTENEN ROL RS

Ug ana zeka tiirii ayirtetmek isterim: insan, hayvan, ve makina, Ornegin bir robot igin, ya
- da genel amagh (ya da herhangi bir diger amagh) "zeki" bir bilgisayar programi yapmak is-
tiyorsak, gercek diinya hakkinda bazt bilgileri bu programda gosterimlememiz gerekir,
Boyle bir gosterimin, usavurumun neligi ve gergek yagam alanlarinda nasil yiiriitiilebilecegi
konusunda, bazi bilgileri icermesini gerektirecegini de soyleyebiliriz.

Yapay zekanin etkinlik ve yayginlik kazanmasi, yeni ve degisik bir teknoloji ahlaki (ve
hatta genel ahlak) gerektirebilecektir, Kammca bu yeni ahlak,, eski ahlak anlayigin
(anlayiglarmi) yalmizea yetersiz degil, kimi zaman hatta anlamsiz Jalmaktadir, YZ igin
konunun 6nemi, ahlakm, yapmak ve yapmamak lizerine yorumlarda bulunabilmesi

nedentyledir.

Yapay Zeka ve Bilgisayar Bilimleri, baglangiclarindan beri satrang oyunu ile ¢ok
yakindan ilgilendirilmiglerdir. Ekim 1990’da Scientific American’da "Satrang bilgisayarlan
yeni baglayanlari, uzmanlagmig oyunculari, ve gimdi bityiikustalar: yendi." diye bir saptama
yapildiktan sonra soruluyor: "[Bu makinalarin] birisinin, diinya sampiyonunu yenmesi
yalmzca zamana mi bagh [3]?" ‘

Ben saniyorum ki, bu yarin degilse 6biirkii giiniin (ya da 500 yil sonramumn) igidir. Satrang
sinirh bir oyundur, ve -veri stkigtirma teknikleri sayllmazsa- tek, ve sonlu bir aag yapisina
sahiptir. Bir oyuncu, her hamlesinde simrl sayida defisken secenek arasinda tercih
kullanir; ve yalnizea "5S0 Hamle Kural" bile, oyunun siurh karakterini belirlemege yeter.
"Pozisyon Tekrar: Kuralt’, ve diger kurallar da, ek sumrlamalar getirirler,

Bir en kiiciik satrang kitabi vardir ki sayfalar: sinirl sayrdadur; ki titm miimkiin varyantlar
(farkli dallar1 olarak) igerir, ve her segenek bu kitabin indeksinde belli bir sayfada
gosterilmigtir, ki o belli sayfada secilebilecek o dalin oynanabilecek kayd: mevcuttur.

Turnuvalarda oynanmug olan oyunlar, gergekte bu "en kiigiik" satrang agacinin dallari ya
da.yandallaridirlar; ve uygun bir kodlama teknigi ile, en kii¢lik satrang agacini olugturmak
tizere kayit ta edilebilirler, Ya da, tamamen veya kisim kisim, teknik bir "Satrang Verileri
Uretme Projesi'nde de olusturulabilirler,

Ote yandan, satrancin sinirlart samldigimea dar da degildir; ve satrang oyunu, gliniimiiz
kosullarinda, sanki sonu agikrmug gibi bile diisiiniilebilir (bkz. [6, s. 309]).

Satrang, belki ilk ¢iktifs zaman, oynayanlanimn (insanlarm) akillarmun, diigiinsel ve
duygusal yonlerden egitilmesini saglayacak bigimde ¢aligtirilmasini amaglayan bir oyundu.
Onceki bigemlerinden birisi, "filozoflarin oyunu” (ya da felsefe oyunu) diye de isimlendiril-
migti (simdiki masamn iki kat1 buytikliigiinde (2x[8x8]), 64 yerine 128 kareli).

Makinalar: satran¢ oynamaya yonlendirirken, amaglarimizi, yeni oyunculari (satrang
bilgisayarlarn vasitasiyla) yenmekten ziyade, onlar egitmek bigiminde de tanumlayabiliriz

43




(ve belirleyebiliriz). Ya da, -aymi teknik kapasiteyi kullanarak- ger¢ek yagam hakkinda
ihtiya¢ duyduklar: geyleri, daha iyi ve daba yopun olarak éfrenmelerine yardim etmefi
amaclayabiliriz.

Sorun’un bu bildiride fazla irdelemis olmadiprmiz (ve incelemeyecegimiz), estetikle (ve
dolayistyla sanatla) iligkili bir yonii daha vardir. Kimi antik ¢af digiiniiriine gore ise, etik
ile estetik, kogut bile sayilabilir...

"Kuglar ugar" dedigimiz zaman, "Bazt kuglar u¢ar" ya da "Cogu kuglar ucar" da diyebilir-
dik (ve hala da diyebiliriz); fakat, sunulmug olan problemin 6nemi, ilkesel olarak,
"wgma"nun, kug olmanin anafikri ile birlikte diigiiniilmesinden dolayidir. Yakup bir robot-
kontrol-programi’nin adi ise, 6rnegin ay yiizeyinde yiiriidiigii zaman (A’dan B’ye dogruca
gitmesi istendiginde sozgeligl) ay iistiindeki kii¢iik kraterlere ve ¢ukurlara diigmemeyi bil-

melidir.

~ Eger Yakup hakkinda biitiin bildigimiz onun bir "kug" oldugu ise, "Yakup ucar” deriz.
Yakup, ger¢ekte bir papagandir, ve ¢ikarimimiz, kanatlar kirik filan degilse, normal olarak
dogrudur, Béyle bir usavurum, onun bir serce ya da bir kanarya olmast durumunda da,
-normal olarak- gegerlidir. Fakat, Yakup’un bir devekusu oldugunu 6grenseydik hemen
fikir degistirir, ve "Yakup ugmaz" derdik. :

Birgeye ¢ok sevindigimiz zaman "kanatlanip, ugariz"; ugmak, i¢imizde ytizyillarin 6zlemi
gibidir... :

V. SONUGC

Yapay zeka, bir yonii ile insanogullarimn, ditgiincelerini arag ve gereg yardum ile
gerceklestirme (arag yapma) seriiveninin bir parcast; degerli ve giincel bir kismt olarak
algilanabilir. Psikoloji fonksiyonlarimzi incitmeksizin ele almmak istendiginde, yapay
zeka, belirli bir disiplin olarak, "felsefe miihendisligi" ya da "uygulamal: felsefe" diye bile
isimlendirilebilir. Komnu gergekten de énemlidir: Sézgeligi, CFC (kloro-floro-karbon)
gazim, giindin birinde, gecenin geg bir saatinde, bir tek kiginin -kocaman bir laboratuvar-
da- "kesfettipini" diigiinelim. Bu kigi, lizerine sanayiler kurulduktan sonra aym gazin, "dogal
dengeyi bozdugu ve ozon tabakasin yok edebilecegi" nedeni ile kullanimunin simirlandinlip,
ve hatta yasaklanmasi gerekecegini diigiinebilir miydi -iistelik aym anda-?

Maddenin atomlarim ve onun pargaciklarim merak eden 20. yiizyil ilk yan fizikgileri,
atom bombas1 yapmayi -ve bundan iki tane Japon adalarina atmayi- m1 amagliyorlardi?

Baz1 basit kararlar, temelden etkiliyor yagamimzi; ve kimi sonuglarim onlarin,
"yvagandiktan sonra” algilayabiliyoruz ancak. Yapay zeka, iki afz1 keskin kili¢ gibidir;
insanh@in difer gezegenlere ve yildizlara hayat: tagimasina yardim edebilecegi gibi, belki
bir "yapay zekasizlik"in da yardum ile diinyamzdaki yagam sona da erebilecektir...

44




TESEKKUR

Bu komdaki egitimime katkida bulunmug olduklan igin hocalarim Teo Griinberg,
Ahmet Inam ve Akin Brgiiden’s; ve giizelyazim yardimlan dolayisiyla arkadagin Ufuk
Ozliv’ye tesekkiirlerimi bildirmek isterim, Beni bu ¢cabgmamda destekledigi i¢in kurumum
TUBITAX a siikranlarinm belirtirim,

KAYNAKLAR

Dapli, M., Nonmonotonic Reasoning and Artificial Intelligence, Proceedings of
DECSYM’92 (DECUS At-Large, Side, Antalya, Mart 1992) 25-38.

Geffner, H. ve Pear], J., Conditional Entailment: Bridging Two Approaches to

[7]

i8]

[10]

[11]

[12]

[13]

Detault Reasomng, Arfijicial Intelligence 53/2-5 (yubat 1992) 209-244.

Hsu, F., Anantharaman, T., Campbell, M. ve Nowatzyk, A., A Grandmaster Chess
Machine, Scientific American 263/4 (Ekim 1990) 18-24.

Lukaszewicz, W., Non-monotonic Reasoning: Formalization of Commonsense
Reasoning (Ellis Horwood, Chichester, 1990).

McCarthy, J., Applications of Circumscription to Formalizing Commonsense
Knowledge, Artificial Intelligence 28 (1986) 89-116.

McCarthy, J., Mathematical Logic in Artificial Intelligence, Daedalus 117/1 (1988)
297-311.

McDermott, D.V., Non-monotonic Logic II: Non-monotonic Modal Theories, Jour-
nal of ACM 29 (1982) 33-57.

Minsky, M., The Society of Mind (Simon and Schuster, New York, 1986).

Moore, R.C., Semantical Considerations on Non-monotonic Logic, Artificial Intel-
ligence 25 (1985) 75-94.

Perlis, D., On the Consistency of Commonsense Reasoning, Comput. Intell. 2 (1986)
180-190. Ayrica: Ginsberg, M. (Ed.), Readings in Nonmonotonic Reasoning (Mor-
gan Kaufmann, Los Altos, CA, 1987) 56-66.

Poole, D., The effect of Knowledge on Belief: Conditioning, Specificity and the Lot-
tery Paradox in Default Reasoning, Artificial Intelligence 49 (1991) 281-307.

Reiter, R., A Logic for Default Reasoning, Artificial Intelligence 13 (1980) 81-132.

Wittgenstein, L., Philosophical Investigations (Basil Blackwell, Oxford, 1953).







Issues in Commonsense Set Theory
Mijdat Pakkan and Varol Akman

Department of Computer Engineering and Information Science Bilkent University, 06533
Bilkent, Ankara

Abstract

This paper discusses commonsense set theory. First a brief review of classical set theory
is given. Then the need for a commonsense set theory is questioned and the properties of
a possible theory are examined. Finally, previous work in the area is presented.

1. BRIEF REVIEW OF EXISTING SET THEORIES

Set theory is a branch of modern mathematics with a unique place because other
branches can be formally defined within it [1, 2]. The theory had started with the work
of Cantor on infinite series. In his early conception, he thought of a set as a collection
into a whole of definite, distinct objects of our perception or thought [3]. It did not take
a very long time for this theory to be revised. Several paradoxes, including Russell’s
famous paradox of “the set of all objects which have the property of not being members
of themselves,” were introduced, leading to new axiomatizations of the theory [4].

Among the various axiomatizations, are Russell and Whitehead’s Theory of Types [5]
which brings in a hierarchy of types to forbid circularity and hence avoid paradoxes, and
von Neumann, Bernays, and Godel’'s NBG which introduces the notion of a class for
the same purpose [6]. Strengthening NBG, a new theory, called MK (Morse-Kelley) was
obtained (7, 8]. This theory is suitable for mathematicians who are not interested in the
subtleties of axiomatic set theory. In 1937, Quine proposed his New Foundations, NF, to
overcome some unpleasant aspects of the Theory of Types while keeping the main idea
same [9]. He introduced the notion of siratification for this purpose. NF is a nice theory,
avoiding Russell’s Paradox, and allowing all mathematics to be defined within it, but has
some strange properties. For example, Cantor’s Theorem, a < 2%, cannot be proven in
NF, because a set used in the proof is not defined since it is not stratified. In general,
the most popular axiomatization is ZF, originated by Zermelo [10] and later modified by
Fraenkel [11]. The intention was to build up mathematics by starting with the empty set
and then construct further sets cumulatively by various operators. This hierarchy works
as follows [12]. | :

Initially, the Axiom of Extensionality says that a set is completely determined by its
members. The Null Set Aziom states the existence of the empty set 8. The Pair Set
Aziom then constructs the sets 0, {#} and {0,{0}}, and other one and two element sets.
It is the Sum Set Aziom which constructs sets with any finite number of elements by
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Figure 2: AFA representation of the circular set ) = {0}

defining union of existing sets. Finally, the Aziom of Infinity states the existence of at
least one infinite set from which others can be formed, viz. {8, {0}, {,{0}},...}. This
hierarchy can be depicted as in Figure 1. There is also the important Aziom of Foundation
which basically prohibits sets which are members of themselves, thus avoiding the classical
paradoxes.

In spite of its popularity in current research, ZF has its drawbacks. It is weak to decide
some questions like the Continuum Hypothesis. It is also weak in some applications (set-
theoretic, linguistic) which make use of self-reference, since circular sets like 2 = {a} are
‘prohibited by the Axiom of Foundation. ZF is also strong in some ways, viz. it, violates
the parsimony principle which states that simple facts should have simple proofs [13].
(This can be seen in the use of the Power Set Axiom in the proof of a simple notion
like @ x b.) It can also be claimed that it is bad for mathematical practice that all the
mathematical ob jects are to be realized as sets. ‘ _

New theories have been developed throughout the century besides the huge amount
of research in ZF. The Admissible Set Theory which originated in the Sixties is one of
them. Work on admissible ordinals resulted in a first order set theory called KP (Kripke-
Platek). Barwise weakened KP to a new theory KPU by readmiiting urelements which
are indivisible individuals [13]. KPU is an elegant theory which supports the cumulative
hierarchy. It overcomes some of the disadvantages of ZF and seems to obey the parsimony
principle. But it still cannot handle circular sets.

It is the Hyperset Theory which can do that. The origins of this theory are in the late
Twenties, but it evolved throughout the century. The theory makes use of graphical rep-
resentation of sets. In the Eighties, Aczel got interested in the subject and proposed the
Anti-Foundation Awiom (AFA) [4]. With the existence of AFA, one can easily represent
circular sets as in Figure 2. But what is more remarkable with the theory is that it does
not require other axioms of ZF to be thrown out. Aczel’s theory was successfully used by
Barwise and Etchemendy in their thought-provoking work on the Liar Paradoz [14].




2. COMMONSENSE SET THEORY

Representing all compound entities and the relations between their parts in terms of
sets gave rise to the success of set theory in mathematics. This also seems to apply to
commonsense reasoning as well. McCarthy has mentioned the possible use of set theory
in Al and invited researchers to concentrate on the subject [15]. Unfortunately, not much
progress has been made since then. In the sequel, we will study some noteworthy research
essentially due to Perlis [16}, Zadrozny [17], and Mislove et al. [18].

If we want to design an intelligent machine which will work in the realm of human

beings, then we must make sure that it has commonsense kno wledge and-that-it-is-able to———— |

make inferences from that knowledge. Commonsense reasoning involves three main parts:
a domain theory, knowledge representation, and inference. We are primarily dealing with
knowledge representation issues. The first idea is to represent commonsense notions by
sets. To take a classical example, we can consider the commonsense notion of society as a
relation between a set of people, rules, customs, traditions, etc. Here, we face the problem
that commonsense ideas do not have precise definitions as mathematical ideas do. For
example, in the definition of society, the notions of tradition and custom are as complex
entities as the definition itself, and should best be left to intuition. However, sets may
still be useful in conceptualizing such terms. One may, for instance, want to consider the
set of societies disjoint from any set of individuals. Moreover, the idea of collecting a set
of individuals for further thought is still an important process, e.g., the Comprehension
Principle.

A theory proposed for use in commonsense reasoning can be examined in a variety of
ways. The first point to examine is the concept of set formation, immediately leading to
the question whether to admit urelements or not. It seems intuitive to answer affirmatively
because this matches with the naive notion of a set as collectmg individuals satisfying a
property into a whole.

But then we directly face Russell’s Paradox. The problem is due to using a set whose
completion is not over yet in the formation of another set, or even in its own formation,
Then we are led to the question of when to consider a set of individuals satisfying a
property as an individual itself. This brings the notion of cumulative hierarchy into
picture. Cumulative hierarchy is one common construction of our intuition and can be
illustrated by the example in Figure 3 where we start with simple blocks, and make towers
out of blocks, and make walls out of towers, and so on.

In the cumulative hierarchy, any set formed at some stage must be consisting of ure-
lements (if any) and the sets formed at some previous stage. At this point the problem
of “sets which can be members of themselves” arises, because they are used in their own
formation. Circularity is obviously a common means of commonsense knowledge repre-
sentation. For example, we should allow the unique set of all non-profit organizations
to be a member of itself, since it may also be a non-profit organization (which is not
an-unexpected event). So, a possible theory should allow circular sets. Barwise and
Etchemendy’s'work also demonstrates beyond doubt that circularity is an integral part
of our daily discourse and hence should be allowed by a commonsense set theory [14].

One further‘aspect to be considered is “possible” membership. A commonsense set
theory may be helpful in providing representations for dynamic aspects of language by
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bricks

§

towers made of bricks

walls made of towers

rooms made of walls

buildings made of rooms

Figure 3: A simple hierarchical construction representing the cumulative hierarchy

making use of partielity. We can allow our sets to have possible members as well as real
members. Then we can have an operation of clarification to determine the real members
among possible ones.

Other-set theoretical issues to be considered include cardinality and well-ordering. For
example, imagine a box of 34 black and 16 white balls. We know that there are 50 balls
in the box, or formally the cardinality of balls in the box is 50. After shaking the box,
we would say that the balls are not ordered any more. But this is not true in classical
set theory since a set with finite cardinality must have a well-ordering [17). Countmg
is another aspect to be considered. While the formal principles of counting are precise
enough, we may observe that people also use quantifiers like “many,” “more than half.”
For example a system which can represent the phrase “A group of people are walking
towards me” should not probably answer questions like “Who is the first one?” since
there does not exist a well-ordering for the set under consideration.

- There is relatively little work done in commonsense set theory. Perlis introduced a series
of theories for this purpose. He first proposed C'ST, which is a version of naive set theory
with only an axiom of comprehension. Then he extended it to C'ST} using Ackermann’s
Schema [19] to support cumulative hierarchy but still could not handle circular sets with
it. Finally he proposed C'ST; by combining C ST} with the universal reflection theory of
Gilmore and Kripke [20]. While this theory can represent circular sets, its consistency is
not proven yet.

Zadrozny, who does not believe in a “super” theory for commonsense reasoning, con-
centrated on cardinality and well-ordering issues mentioned above and proposed some rep-
resentation schemes. He introduced a non-standard class of Nums for counting purposes
and using Nums, he gave non-classical interpretations of cardinality and well- ordering.
In the context of his interpretations, he proved that there are sets with finite cardinality
which do not have a well-ordering and that there are well-orderings Plements of which do
not form a set (hence solving the Box Problem above).
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Mislove, Moles and Oles worked on protoesets, a generalization of HF, the set of well-
founded hereditarily finite sets [18]. Protosets are sets with some packaging which might
obscure some elements of the set. They proposed their Partial Set Theory based on pro-
tosets, with a relativization of Aczel’s work. Their theory is consistent with respect to
Aczel’s, because it is a conservative extension of the latter.

3. CONCLUSION

i """"“'“""”““we“e@ﬂ@&de“‘?h‘%“sef*ﬁheﬂfywc'an”he”usefuﬁwconﬁﬁmg@ﬁmwmmﬁa@y”ﬂ“""”W”"‘”""’"’”‘" —

may change: a universal commonsense set theory may be developed, or different set
theoretic concepts may be examined and modified. No matter what proposal is followed,
we believe that vesearch in this field is promising, considering the current success of set
theory in mathematics.
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Abstract
Artificial Neural networks (ANNs) attempt to emulate the massively parallel and
distributed processing of the human brain. They are being examined for a variety

to review the current applications of ANN to scheduling problems and to identify
possible research areas. The paper also adresses to Travelling Salesman Problem
(TSP) due to some inherent similarities between scheduling problems and TSP,

1 INTRODUCTION

Scheduling refers to the time-phase allocation of all the system resources such as
machines, tasks and materials handling system. In scheduling literature, job and ma-
chine pairs can represent patients and hospital equipment, classes and teachers, ships and
dockyards, dinners and cooks, cities and traveling salesmen. To perform a job, each of
its operations must be processed in the order given by the sequence. The processing of
an operation requires the use of a particular machine for a given duration. Fach machine
can process only one operation at a time. We seek to find a processing sequence of jobs
on each machine in order to minimize a given cost function. The cost function consists of
one or more of the following basic criteria [1]:

e criteria based upon completion times,
e criteria based upon due dates, and
e criteria based upon the inventory and utilization costs.

Job-shop scheduling is cosidered as the general case of scheduling problem where
n jobs, and m machines are modeled (n|m job-shop). Except a few cases the job-shop
scheduling problem is in the class of NP hard. As a consequence, a near optimal solu-
tion is considered to be good enough for real life problems. In the literature, a number
of analytical approaches have been proposed to solve this problem ranging from priority
dispatching rules to integer programming formulations. A heuristic method using ANNs
might also lead to the near optimal solutions of this problem. This is the basic motiva
tion behind this research. Our objective is to review applications of ANN to scheduling
problems and identify possible future research areas.

2 OPTIMIZATION BY ANN

ANN is a new approach to find optimal and near optimal solutions for the NP hard
problems. With a few exceptions in all ANN applications to the optimization problems,
Hopflield Neural Network Model are used.

85

¥ ,,,,Wwww*woﬁn@&&l;&&lmwvewbeeﬁm&r'e&»wa}iﬂ%mdt—-moh"eﬁﬂmﬂﬁevﬁwmf*thiﬁ“‘fﬁﬁéﬁ‘“i‘?ﬁ””ﬁﬁr"""’”’”W“’ i




Hopfield Neural Networks are highly interconnecied networks that minimize a given
energy function by local perfurbations until the network becomes stable at a local or
global minimum. The interconnection weights are determined by the energy function
which represents the objective function,

Since TSP is one of the famous AP hard problem in a classical optimization litera-
ture, most of the ANN applications to optimization problems are directed to TSP problem
(2,3,4,5]. Thus, we give a brief summary of these applications before investigating ANN

in the contex of job-shop scheduling problem,

2.1 TSP Solutiens by Hopfield Neural Networks

The problem is mapped into a 2D matrix using N2 neurons (neurons are represented
in the matrix as a;;,¢,5 = L..., V), where N is the number of cities. A permutation
matrix is required to have a feasible solution, The constraints and the cost function of
the problem is coded into the network via the interconnection weights Ty, y; (between
neurons ay,; and ay;) determined by the energy function I [2].

B A2 5550 ViV
+B/25: Vo x Dxay Vil
+C/2(Cx i Vi ~n)?
+D/23x Cvax Tidxy VeiWis ++ Wint)

The interconnection matrix defined by the ahove energy function is as follows,
Txiyj = =Abxy(l = ;) =B&ij(1 ~ bxy) ~C —Ddxy (8141 + 6;i-1)
(b =11il7=3 and 0 otherwise)

A, B,C, D are problem dependent scaling constants, The terms of A, B, are hard
constraints in order to have a feasible solution, and 1) is the soft constraint for satisfying
the objective function.

There are two basic problems rising up with Hopfield Neural Networks when size of

the problem gets larger:

1. When the energy function gets stable at a local minimum and can not even find
feasible solutions because of the complexity of the energy function and size of the
problem,

2. The computational requirements of the network increases as the problem size gets
larger.

In most of the cases,an annealing approach is used to escape from the local min-
ima. There are a number of different annealing methods recommended in the literature.
Some of them are: Simulated Annealing (SA), Fast Simulated Annealing (FSA), Mean
Iield Annealing (MFA), Rejection-less Simulated Annealing (RSA), etc. The methods
are applied for getting to a global minimum instead of a local minimum. In general, the
annealing process increases the computational time to get a stable state of the hopfield
network,
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2.2 Job-shop Scheduling by ANN

2.2.1 Job-shop Sheduling by Hopfield Model

Hopfield Neural Networks have also been applied to scheduling problems. The time-
dependent traveling salesman problem may be stated as a scheduling problem in which
1 jobs have to be processed at minimum cost on a single machine. The set-up cost
associated with each job depends not only on the job that precedes it, but also on its
position (time) in the sequence. Hence, the (n|m) job-shop problem is more difficult to
handle than TSP, Several approaches to the job-shop problem with Hopfield Model are

swnmerized-as-follows: ‘ :

Gulati & Iyengar [7] proposed a hopfield model using a mapping of the uniprocessor
scheduling problem with hard deadlines, and task priovities. The problem is mapped into

- a Hopfield Neural Network with nlog(n,) neurons. Where n is the number of jobs and
n, indicates the total processing times of all johs. In order to reduce complexity the time
axis is scaled logarithmically. The neuron matrix shows the starting times corresponding
to each job.

The energy function to be encoded to the network has four terms:

1. Term for tardiness (Er),
2. Term for waiting time (Ew),
3. Term for overlapping (),

4. Term for precedence (£p).

Hence the energy function to be minimized by the network will be : Biotal = Ep -+
Ew + Eo + Ep. In the simulations, [fast Simulated Annealing (FSA) is used to have near
optimal solutions with 20 job problem.

Foo and Takefuji [3] developed a hopfield net by mapping the njm job-shop schedul-
ing problem with the objective of minimizing mean flow time on a mn by (mn + 1) 2D
neuron matrix similar to those for solving the traveling salesman problem. Constant pos-
itive and negative biases are applied to specific neurons as exitations and inhibitations,
respectively, to enforce the operation precedence relationships. At the convergence of neu-
ral network, the solution to the job-shop problem is represented by a set of cost function
trees encoded in the matrix of stable states. Fach node in the set of trees represents a job,
and each link represents the interdependency between jobs, The cost attached to each
link is a function of the processing time of a particular job. The starting time of each
job can be determined by traversing the paths leading to the root node of the tree. A
computation circuit computes the total completion times (costs) of all jobs, and the cost
difference is added to the energy function of the stocastic neural network. Using a sim-
ulated annealing algorithm, the temperature of the system is slowly decreased according
to an annealing schedule until the energy of the system is at a local or global minimum.
By chosing an appropriate annealing schedule, near optimal and optimum solutions to
job-shop problems can be found.

37




_w,»,»»w»ﬁ;wnagg@ss&py%e»yaﬂéeaﬁly~fhoesﬁmmmfmﬁqn?§*jﬁbw start at time 0. Constraint of

There are three basic (hard) costraints to he encoded in the neural network to have
a feasible solution. These conditions are:

1. no more than m number of jobs are allowed to start at time 0,
2. self-dependency on each operation is not allowed, and
3. precedence relationships between operations must be obeyed.

If there are n jobs and m machines available then at most m jobs can start inde-
pendently at time 0. Constraint of type (1) arises when n > m. In this situation, it is

type (2) is necessary to avoid self-recurring dependency paths. This condition is enforced
by placing strong inhibitions (negative bias) at appropriate neurons such these neurons
will not trigger. Constraint (3) is important such that the precedence order of processing
each operation is not violated, ' .
Based on the problem formulation the global energy function which contains the
constraints of a job-shop problem is defined as: '

E= A/25x ¥ T ViV
+B/2(Cx T Vxi — 2)?

The first term is zero if and only if each row in the matrix of neurons do not contain
more than one firing neuron. The second term is zero if and only if there are z neurons
being turned on in the whole matrix of neurons. The interconnection (conductance)
matrix defined by the above energy function is as follows: Txiy; =—Abéxy(1 - 6;) - R

The energy function, composed of the hard constraints and the cost of total com-
pletion times of all jobs is applied to an annealing schedule. Their method gives feasible
and near optimal solutions for 413 job-shop problems.

In the future work, Foo and Takefuji [5] represented the same problem in an integer
linear programming form with the cost function of the total finishing times of all jobs.
They coded the integer linear program to the hopfield network with less complexity and
solved the same size problem above,

Integer linear programming neural network (ILPNN) for the job-shop problem han-
dles the following integer linear programming problem:

Minimize
2ois ‘S’ikf

Subject to
Sik = Sen 2 tijoa, if operation (i,j-1,h) precedes {1,j,k)

Sk Sik + Hox (1 = yip) 2 tip i1, p<n, 1 € k< m
Sik = Spik + H % Yip 2 Lpgr 121, p<n, 1 <k <

Sip 2 0
Vipt = Oorl
where

i == The machine which the last operation of job i is assigned.
sit = The starting time of operation k of job i.
Liz = The duration of operation j of job i al machine k.
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There is a total of mn? constraints in the problent. Phe constraints are encoded 1o
the ILPNN using nm(nm + 1)/2 neurons. Simulation studies based on solving the linear
differential equation of neural network show that the ILPNN approach produces optimal
or near optimal solutions, although it does not guarantee the finding of optimal solutions.

Zhou,Cherkassky,Baldwin, and Olson [6] further improved the performance of ILPNN
for job-shop scheduling problem. In their approach, they unified the indices indicating
operations and machines to have the following integer programming representation of the
problem with less number of constraints using nm neurons (similar notation with the
above is used). Tor any two operations (i,k) and (j,p) assigned to the same machine.

Minimize

Soim Siky
Subject to
Sik = Sik—1 +tip <0
si1 20
ik — Sjp +ti, <0

CSip— Skt <0 o

The number of constraints and the computational time grows linearly as the size of

the problem gets large.
Comparison of the 4|3 job-shop for the three different models:

method number of neurons | number of interconnections
TSP Tike [3,4] 156 54336
ILPNN [5] 78 ‘ 2880
Improved ILPNN [6] | 12 48

Finally, Hulle [12] formulated the job-shop problem on a goal programming model
and mapped this model into a goal programming network. This kind of network finds
the optimal goal programming solution which will also satisfy the job-shop problem’s con-
straints. The solution is obtained by repeatedly performing goal programming relaxations
and binary adjustments until convergence, According to this method, an optimal solution
for the original problem can not be guaranteed, but the solution is always feasible with
respect to the constraints of the job-shop problem.

2.2.2 Other ANN Applications to Machine Scheduling Problem

Chryssolouris, Lee, and Domroese [8) used a back propopagation network to establish
adequate weights on the criteria used locally at the workcenter level based on performance
measure goals for the job shop,

Carlos and Alptekin [9] proposed an integrated (expert systems and ANN) schedul-
ing system in which, a backpropogation network was used to rank some scheduling rules
based on the current status of the system and job characteristics. The outputs (relative
weights) of the network were further analyzed by an expert system to generate schedules.

If both of the above studies, ANNs were mainly used for finding appropriate weights
of either scheduling rules or decision making criteria, rather that developing schedules
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directly by a backpropogation network.

Osman and Potts [10] used the simulated annealing approach for the permutation
flow-shop problem. The results indicated that SA improved the performance measures
better than known constructive analytical algorithms.

3 THE PROPOSED APPROACH & SUGGESTIONS FOR FURTHER RE-
SEARCH

The performance of the hopfield model in large sized problems is not satisfactory.
The reason for that is stabilization of the network at a local minima of the energy func-
tion. In most of the cases, hard constraints (terms for a feasible solution) as well as soft

S ,M,»chonstmints_éberm&fermepmm%sehﬁ%on%memdedﬁnﬂtoﬁhé—en@fg*y*fmﬁﬁff“n thiscase,

the energy function becomes complicated (i.e. the number of local minima are too many).
In general, an annealing process is used to reach to the global minimum. But annealing
is not easily applied to all problems. Because the process is time consuming and the
solution may be still far from the global minimum due to too many local minima. A
better solution may be obtained by a less complicated energy function which is composed
of soft terms only. Hence, the number of local minima in the energy function will be
significantly reduced. This may be done by an appropriate normalization process. Also,
if we can control bias terms of some neurons that are known to have a tendency to reach
a certain activation level at the optimal solution, we can reduce the feasible solution set.
Hence, further reduction in the number of local minima can be achieved by reducing the
range of the energy function. In addition, the biased neurons might be changed during
the emulation of the network to adjust the global minimum into the reduced feasible set.

Another approach for decreasing the number of the local minima, and increasing the
size of the problems solvable by the network may be dealing with the hard constraints and
the soft constraint seperately. This may be done by composing the energy function (in-
terconnections) only by the soft constraints. While the network stabilizes, the activation
levels of the neurons can be manupilated so that, the orthogonal projections to the hard
constraints (feasible set) are done. This method decreases the number of local minima.
The orthogonal projections to the hard constraints guarantees the feasibility of the final
stable state of the network. This proposed approach is currently being investigated by
the authors.

Another research direction could be to reduce the size of scheduling problems. This
can be done by clustering the jobs and machines into groups and solving each of these
subproblems. This clustering can be performed by using a self organizing neural network.
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Abstract
We present a connectionist approach for solving Tangram puzzles. Tangram is an ancient Chinese puzzle
where the object is to decompose a given figure into seven basic geometric figures. Our connectionist

approach models Tangram pieces and their possible placements and orientations as connectionist neuron
units which receive excitatory connections from input units deﬁning the puzzle and lateral inhibitory
connections from competing or conflicting units. The network of these connectionist units operating as a
Boltzmann Machine, relaxes into a, configuration in which units defining the solution receive no inhibitory
input from other units. We present results from an implementation of our modél using the Rochester
Connectionist Simulator.

1 Tuatroduction

Tangram is an ancient Chinese puzzle in which the objective is to decompose a given figure into seven
basic geometric figures [2].! Tangram figures may belong to a broad spectrum, varying from geometrical
Tangrams, 's'u"c‘h as triangles, trapezoids or parallelograms, to representational ones, such as human figures.
Our previous work has used traditional artificial intelligence and computational geometry techniques to
solve these puzzles [6]. In this paper, we present a connectionist approach for solving Tangram puzzles.
Our connectionist approach models Tangram pieces and their possible placements and orientations as
units which receive excitatory connections from input units defining the puzzle and lateral inhibitory
connections from competing units. The system of units operating as a Boltzmann Machine relaxes into
a configuration in which units defining the solution receive no inhibitory input from others. We have
implemented this connectionist model using the Rochester Connectionist Simulator [4] and present results
from our implementation.

"The seven-piece set of Tangram is cut from a square as shown in Figure 1. The small triangles are
called basic triangles. The other pieces are all compositions of basic triangles. The rules of Tangram are

!Henceforth, we will refer to these geometric figures as Tangram pieces, or picces for short.

3

Figure 1: The Tangram pieces: 1,2 -ldrge triangles, 3 ~ square, 4 — medium triangle § - parallelogram,
6,7 ~ small triangles.
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Figure 2: A representational Tangram which depicts a running man, and its solution.

self-evident: the given figure is to be decomposed into the Tangram pieces, and the decomposition has to
use all seven pieces. For example, in Figure 2, part (a) shows a Tangram which depicts a running man,
and part (b) gives the solution for that Tangram.

2  Grid Tangrams

Grid Tangrams constitute a subclass of Tangrams in which every vertex of each of the seven pieces that
comprise the Tangram coincides with the points on a square grid. The grid points are separated from
each other by unit length, the edge length of the square piece (¢f. Figure 1). Figure 12 later in the paper
gives some examples of grid Tangrams and their solutions,

3 Connectionist Models

Connectionisin has come out as novel paradigm in artificial intelligence owing to results of the work of
the past decade. The basic computational paradigm is based on a network of massive number of siraple
processing units whose functionality models that of real neurons [12,3]. There have been a tremendous
number of applications of this computational paradigm in widely varying arcas, such as cognitive science,
signal processing, combinatorial optimization etc. It the latter, such nelwork models have been used to
obtain approximate solutions to a number of well-known hard problems [7,9].

Connectionist models have been applied to solving puzules by Kawamoto [10] who has used an auto-
associative network with some extensions to implement hill-climbing for solving a number of puzzles
including the DOG = CAT puzzle where the objective is to generate a sequence of 3-letter words starting
with DOG and ending with CAT changing 1 letter at a time. Takefuji [13] has used a neural network
model to obtain a parallel algorithm for tiling a grid with polyominoes.

3.1 Boltzmann Machines

Our approach in this work uses a Boltzmann Machine model [1} for solving grid Tangram puzzles. Boltz-
mann Machines are neural network models that are specifically applicable to constraint satisfaction prob-
lems which can be (approximately) solved by relaxation search. They combine the Hopfield model (8]
with the simulated annecaling paradign [11] to perform relaxation search through a state space. Contrary
to Hopfield networks where the state space search may get stuck in local minima of the energy measure
being minimized, the Boltzmann Machines introduce a probabilistic component to the state change deci-
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sion of the neuron units along with the concept of a Temperature parameter to simulate annealing, The
basic idea behind Boltzmann Machine operation is the following: Bach neuron units computes a weighted
sum of the inputs that are connected to it. If the sum exceeds the unit’s threshold then the output of
the unit is set to 1 indicating active unit state. If, however, the sum is below the threshold, the output is
determined by a probability distribution (described later in Section 4.4). The unit’s output may be set
to 1 with a certain probability determined by the distribution. Thus, instead of only moving downhill
towards a mininum, the network exhibits some random behavior so that it may occasionally go uphill in
the energy space to skip over or jump out of local minimum and not get stuck there.

"The probability distribution that determines this random behavior is a function of a parameter commonly
called the Temperature in reference to the use of temperature in the process of annealing [11]. The higher
the temperature, the higher the probability a unit may turn on even though its net input is below the
threshold. During network’s operation, the temperature is reduced slowly, reducing the chances that a
unit may switch on with a given net input.

. ,V,,,,,,,,ﬁ,,m_w,_mtZmnlM&dﬁnﬂs“»aE&CSp%i&w&diblkGGI’;\S"J“P“&riﬂ{"“Sfrf}“iSfaC‘ﬁi@fT‘p’rdﬂmm@ﬁmmrﬁﬁtﬁ? FEpres T

sent hypotheses and the connections between units represent constraints axnong hypotheses. Hypotheses
which mutually reinforce each other have positive weights on their mutual connections, which competing
hypotheses have negative weights, However, such machines are more suited to deal with weak constraints
where the problem is to find a configuration of units in which the most important constraints (indicated
by connection strength) are satisfied. ‘This is in contrast to hard constraind problems where the objective
is to find a configuration where all constraints are satisfied. Solving Tangram puzzles involves satisfying
a number of hard constraints, but as will be seen later, Boltzmann Machines have been successful in
solving this problem.

4 A Connectionist Model for Grid Tangrams

4.1 Representing the puzzle \

Our model represents a grid Tangram puszle as sets of active units representing grid points covered by
the puzzle. Since such Tangrams may have holes or concave boundaries, we have chosen to represent
each grid point by a set of 8 units as shown in Figure 3. The grid points are labeled with coordinates
(4, 7), i indicating the row and j indicating the column in the grid in standard matrix notation. The eight
units associated with each grid point indicate in which orientations the puzzle area or boundary extends
around that grid point. The orientations are: Left(L), Right(R), Down(D), Up(V), Right-Up(RU),
Right-Down(RD), Left-Up(LU), Left-Down(LD). A grid Tangram puzsle is represented by externally
setting the grid units for relevant orientations of each point covered by the puzzle. For example, a grid
point which is totally covered by the puzzle has all of its orientation units on, so does a point which is
on a boundary but has a wedge missing as shown in Figure 4. Figure b shows a complete example of the
representation of a grid Tangram in our model. The reader may notice that there is a rather superficial
similarity between our representation and Freeman’s “chain code” [5].

4.2 Representing the Tangram Pieces

In grid Tangrams, the placement and orientations of the base puzzle pieces are limited. For example
“the only way that the square piece can appear is when its corners are on the grid. There are 4 possible
orientations of each of the other picces:

1. Small triangles can appear in orientations Left-Up (LU), Left-Down (LD), Right-Up (RU) and
Right-Down (RD) depending on where the vight angle corner of the triangle is placed with respect
to the grid point (7, 7). If the corner is on point (7, ) then it is in LU orientation, if the corner is on
point (i< 1, 7) then it is in LD orientation, if the corner is on (7, + 1) then it is in RU orientation
and when the corner is on (i 41,7 + 1), it is in RD orientation. When we talk about the “LD
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Figure 4: Representation of the puzzle space around a grid point by orientation units
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Figure 6: Orientations and labeling of Tangram pieces

small triangle at (4, §)”, we mean the triangle with the right-angle corner at (¢--1, §) with the other
cornerg placed at (7,7) and (¢ + 1,7+ 1).

2. Medium triangle can appear in orientations Up (U), Down (D), Left (L) and Right (R) depending
on where the right-angle corner points to. For example, when we talk about the “R medium triangle
at (7,7)”, we mean the medium triangle with the right angle corner at (¢ + 1,7 + 1) and the two
other corners at (i,7) and (i + 2, 7). Similarly, & U medium triangle at (4,7) has its right angle
corner on (7, + 1) and its two other corners at (¢ +1,7) and (i 4 1,5 + 2).

3. Parallelogram can appear in orientations L, R, U and D. In the U and D orientations the longer
dimension is along the vertical axis, and in L and R orientations the longer dimension is along
the horizontal axis. For example the “L parallelogram at (¢, §)” has its corners at (4,7), (4,7 + 1),
(i +1,5+ 1)’ (z+ L +2)'

4. Large triangle can be placed in the same orientations as the small triangle — i.e., LU, LD, RU, RD

— except that these pieces are larger. For example, the “RD Large triangle at (4,7)” has it right
angle corner at (¢ -+ 2, j + 2), and the two other corners at (4, + 2) and (i + 2, 7).

Since the grid is finite, certain placements of the pieces around the boundary are not applicable. Figure
6 shows the set of possible orientations for all the pieces.

In a grid of size I rows by J columns, there are 4(1 ~ 1)(J ~ 1) possible placements of a small triangle,
(I = 1)(J ~ 1) placements of the square, 2(I ~ 1)(J — 2) + 2(I — 2)(J ~ 1) possible placements for the
medium triangle and the parallelogram, and 4(I — 2)(J - 2) placements for a large triangle. In our
connectionist model, all these placements of pieces are represented by neuron units (depicted in Figure 7)
which receive excitations from input units representing the grid area covered by the puzzle and inhibitory
inputs from the outputs of other conflicting neuron units. They sum their inputs and determine their
output probabilistically in the manner described later in Section 4.4. For example, the unit representing
a square at (4, ) receives excitatory inputs from the following grid orientation units:

1. For grid point (¢,7): R, RD, and D units,

2. TFor grid point (7,7 + 1): L, LD, and D units.

3. For grid point (¢ 4+ 1,7): U, RU and R units.

4, For grid point ({ + 1,74 1): U, LU, and L units.

Similarly for instance, the unit representing an LD large triangle receives excitatory inputs from the
following grid orientation units:
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Excitatory Inputs
grid units defining
the puzzle

Inhibitory Inputs

from conflicting units 4
i

Figure 7: A neurdn unit representing a single placement and orientation of a Tangram piece

1. For grid point (¢,7): D, RD units.

9. For grid point (i + 1,4): U, RU, R, RD, D units.

3, For grid point (i +2,5): U, RU, R units.

4. For grid point (i -+ 1,7+ 1): LU, L, LD, D, RD units.
5. For grid point (42,5 + 1): L, LU, U, RU, R units.
6. For gnid point (i + 2, 7 +2): LU, L units.

Figure 8 shows the {ﬁ'puts for one orientation of each of the & distinct Tamg;am pieces.

4.3 Represénting Placement Constraints

Any unit which has all of its excitatory inputs active can be part of a solution of the given grid Tangram
puzzle provided it does not conflict with another unit. The conflicts can be in one of two ways:

1. Only one of the units representing a class of units (e.g., squares) can be active as there is only one
such piece in the puzzle set.?

2. A given piece of area on the puzzle can be covered by only one piece, hence only one of the units
covering an ares can be active.

These constraints are represented by lateral inhibitory links between conflicting units. For the first set
of the constraints above, we use a standard winner-lake—all network organization [3]. All units within a
single class (e.g., squares or medium triangles) are linked to each other with inhibitory links representing
the fact that only one of them can be active. Thus, within the resulting connectionist network for a given
Tangram puzzle, there are 7 separate such winner-take—all networks.

For the second set of constraints, we establish mutually inhibitory links between any two units representing
piece orientations and placements whose areas of coverage intersect. For example Figure 9 shows all
the other kinds and orientations of pieces corresponding to the units with which a single UP medium
triangle unit has mutually inhibitory links. These correspond to the second set of constraints above. The

2For convenience, we treat the second small and large triangles as distinct classes of units, that just happen to have the
same shape as their counterpart.
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7 (1, j+1)

(i+1,§) GeL]) (41, j+1) (+1, j+2)
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41, ) +1, j+1) (el 3+2)
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Arrows originating from a grid point indicate the grid point orientation units sending
excitatory input to the units representing the piece with the given orientation.

Figure 8: Excitatory inputs to the some of the units
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Figure 9: Piece orientations for units (shown cross-hatched) mutually inhibitory with unit for a medium

triangle piece in the UP orientation (shown in white) '

Grid Size | Number of | Excitatory Inhibitory | Avg., Inh. Links
I'xJ Units Links Links per Unit
4x4 161 1,892 9,472 58,83
5x4 224 2,688 16,008 71.46
Ix3 288 3,376 22,696 78.81
6x4 287 3,484 238,794 82,91
5x5 312 3,824 27,488 88.10
6x7 626 7,912 88,474 141.33

Table 1: Network Statistics from a number of grid configurations

inhibitory links enforcing the first set of constraints handles overlaps with other medium triangles. Thus,
in the solution, a given piece of area of the puzzle is covered by only one piece which inhibits all other
competing pieces.

Figure 10 shows the general architecture of the resulting network and Table 1 shows some network
statistics from a number of different grid configurations. It should be noted that the average number of
inhibitory links per unit is rather high.

We use the following approach for setting the weights: For the excitatory links from the grid input units
the link weights are set to 1/G where ( is the number of grid point orientation units that are connected
to a given unit.® For the inhibitory links we use a link weight —1.1, so that a unit with all excitatory
inputs 1 and one inhibitory input active gets a net input of -0.1 which gives it a reasonable probability
of switching on. Figure 11 shows a plot of the legistic function and the probability of a unit’s changing
state for different temperatures and number of inhibitory inputs,

This network operates as a Boltzmann Machine where units determine their output according to a certain
probability distribution which changes depending on a Temperature parameter, T', which is slowly reduced

$The only reason the the weights are selected in this way is that when all the excitatory inputs to a unit arve active
then the net excitatory input to a unit will be 1. @ = 7 for the stall {riangle units, 12 for square, medium triangle and
parallelogram units, and 22 for the large triangle units,
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Figure 11: The logistic probability function for Bolztmann Machines

as time progresses,

4.4 Operation of the network

Once the network is constructed, the grid units corresponding to the grid points covered by the puzzle
are activated and these send excitatory inputs to all the units. With T, set to its initial value, the units
start operating in the following manner:

e If the total excitatory input to the unit is less than 1.0 (i.e., some of the underlying grid units
are not active), then the output of that unit is set to 0 since this unit can never be a part of the
solution,

If the total excitatory input to the unit is 1.0, and there is no inhibitory input the unit output is
set to 1.0.

If the total excitatory input to the unit is 1.0, the unit output is set to 1.0 with a probability
P = 1/(1+ e ™7T) where net = 1 + inh is the net input to the unit with inh being the total
inhibition (hence negative). Thus, units receiving a slightly negative net input (i.e., only one
inhibitory input active) have a good chance (around 0.5 when the temperature is high) to turn on,
while units receiving more inhibitory input have a much less chance of turning on.

i

In a cycle, the network of units are updated in an asynchronous manner in a random order determined by
the simulator. 7" is reduced by a factor of 0.9 after every I iterations determined by the cooling schedule,
Thus as the temperature “cools down,” the probability of a unit with a given negative net input switching
on is reduced. If, in three consecutive cycles, no units change state, then this is interpreted to be a local
extremum and the temperature is slightly raised to force the network out. For all the puzzles that we
have e)ip,enimgpted with, the corresponding networks have converged to a solution in which 7 active units
do not receive any inhibitory inputs.
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Figure 12: Some grid Tangram puzzles and their solutions

4.5 Results

We have modeled a number of grid Tangram puzzles using the model described above. Ten such puzzles
are shown in Figure 12. We have tried a number of cooling schedules for the Boltzmann Machine by
changing the initial temperature and the temperature change cycle — obviously many similar schedules
are possible. Table 2 shows the number of cycles required for converging to a solution for the puzzles
shown in Figure 12 for four cooling schedules. It can be observed that no schedule is in general better
than the others. It is also possible to change the strength of the inhibitory connections to more negative
values and get a (possibly) slightly different behavior. Figure 13 shows the plot of the range of cycles
required for convergence to a solution, versus the cumulative count of the runs, for 100 runs of two puzzles
(puzzles 7 and 10) using the last schedule in Table 2. The only difference among these runs is the initial
random number seed that determines the order of updates. Jt can be seen that a large percentage (a2
70%) of runs converge to a solution in relatively small number of iterations (< 500) in both cases.

& QConclusions

We have presented a connectionist model for solving grid Tangrams based on the Boltzmann Machine
model. This model represents the placements and orientation of the Tangram pieces by units which
receive excitatory inputs from grid point units included in the puzsle area. The placement constraints
between the units are represented by inhibitory links between conflicting units. We have implemented this
model vsing the Rochester Connectionist Simulator and presented results from our implementation. Qur
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Sch. Puzzles !
To | 1 1 2 3 4 5 6 7 8 9 10
1.0 110 | 618 | 392} 934 | 129 | 1603 | 201 | 605 | 249 | 350 | 197
1.0 5 | 1423 | 188 | 103 92 | 2264 { 108 | 200 | 548 | 705 | 534
0.5 1101} 101 { 80 | 1459 | 377 | 255 53 | 22561 276 | 332 | 201
1.0 5 [ 1065 | 763 | 783 | 2079 | 791 | 756 1 184 [ 1291 | 464 | 70

Ty is the initial temperature and I is the number of cycles after which the temper-
ature is reduced by 0.9.

Table 2: Cycles required for solution for varicus Boltzmann Machine cooling schedules

results show that the networks constructed for a variety of puzzles converge in a few hundred iterations.
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" Abstract

In this study, the problem of orientation in maze like patterns is aimed to be
solved by using neural networks in which the neurons are organized as cellular
arrays. The maze patterns are coded in the array of the neurons by considering the
corresponding cells in the maze. A probabilistic algorithm that handles the loops in a
way similar to Tremaux's algorithm is proposed to find out a path from the initial
cell to the final one by using only the local informations. The paths found in this way
are not necessarily the shortest. A competitive learning algorithm is introduced by
which the network learns one of these paths. The path learned in this may not be the
shortest one but the learning strategy favors shorter paths as confirmed in the
experimental results,

1. INTRODUCTION

A maze or a labyrinth is a network of paths through which it is hard to find one's way
[S].  In greek mythology, Labyrinthos is the name a building with intricate
passageways designed by Daedalus for King Minos of Crete to bewilder the
uninitiated . The Minotaur, a monster with a bull's head and a man's body was kept
there and fed with human flesh, Theseus, the chief hero of Athen, killed the
Minotaur and escaped from the Labyrinth with the help of a silken cord given him
by Ariadne, the doughter of King Minos [1]. Architectural labyrinths of this sort
were not uncommon in the ancient world. The temple in Egypt, in the east to the
Moiris lake, that contained 3.000 chambers, 1500 of which is under ground, is an
example of this kind. The labyrinth in Lemnos having 150 columns, and the labyrinth
in Closium, Italy, containing rooms on within another, are the other examples.
Throughout the Middle Ages the walls and floors of many catedrals in Continental
Europe, were decorated with mazes that symbolized thc’ snakelike twists of sin and
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the diffuculty of keeping on the true path. In England, mazes were cut in the turf
outside the churches, and they were traversed as a part of a religious ruial . Garden
mazes made of high hedges and intended solely for amusement became fashionable
during the late Reneissance. The one in the Hampton Court Palace, England, and
the other in Versailles Palace, France, are the famous gardens with labyrinths[1,3].

From the mathematical standpoint a maze is a problem in topology. & maze can be
solved quickly on paper by shading all the blind alleys until only the direct routes
remain. But in the case a map of the maze is not available, such a method is not
applicable. If the maze has one entrance, and the object is to find the way to the only

exit, it can always be solved by placing your hand against the right (or left) wall and
keeping it there as you walk. In such a solution, to reach the exit is guaranteed,

———although the route-is-not-likely to-be-the-shortest-one. The-same-method can-be————

applied for the mazes in which the goal is within the labyrinth, provided there is no ‘
route by which you can walk around the goal and back to where you started. If the

goal is surrounded by one or more such closed circuits, the hand-on-wall method
simply takes the searcher around the largest circuit and back out of the maze [3).

Mazes having no closed circuits are called 'simply connected' (Figure 1.a). If a maze
is simply connected, then it means that it has no detached walls. Mazes with
detached walls contain closed circuits, they are called ‘multiply connected ' (Figure
1.b). The Tremaux Algorithm formulated by Edonard Lucas in 1882 is able to
solve all mazes, including multiply connected ones with closed loops that surrounds
the goal. As the maze is walked through , a line is drawn on one side of the path, say
the right side. When a new junctures of the paths is confronted, any path can be
chosen. If in walking along a new path, a previously visited junction is confronted or
a dead end is reached, turn around and go back the way you came. If in walking along
an old path, which are already marked on the left, a previously visited juncture is
reached, then a new path is taken , if one is available, otherwise an old path is taken.
A path marked on both sides is never entered [3].

Figure 1. a) Simply connected maze b) Multiply connected maze (
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Psychology and computer are the fields of science in which interest in mazes is high.
Psychologists uses mazes for several decades to study the learning behaviour of men
and animals. For the computer point of view, they can be used for the
development of the learning machines. In this paper, cellular neural networks are
used to solve mazes. For this purpose the maze pattern is placed in the cellular
array. In such a maze, while some of the cells permit to pass through them, some
others forbid. Therefore the set of cells that permit to pass through them constitutes
some passages in the maze and the elsments that forbid to pass constitutes the walls,

Given a maze pattern, the aim is to find out a path in the passages connecting a
predetermined initial cell to a final one, and meanwhile to learn a reasonablé short

path as the experiment on the maze is repeated for several times.

A probabilistic algorithm for cellular neural networks, that handles the loops in a
way similar to Tremaux's algorithm is - proposed to find out a path from the initial
cell to the final. A path found in this way is not necessarily the shortest one. But a
competitive learning algorithm- is introduced by which the network learns the paths
favoring the shorter paths. It has been observed through the simulations that most
of the time the network learns the shortest or the next shortest paths.

2. CELLULAR NEURAL NETWORKS

The structure of the cellular neural networks is similar to the cellular automata.
Each unit is a neuron and it is called cell. Any cell in the network is connected only
to its neighbor cells and they can interact directly with each other. Cells which aré not
neighbours can affect each other indirectly because of the propogation effects of the
network [2,4]. The structure of the cellular neural network used in this paper is
shown in Figure 2.

Figure 2. The structure of the two dimensional cellular net used for solving maze
problem
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Here C(1,j) is used to denote the cell in row i, column j. For a cell C(i,j) the neighbors
are

N = {CO-L)C0+ Ly CO,j-1),Cl -+ 1D} (L

which are the cells in the left, right, vp and down respeciively. The notation (ij;k1) is
used io denote the connection from C(Lj) to C(kl), and W(ijk]) to denote its
weight. In this paper, the connection weights are not assumed to be symmetric, that is
W(i,j;k,1} is not necessarily equal to W(k; ij) . Furthermore, it is guaranteed that
the summation of the weights of the connections from a cell to the neighbors is equal
to one, that is for each C(i,j) in the neiwork:

Wi+ 1)+ Weiji- L)+ WO LD+ WL+ 1) =1 @)

Here, the cellular neural network is not used in the classic meaning, The structures
of the units and the connections are almost the same as before, but  the connections
are activated instead of the units for describing a path from the initial cell to the
final. Only the strengths of the active connections are updated when the network is
forced to learn this path. The ouiputs of the neuorcons are either 0 or 1. The
connection weights are effective in choosing the next neuron in the path, whose
output is to be set to 1.

For a cell C(i,j) the connection weights are assigned initial values as follows:
W(i,j;k,1) is set to 0 and never changed if C(k,l) is a cell in the wall, else W(i,j;k1) is
set to 1/n where n is the number of neighbors that are in the passages. The weighis of
the connections are changed by learning,

For the maze problem, one of the cells is predetermined as the initial, and one
another as the final cell. A maze pattern is represented by clamping the outputs of
the cells in the walls to 0. However the outpuis of the other cells are not clamped, so
they may have output value either 0 or 1. A cellular array to represent the maze
pattern given in Figure 1 b, is shown in Figure 3. In the figure, the connections are
not shown for the simplicity and the dark cells, corresponds to the neurons whose
output are clamped to 0 since they are in the walls.. The other cells corresponds to
the passages, and the shaded part represent the cells taking place in a path from the
initial cell to the final one. For the given example, the cell C(2,2) is the initial cell
and C(8,10) is the final, In the figure several different paths connecting the initial
node to the final are shown. ‘
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Figure 3. The cellular array representing the maze of Figure 1.b, and some possible
paths having length a) 38 units b) 46 units ¢) 46 units d) 50 unit

3. WALKING IN THE PASSAGES

At a time, only one of the cells has output value 1 indicating where we are in the
maze. For the next time, one of the neighbors of the current cell becomes on and
the previous node becomes off. Such a cell in the neighborhood is chosen
probabilistically by considering the connection weights. The neighbor having
connection with larger weigth is more probably to be chosen. For this purpose, each
neighbor is assigned a random value between 0 and the weight of the corresponding
connection. Then, the one being assigned the largest value is chosen as the next node
to be visited. Since the connection weights to the wall cells are initially set to 0 and
never changed, such a cell is never selected as the next one.

In the beginning, the neuron for the initial cell has output value 1, and all the others
are 0. Finally it is - expected that the final node will be on and it will remain as 1,
unless a new experiment has not been started. Since the wall cells are clamped to 0,
they never have value 1, that means it is not possible to pass through a wall cell.

Within an experiment, the network is assumed to be able to remember the activated
path in its short term memory. When a cell C(k,l) in N(i,j) is chosen just after cell
C(ij) then the connection (ij;k,l) is activated if connection (k.1jij) is not already
active, otherwise the connection C(klLji) is deactivated instead of activating
C(ij;k,1). The first part corresponds to propagating in a passage and the second
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corresponds to return. Special care should be taken for the loops of the passages.
Such a situation s implied if one of the ouigoing connection say C(i,j;k,1) is already
active when we arrive a cell C(i,j) and it can be checked by using local information. It
existence of such a loop is distingnished by the active connection (i,j;l,1) when we
arrive in C(i,j), the algorithm directs to choose C(k,1) as the next cell and deactivate
the connection (ij;k,1). Therefore the loop is erased by passing through it for a
second time in the same direction. When the final node is reached, which is the end
of the experiment, we have a path made of active connections whose information is
stored in short term memory.

4. LEARNING THE PATHS

Initially, the weights of the connections going out a cell is set inversely proportional
to the number of neighbors that are in the passages but not in the walls. When an
experiment terminates, only the weights of the connections going out from the cells
that are on the path are updated. Say, C(i,j) is such a cell then W(i,j,k,I) is updated
by the formula;

W(t) +c/Lif connection (i,j;k,1) is activated in the path
W(t+1)=y W(t) - c/Ln, connectiton (i,j;k,!) is not activated,but C(k,1) is not on a wall
no change if C(k,l)is on a wall. 3

where W(t) is the weight of the connection (ij;k,1) at trial ¢, L is the length of the
path, n is the number of neighbors of C(i,j) that are not on a wall, In the formula, ¢
is constant about Lmax/100 where Lmax is the length of the longest path in the
chosen maze pattern. Notice that after the update of these weights, still the
summation of the weighis of the outgoing connections is 1. In general, updating
weights means storing  information, that is correlated with the path in the last trial,
in the long term memory as a result of learning.

5. EXPERIMENTAL RESULTS

A cellular neural network of size 17x25 as shown in Figure 3 is used for the solution
of the maze given in Figure 1.b. The network is tested for 30 different randorm seeds.

For each seed the following procedure is applied:

1. Clamp the outputs of the neurons corresponding to the walls of the maze to 0,
2. Set initial weights as explained in section 2,

3. Find a random path as explained in section 3,

4. Update the weights as explained in section 4,

5. Goto step 3 for the next trial (repeated for 300 times in the experiments)
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Figure 4. shows the results for some different seed values in which the time elapsed
in finding a path, the length of these paths and the time/length ratio for the
consecutive trials are demonstrated. Figore 5, is the histogram showing the
distribution of the paths that are learned for 30 different seeds.
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Figure 4. Experimental resulis for some different seeds a) seed 0 b) seedl c) seed 7
d) seed 15

# of Occurences

38 46 (1) 46 (2) 50
Length

Figure 5. Distribution of paths that are learned for 30 different seeds.
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Through these experiments it has been observed that:

L Initially it takes a Jong time io find a path. However as the sysiem leains in each
trial, the time/length ratio converges to 1 indicating that the path is directly followed
without going back and forward unneccessarily, :

2. The learning sirategy favors the shorter paths, but does not guarantee that it will
be the shortest one.

6. CONCLUSION

The problem we put forward is to find a correct path which connects an initial cell to
a desired final one in a cellular neural network representing a maze. A probabilistic
algorithm based on cellular neural networks is proposed to find a path as the solution
—of the—problent-and-a-strategy to-learn these paths—is-also giver. Tn such a schemma it B
is not guaranteed to learn the shortest path, but it favors the shorter paths, The o
experimental resulis are quite reasonable indicating the existence of such a learning.

As a feature work, we are going to search the effect of forgetting some prefix of a
path when it is to be learned and also the effect of partially remembering the
previous paths on the performance of learning the shortest path. Furthermore, a
genetic algorithm will be developed aiming to find out the shortest path as a result
of the mutations on the paths that generated previously.
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Ping-Pong @ymmasnmégrmm yapay sinir ag
Selami Aratma ve H. Levent Alan
Bilgisayar Mithendisligi Bolimi, Bogazigi Universitesi, 80815 Bebek-Istanbul
Ozet S :
Bu galigmada ¢ok katmanh bir perseptron yapismdaki yapay bir sinir afma ping

pong oynamasi Ogretilmuigtiv. Yapay sinir agina girdi olarak rakibin topu athi a¢t
ve__konumun beslenmekte, buna karsibk kendi raketi igin bir konum ve agi

belirlemesi istenmektedir. Degisik efitim kiimeleri ve af yapilart denenmis ve
. basarilar kargilagtimlmgtir,

 1.GIRIS

‘ Bugiine kadar yapay sinir aglan bir ¢ok Ofrenme problemine bagan ile
- uygulanmugtir- [1,2]. Bu cabgmada ise ¢ok katmanh perseptron yapisindaki bir
yapay sinir agmna ping pong oyununu oynamayr Ofretmek ve performansim

incelemek amaclanmmsgtir.

2. MODEL

" LA

XY

Sekil 1. Model.

Modelimizde, bir yapay sinir a1 (YSA) otomatik bir rakibe (R) kargt ping-pong
oynamay! Sgrenmekte ve oynamaktadir. R, saha igine diigecek toplan, yani gegerli
~ atiglan, hatasiz kargilamakta ve topu geri gonderirken her zaman gecerli bir atig
yapmaktadir. R, hedef olarak sahamin iki yakast arasmdaki noktalardan herhangi
birini esit olasthkla segmektedir. Oyunun iki boyutta oynandifi bu yiizden topun
hicbir zaman fileye takumadifi, riizgar gibi bozucu dig etkenlerin olmadif, her
iki oyuncunun da topa her zaman aym kuvvetle vurdugu ve yansima kanunlarmin




gegerli oldugu kabul edilmigtir,

¥5A’ya girdi olarak Rnin topu atig agi ve konunu beslenmekte, buna kargihik
kendi raketi igin bir konum ve aq belirlemesi isteumektediv. Yani, YSA’ndan iki tiir
davramgt Gfrenmesi beldenmeltedir. Birincisi, Rnin  attift topu  karsilamaktir,
(Karglayamadis durvinda K tipi hata ortaya glimaktadir.) Ikincisi ise, yalmzca
savunmada kalmamast amaciyla karglanan topa Ruin bulundugu yerden en uzak
noktaya diigitrmeyi saglamak ve ayni zamanda da RYyi gagirtmak amaciyla tepe
noktast masanin uzak ucunda olmak {izere bir normal dagiimodan agr se¢mekitir,
(Eger, YSA topu kargiladifh halde geri atarken saha igine diigliremezse A tipi hata
ortaya ¢ikmaktadir.)

3. AG YAPISI

Y54, ¢ok katmanh perseptron topolojisindedir [1). AgZ, girdi katmani, sakh
katman ve gikti katmanindan olugmaktadir, Her katmandaki birimler yalnizca bir
sonraki katmandaki birimlerle baglantilidir (bkz. sek.2) Girdi katmammnda iki girdi
birimi bulunmaktadir. Bunlar sirasiyla R'nin topu atiy agist ¢R ve R’nin vuruog
konumu xgp'ye kargihk gelmektedir, Aym sekilde, ¢ikti katmamnda da iki birim
bulunmakta ve bunlarm ¢ikti degerleri ¥SA’nin topu yamtlayacagr konum xy ve
raketin yamtlama agis1 a. cinsinden tepkisini belirlemektedir. Sakli katmandaki
birim sayist ise en digiik A ve K tipi hata verecek sekilde deneme yamlma
yontemiyle belirlenmektedir.

Seldl 2. Yapay Sinir Afn (Esik birimleri gosterilmennigtir).

4, BGITiV YONTEME

¥8A'nm egitimi igin  egitmenli bir youtem olan hata ger yayma yontemi
kullamlmugtir+ [1]. Egitimde,  dogru girdi-gkt1  ciftlerinden olugan bir  egitim
kiimesinden yararlamlir. Bu yontem, her bir veri takim igin tekrarlanan iki
evreden yani ieri gegls ve geri geciy evrelerinden olgmaktadir. {leri gegis evresinde
girdiler girdi birimlerinden YSA ya beslenir ve ag icinden ¢kt birimlerinin
¢iktilarim hesaplamalk amaciyla ileriye yayilir.
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Sakh katmandaki birimlere girdi

2
— .
gj"‘;}; LiWy; Y

0

seklinde hesaplanir. Burada, I, girdi katmarnndaki i. birime girdi, Wy i. girdi birimiyle
jo sakli katman birimi arasindaki baglantiun afiwhfidir. 0 numarali birim egik
birimi olup ¢iktist her zaman +1 deferindedir. Sakh katmandaki birimlerin

hy=£(gy) (2)
" cikisy
* " pibidir ve bunlar gikti birimlerine
L ey ‘,h,
. =y
91”2y 3 (3)
¥ e

seklinde girdileri olugturur. Bu denklemde, n, sakh katooandaki birim sayisi, W, ise
j- saklt katman birimi ile k. ¢ikt1 birimi arasindaki baglantilarin agirliklandr.
- Cikt1 katmanmdaki birimlerin gktilan ise

o= Flgy) - | (4)

-denklemiyle verilir. Bu gah§ma<::1a, (2) ve (4) pumarall denklemlerdeki etkilenim
" fonksiyonu olarak

1
F(x) =
£ x) 1+e7X

(5)

‘seklindeki sigmoid fonksiyonu kullamlmngtir. Sakl  katmandaki  birimlerin
etkilenimleri ¢kt  katmammna beslenitken kot  katmamndaki  birimlerin
etkilenimleri YSA’'mn  ¢ktilanm  olugtururlar,.  Bu  gktilar  istenen. ¢ikti
degerleriyle karsilagtinihr ve '

, |
Bl ¥ (de-0,) 2 | | - (6)
24 -

‘geklinde” bir hata terimi hesaplamnir. Bu denklemdeki d istemen i degeridir.

--Bundan sonraki evrede ¢nce sakll katmanla kit katmam arasmdaki baflanti
“agrhklar, sonra da  girdi  katmamyla sakli katman arasindaki  baglanti
afirliklari

I | o
AWiJ““"T]f—gﬁ-;; b : o (?)




seklinde en dik inig yontemiyle degigtirilerek hatamn en aza indirilmesine ¢aligilir,
Eser 1 kiigiikse inig ¢ok yavay olabilir, 1)'nin bityitk oldugu durumlarda da yiiksek
genlikli salmimlar gozlenebilir. Bu soruna getirilen ¢Oziimlerden biri, (7) numaralt
denkleme

o G - E5) (®)

seklinde bir momentum terimi eklemektir. Bu denklemdg o, momentum katsaysi,
Wl-t t. adindaki baflant afuwhf, W, "l se (t-1). adimdaki baglant
agirhgidic. Buradaki diiglince, degigime bn: eylemsizlik katarak asinn salimimlar
yapmas: yerine ortalama bir azaly karakterine sahip olmasim saglamalkiir.

Iki evreli bu iglem, egitim kiimesindeki biitlin elemanlar i¢in tekrarlamir. Egitim
kumesmdela butun elcmanlarm YSA ya bxr defa gosterllmesme bir a’ewr demr Hata
bu]unmayan elemanlardan OIU§dn bxr demme kumcs1yle YSA’nm genelleme yetenegi
Olgiliir. Eger yeterli gorilmezse sakl katmandaki birim sayisim arttirmak, daha
bagka egitim kiimesi kullanmak gibi yontemlere bagvurularak daha iyi bir sonug
alinmasina ¢ahgihr. :

5. EGITIM VE DENEME KUMESININ OLUSTURULMASI

Herhangi bir YS8A'mn egitimindeki en Onemli etmenlerden biri de egitim
kitmesidir. Egitim kimesindeki elemanlarm sayss: yanmda temsil etme nitelikleri
de ¥5A'nin genelleme yetenegini etkiler. Bu ¢ahgmada incelenen etmenlerden birisi
de bu olmugtur. Olasi konum ve ag degerleri kullanilan etkilenim fonksiyonunun
ozellifi nedeniyle [0.05,0.95] arabfindaki degerlere cevrilmig ve bu aralik degisik
sayida egit pargaya bolinmilg ve degigik kompozisyonlara sahip egitim kiimeleri elde
edilmistir.

Bu caligmada sabit bir deneme kiimesi kullanmak yerine gercek oyun kogullarin
daha iyi temsil etmek diigiincesiyle, YSA her on devirde bir 3000 kere oynatilmig ve
K ve A tipi hata oranlan hesaplanmgtir. Bu oyunlar swasinda R, atig hedefini

rasgele se¢mektedir.
6. SONUCLAR VE TARTISMA

YSA’'nn ping pong oynamak i{izere -efitilmesini kolaylagtirmak ve ¢esitli
etmenlerin etkilerini incelemek amaciyla PC tipi bilgisayarlarda ¢ahgabilen etkilegimli
bir yazilm gergeklegtirilmiy ve biitin ¢ahymalar bu benzetim yazilirm
kullamlarak  yapimugtir.  Yaziim, Turbo Pascal 6.0 ortaminda geligtirilmitir.
Kullamer araylizii $ekil 3’de gorildiigi gibidir. Bitin benzetimler, 25 MHz hiza
sahip 80486 iglemcili bir bilgisayarda yapilnug ve bu benzetimierde =02, a=0.7
degerleri kullandmstir,

YSA’'nm efitimi swasmda egitim kimesinin biiyitkliigi ve sakh katmandaki
birim saysin K ve A tipi hatalar dstindeki etkisi incelenmigtir. Yapilan
benzetimler sonunda A tipi hatanm bir kag devir sonra sifira indigi ancak K tipi
hatamn % 20 nin altina digmedigi gozlenmigtir. Sekil 4. den de goriildigii gibi K
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Sekil 3. Benzetim yazihimi kullanicr arayiizii.

tipi hatanm toplam atiy sayisina oram olarak tammlanan bagart oram iistiinde
yalmzca efitim kimesindeki veri takim sayist degil bu veri takimjarmin ag ve
konum vzaym tarama sikigfimin da 6nemli oldugu anlagiimaktadir,

gekil 5 ise daha ilging bir sonucu gostermektedir. Egitim kiimesinden bagimsiz
olarak devir sayi1 arttikca K tipi hata silirekli azalmamakta aksine belli bir
degerden sonra artmakta ve bir bagka deferde sabit kalmaktadir. Bu da, buradan
sonra agin efitim yapildifini [2] gostermektedir, Bu yiizden egitim iglemine K tipi
hatanin en alt diizeyine erigildigi noktadan sonra devam etmek gereksiz hatta zararh
oldugu sonucuna varilabilir.
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gekil 4. Bagar1 oranmn egitim kiimesi  kompozisyonuna gore degisimi.

Sakli katmandaki birim saysmun ise bagan oram {stiinde fazla etkili
olmadiff1 da Sekil 6 dan gbrillmektedir.
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Sekil 5. K tipi hatamn ve E nin devir sayisiyla degisimi. (Borada kesikli ¢izgi K tipi
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Sekil 6. Bagari oranmin sakli katmandaki birim sayisina gore degigimi.

Bundan sonraki ¢aligmalarda glinci boyutun eklenmesi, bozucu dig etkenlerin
3 & Y ?

géz Onine ahnmasi ve topa farkh hwziarla vurulmasinin etkilerinin incelenmesi

diigiintitmektedir.
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Towards a formal semantics of Turkish
Erkan T and Varol Akman

Department of Computer Engineering and Information Science,
Bilkent University, Bilkent, Ankara 06533 Tiirkiye

Abstract : :

Jon Barwise and John Perry were instrumental in formalizing the commonsense notions
e that-language-is—an—integral-part-of -our-everyday-experience-and-consists—of situated—— 1
activities such as talking, reading, writing, and listening. Primary function of these
activities is to convey information. Depending on the time and place of its utterance, and
its speaker, a statement can convey different information and hence can have different
meanings. Various versions of the theory of meaning and reference set within Barwise
and Perry’s situation semantics have been applied to a number of linguistic issues (mainly)
in English. In this paper, a semantic account based on situation semantics is proposed
to establish a framework for understanding sentences in Turkish. The full version of this
paper has been submitted to a journal for publication.

1. INTRODUCTION

Language is an integral part of our everyday experience. Some activities related to
language include talking, reading, writing, and listening. These activities are situated,
they occur in situations and they are about situations [2]. What is common to these
situated activities is that they convey information [10, 12, 13]. When uttered at different
times by different speakers, a statement can convey different information to the listener
and hence can have different meanings. Consider the sentence “That really atiracts
me.” Depending on the reference of the demonstrative that, its interpretation and hence
meaning would change. For example, it would be uttered by a boy referring to an icecream
cone ot by a cab driver referring to fast driving, meaning absolutely different things [18].

To give a viable analysis of meaning in Turkish, we follow the theory of meaning and
reference set within the framework of situation semantics. Situation semantics is a rather
recent approach to language and information, first formulated by Jon Barwise and John
Perry [6]. Tt provides a fundamental framework for a realistic model-theoretic semantics
of natural language [5]. Various versions of this theory have been applied to a number of
linguistic issues (mainly) in English [1, 3, 4, 9, 16]. The ideas emerging from research in
situation semantics have been also joined with well-developed linguistic theories such as
lezical-functional grammar and these works led to rigorous formalisms [17]. On the other
hand, situation semantics have been compared to some other mathematical approaches
. to the theory of meaning such as the Montague Grammar [8, 11].

‘\ In this paper we propose a semantic account based on situation theory to establish a
framework for understanding sentences in Turkish [22]. We focus, as a preliminary step,
on utterances in which speaker uses simple sentences to convey information to listener.
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What we mean by understanding o sentence is to identify the constraints placed on its
utterance and to fill the roles of individuals (a point that will be explained in Section 2) by
clarifying issues such as co-reference of phrases [19]. We consider simple SOV (Subject-
Object-Verb) sentences formed from names, singular pronouns, and verb phrases. For
such sentences, we are developing an artificial language and defining semantics to identify
the meaning of expressions in this language.

2. SITUATION THEORY AND SITUATION SEMANTICS

Situation theory is an attempt to develop a mathematical field for meaning, which will

clarify and resolve the problems in the study of language, information theory, intelligence, ;

— """**”'”"”"*"%1mm*4ﬁdf4{4%mﬁﬂmaﬁtaﬂﬁﬁmryﬁmeamngjm"“rz;q‘tﬂ“r“eig"ﬁtﬁe—bmﬁ“"'”'"'""“"“’;' —
in mathematics. According to the theory, individuals, properties, relations, and spatio- k
temporal locations are the basic constructs. The world is viewed as a collection of ob jects,
sets of objects, properties, and relations.

Individuals are conceived as invariants. Having properties and standing in relations,
they persist in time and space. Objectsarc the parts of individuals. Words are also objects,
L.e., invariants across utterances, All individuals, including spatio-temporal locations,
have properties (like being fragile or red). They stand in relations to one apother (like
being prior to, being in, on, or under).

A sequence such as < r,zy,...,x, > where » is an n-ary relation over the individuals
Tl -y Ty 18 called a constituent sequence. Suppose an individual, named Bilge, was
eating icecream yesterday at home and she is also eating icecream now at home. Both of
these situations share the same constituent < eats, Bilge,icecream >. These two events
occurring at the same location, but at different times, have the same situation type s (cf.
[2] for the origin of this idea). Situation types are partial functions from relations and
objects to the values 0 and 1.! The situation type s, in our example, assigns 1 to the
constituent sequence < eats, Bilge, icecream >:

In s: eats, Bilge, icecream; 1.

Situation types are independent of locations. Given a location and a situation type,
they form a state of affairs which in fact is a static situation. That is, it stands through
a small duration in time. In order to obtain a structure which keeps track of the changes,
courses of events are used. A course of events is a partial function from locations to
situation types. A course of events may contain information about events at more than
one location. A course of events e that Bilge is eating icecream at location ; (say 11:00
a.m., at home) and she is sleeping at a temporally succeeding location ly (say 12:15 p.m.,
at home) is represented as follows:

In e, at [): eats, Bilge, icecream; 1,
lo: sleeps, Bilge; 1, :
Iy < s, /

We allow spatio-temporal locations to stand in relation with each other in three dif ,
ferent ways: {; temporally precedes I; (I1 <lg), 1) temporally overlaps Iy (I3 o ls), and [,
spatially overlaps Iy (I; @ ). Clearly, in the last example we also have [; @ I,

"They can only take 0 or 1 as a value, not a third truth value.
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AH of these abstract notions are used to classify 1ea1 situations .md to, study the
meaning of expressions. According to situation theory, meanings of CXPIGSSIOHb reside in
systematic relations between different types of situations. They can be identified with
relations on discourse situations d, (speaker) connections c, the e\p1e<;S1on ¢ itself, and
he described situation e. Some public facts about the utterance (such as who its speaker
s and when it is uttered) are determined by the discourse situations [20]. The ties of the
mental states of both the speaker and the listener with the actual world constitute the
connections [18].
A discourse situation, as mentioned before, involves the expression utteled 1ts speaker,
the spatio-temporal location of the utterance (1 e., when and where it is uttered) and the
individual to whom it is uttered. Each of these a,spects defines a linguistic role: the role

of the speaker, the role of the addressee, etc. Then, we have a type of discourse evenl
D in which these roles are left unfilled. For example, if the indeterminates a, b, &, and
[ denote the speaker, the addressee, the expression, and the location of the utterance,
respectively, then the discourse event D is given as:
Di= at l: speaking, a; 1,
addressing, a, b; 1,
saying, a, &; 1.

Using a name or pronoun, the speaker refers to an individual. A name directly refers
to an individual, independent of whether the individual is imaginary or real. A pronoun
can either refer to an individual deictically or else it may be used indirectly by co-referring
with a noun phrase. For the uses of names and deictic uses of pronouns, an individual
must fill the role of referent in a discourse event. A situation s in which the referring role
is uniquely filled is called a referring situation. If in s the speaker uses a noun phrase o
to refer to a unique individual, this individual is called the referent of o (cf. [14]). 2

Tense markers of the tensed verh phrases can also refer to individuals; spatio-temporal
locations. The past tense marker ~DI in Turkish, for example, is used to refer to some
location | which temporally precedes the location [y of the utterance. Therefore, s can
be seen as a partial function from the referring words a; to their referents s(e;). This
function is the speaker’s connections for a particular utterance [20].

Utterance of an expression ¢ constrains the world in a certain way, depending on
how the roles for the discourse situations, connections, and the described situation are
filled. For example, “I am crying” describes a three-place relation [I am crying] on
discourse situations, connections, and a described situation. Given a discourse situation
d, connections ¢, and a course of events e, this relation holds just in case there is a location
l; and speaker ag such that ag is speaking at lg, and in e, aq is crying at lg. In this case,
this relation is denoted by d, ¢[I am crying]e. This approach towards identifying linguistic
meaning is essentially what Barwise and Perry call the Relational Theory of Meaning [6,7].

Utterance of a simple sentence  describes a situation. Utterance of EROL KOSUYOR
“Erol is running,” for example, describes a situation e, at a spatio-temporal location
| overlapping the spatio-temporal location of the utterance Iy, in which the individual
named Erol is running:

20bviously, the speaker may not refer to anything at all. In this case, the role of the referent is left
unfilled.
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e = at [ koguyor, Erol; 1 where I(=c(-YOR)) o Iy, Erol=c(EROL).

The connection ¢ assigns a location ! to the progressive tense marker -YOR, This is
denoted by {(==c(-YOR)). It also assigns an individual, named Erol, to the word ERQL.3

The meaning of an utterance of y and hence its interpretation are effected by many
factors such as stress, modality, and intonation. However, the situation in which w I8
uttered and the situation e described by this utterance seem to play the most influential
roles. For this reason, in the situation-theoretic account, the meaning of ¢ is taken to be a
relation defined over the expression ¢, the discourse situations d, the speaker connections
¢, and the described situation e.

The constituent expressions of the sentence ¢ do not describe a situation when ut-
tered in isolation. Uttering a verb phrase in isolation, for example, does not describe a

situation e. The other parts of the utterance (of which this verb phrase is a part) must
systematically contribute to the description of e by providing situational elements such

~as an individual or a location. For example, the situational elements for the utterance

of the tenseless verb phrase KO§ “run” provide a spatio-temporal location for the act of
running and the individual who is to run. For the utterance of the tensed verb phrase
KOJUYOR, an individual must be provided. The situational elements form the setting o for
an utterance.! The meaning of ¢ is a relation not only defined on discourse situations d,
connections ¢, and described situation e, but also on the setting o.

The meanings of the constituent expressions of an utterance must be defined to obtain
the meaning of the whole. This is what we shall do in the sequel.

3. MEANING of SINGULAR PRONOQUNS

The pronoun BEN “I" has a straightforward meaning. When a speaker ay utters it in
discourse situation d, it stands for that speaker. Hence, its meaning is dependent on the
discourse situation:

d,c[BEN]a,,e iff a,=ay.

SEN is a singular pronoun in Turkish corresponding to the singular pronoun “you.”
Its meaning is similar to that of BEN except that it designates the addressee by in the
discourse situation d, instead of the speaker:

d,c[SEN]a,,e iff a,=b,.

When uttered, its speaker and the location of utterance can be easily determined
through discourse situation. The addressee may not be so obvious though. This is espe-
cially the case when there are more than one candidate to be the addressee. The listener
can pick up the addressee by noticing, for example, whom the speaker is looking at or
whom he is pointing towards.

3Following Barwise and Perry [6], we consider the meaning of a name § as a relation between utterances
of # and individuals it is used to refer to. For simplicity, we assume that a name occurs only once in an
utterance.

dyefBlas,e iff c(B)=a,.

*The elements provided by a setting ¢ can be any individual including spatio-temporal locations.
Throughout this paper, we will use a4 and b, for the roles to be filled by the individuals provided by the
setting o of an utterance, and I, for the utterance location (if not implied by the utterance itself). a,
and b, will especially be used for the subject and object filling roles, respectively.
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Turkish has no grammatical gender. There is no distinction between “he,” “she,” and

-“it.” The personal pronoun 0 can be used for all of them. 0 is used to refer to things with
which the speaker is connected. It can pick up its referent by going directly through the
speaker or by having some noun phrase as an antecedent:
(1) KEDI-NIN TIRMALA-DIGI KOPEK 0-NU ISIR~DI.
Cat-GEN scratch-NOM dog he/she/it-ACC bite-PAST-3SG®
“The dog that the cat scratched bit him/her/it.”
The two uses of 0 are illustrated in (1). In one case, the speaker uses ONU to refer to

someone mentioned elsewhere. This individual may be say, a child named Erol, playing
in a nearby garden. In this case, the utterance of (1) has connection ¢ which binds the

pronoun to this individual, i.e., c(ONU)=Erol

In another case, the speaker uses ONU to refer to the individual described by KEDI “the
cat.” Suppose that Erol is telling a story about a cat he has seen in the garden. When
he utters (1), Erol does not directly connect ONU to the cat but his use of this pronoun
* picks its referent up by having the noun phrase KEDI as antecedent.

The two uses of the pronoun 0 will be presented by subscripted forms. (1.1) and (1.2)
represent the respective uses of ONU in (1):

(1.1) KEDININ; TIRMALADIGI KOPEK ONU, ISIRDI.
(1.2) KEDININ; TIRMALADIGI KOPEK ONU; ISIRDI.

The subscripts indicate the different uses of the pronoun, not the existence of new
pronouns ONUy and ONU;, having two different meanings. Independent of whether a pro-
noun is inflected or not, we will talk about its meaning as it is used in the sentence. For
example, the meaning of ONUg in (1.1) is defined as a relation on the discourse situations,
connections, a situation, and an individual provided by the settings:

d, c[ONUg)ay,, e iff c(ONUg)=a,.
4. THE MEANING OF VERB PHRASES

The predicate of a sentence in Turkish can be a verb or a construction with verb as
its principal member. That is, it can be a verb with its object and various adverbial
elements. Such a construction is called a verb phrase. A minimal verb phrase basically
consists of three elements: a verb stem which can be a single unit or built up from several
elements as in GEL “come” or DOV, a tense marker added after the stem, and a personal
ending following this tense marker {22, 23]. The personal endings are attached to a verbal
predicate in the same way as they are added to a nonverbal predicate:

(2) [EROL~U DEV-UYOR]S

Erol-ACC beat-PROG
“am/is/are beating Erol”
(3) EROL~U DOV-UYOR-UM.
Erol-ACC beat-PROG-15G

“I am beating Erol.”

5The abbreviations used for the English glosses are borrowed from [23].
STf a phrase is extracted from a larger one, it will be bracketed to show that the verb of the phrase
can have some suffixes added in a larger utterance, :




This is illustrated in (3) by adding the first singular personal ending to the verb phrase
in (2). Consider the meaning of the verh phrase [EROL’U DOVUYOR] “am/is/are (SG)
beating Erol” with the present progressive tense marker ~YOR. It describes a uniformity
across the meaning of sentences of which it is a part:

(4) AHMET EROL-U DOV-UYOR.

Ahmet Erol-ACC beat-PROG-35G
“Ahmet is beating Erol.”
(5) EROL-U DOV-UYOR-SUN,
Erol-ACC beat-PROG-28G
“You are beating Erol.”
An utterance of any of these sentences describes a situation. What is common to

all such utterances is that the speaker is describing a situation in which an individual is
beating Erol. Then, the meaning of the verb phrases can be scen as a relation between
discourse situations, connections, courses of events, and individuals provided by the other
parts of the sentence, that is, the settings:

d,c[[EROL’U DGVUYOR]]ay,c iff in e: at [: doviiyor, a,, Erol; 1
where Erol=c(EROL) and I(=c(=YOR)) o {,.

The tensed verb phrases can be used as they are to form a complete sentence. The
third person suffix is not added to the verb as in (4). In such cases, the meaning of the
verb phrase is defined similarly. Meanings of the negated verb phrases such as (6) can
also be defined as is done for the positive ones:

(6) [EROL-U DOV-Mi-YOR-DU]

Erol-ACC beat-NEG-PROG-PAST
“was/were not beating Erol”

The meaning of (6) can be defined as a relation again:

d,c[[EROL’U DOVMUYORDU]]a,,e iff in e: at l: déviiyor, a,, Erol; 0
where Erol==c(EROL) and {(=c(-YORDU)) < .

"The use of a subject pronoun in Turkish is optional unless the subject has an emphatic
or contrastive function. If this is the case, the pronominal form of the pronoun becomes
obligatory:

(8) BEN DOV~UYOR-UM.

I beat-PROG-18G
“I am beating.”

(9) 0 DGV-UYOR.

He/she/it beat-PROG-35G
“He/she/it is beating.”

The meanings of the sentences above do not change when the subject pronouns are
omitted since the verbs already have person suffixes:

(10) @ DOV-UYOR-UM,

beat-PROG-18G
‘T am beating.”

(11) @ pov-UyoR.

beat-PROG-3SG
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“He/she/it is beating.”
Whether the pronoun exists or not, for (11) the individual who beats is provided by
the settings of its utterance. For (10), the individual is directly determined as the speaker
aq provided by the discourse situations:

d, c[DOVUYORUM]b,, e iff in e: at I: doviiyor, aq, by; 1 where I(=c(~YOR)) o lg.

4.1, Tenseless Verb Phrases

We consider a verb phrase with no tense marker as a tenseless verb phrase. A tenseless
verb phrase then consists of a verb stem and an object (if the verb stem is transitive)
such as [EROL’U DOV] “beat Erol” or [EROL’DAN KORK] “be afraid of Erol.” Note that
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(12) [EROL-U DOV]
Erol-ACC beat
“beat Hrol”

The tenseless verb phrases define uniformities across all the tensed verb phrases. The
setting o in which the tenseless verb is used provides not only an individual a, but also
a location /, and a truth value tv,. The meaning of the tenseless verb phrase in (12) is
then defined as:

d,c[[EROL’U DOV1]o,e iff ine: at l,: ddvilyor, ay, Erol; tv,
where Erol=c(EROL).

Even though the verb is transitive the object may be omitted. In such cases, the
settings provide an individual b,, standing for the object position, as well as an individual
o

d,c[[DOV]]o,e iff ine: at l,: dbvilyor, ay, by; tv,.

4.2. Sentence Connectives and Antecedent Relations

In Turkish, VE “and” and VEYA “or” are the two basic sentence connectives. A state-
ment made by a conjunctive sentence usually describes situations described by both of its
conjuncts. A statement made by a disjunctive statement usually describes those situations
described by only one of its disjuncts. A statement made by a conjunctive/disjunctive sen-
tence is not a conjunction of independent statements made by its constituents. Consider
the sentence:

(13) EROL BILGE-YE BAGIR-DI VE O ONA KIZ-DI.

Erol Bilge-DAT shout-PAST-3SG and he/she/it him/her/it angry-PAST-3SG
“Frol shouted at Bilge and he/she/it got angry with him/her/it.”

Assume that the pronouns 0 and ONA have antecedent relations with Bilge and Erol,
respectively:

(14) EROL, BILGE,’YE BAGIRDI VE 0y ONA; KIZDI.

When we break this sentence into its constituents, we lose the connection provided by
the antecedent relationships between pronouns and names. The sentence 0 ONA KIZDI,
when uttered in isclation, reflects different semantic properties. For a meaningful utter-
ance of it, there must be connections which assign individuals to the free pronouns 0 and
ONA. In (14), however, due to the semantic interaction between two constituents, these
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pronouns directly pick up their antecedents. For this reason, when the meaning relation
is defined for sentences formed via connectives, the antecedent relations must be set right.
This is possibie if there exists a connection which is in the domain of both of the meaning
relations of the constituents of the sentence:

d,cle VE ¢Je iff there is a ¢’ extending ¢ such that d,¢' is in the domain of each
relation ] and [¢], and both d,d[¢]e and d,c[¥]e.

The same considerations apply to the disjunctive sentences:

d,cfp VEYA ]e iff there is a ¢’ extending ¢ such that d,¢’ is in the domain of each
relation [i] and [], and either d,{ple or d,c[]e.

6—CONC

We have overviewed an interesting semantic account of natural language, viz. situ-
ation semantics, and applied it to clarify meanings of simple structures in Turkish. In
this direction, we have defined the meanings of the constituent expressions of sentences
to cbtain the meanings of the whole in the framework of situation theory. To illustrate
how the semantics for SOV sentences in Turkish can be formed in situation semantics,
we are currently developing an artificial language. The expressions of this language will
not be the syntactic entities of Turkish. Rather, they will represent the structures for a
small fragment of Turkish and the expressions of this language will reflect the semantic
properties of this fragment. We believe that this language will provide a basis for com-
putationally identifying and filling the roles of individuals, and clarifying the co-reference
of phrases in Turkish. '
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Abstract

In the lasi hve decades, research on Machine Translation of human languages, has pro-
duced many translation systems operating on a wide range of languages, text types and
subject domains. Despite moderate success, there have been only a few systems to answer
the industrial demand. In this paper we discuss criteria that determine the feasibility of
Machine Translation, and propose optimum points at which Machine Translation can be
better implemented. Structure of a prototype system for Turkish language is also included
in discussions, which is based on the results of Turkish-English Newsreport Translation
project,

‘(.jzet

Dogal yaz dilinin Bilgisayar Cevirisi izerinde aragtirmalar, yaklagik elli yildir, dil, metin
turd, konu gibi farkhlk gosteren ortamlarda cahigan ceviri diizenlerini ortaya
koymugtur. Gorecel bagamlara kargin bunlarn ¢ok az gercek i§ ortamlarinin gerek-
sinimlerini yamtlayabilmektedir. Bu bildiride Bilgisayar Cevirisi’nin uygunlugunu be-
lirleyen etmenler {izerinde duracagiz, Bilgisayar Cevirisi'ni daha verimli kullanabilecegimiz
6zel durumlardan bahsedecegiz. Haber raporlarimin cevirisi tizerine yapilan arag-
tirmarmizda kullandigimz ingilizce - Tirkge ilkérnek dizenin yapisina da degindik.

1 Introduction

The earliest ideas for automatic translation of natural language by electronic comput-
ers were proposed by Warren Weaver (Hutchins 1986). In 1947 Weaver, having witnessed
cryptographers breaking a 100-word coded text in Turkish without knowing the content
or the language, argued that a foreign language text could be treated as an English text
coded with different symbols and could therefore be similarly decoded. Based on Shan-
non’s Information Theory and WW I cryptography techniques, MT research, one of the
pioneers of Al, was accelerated after a Georgetown-IBM experiment in 1954 demonstrat-
ing full intelligible output, despite the fact that the system was consisted of six grammar
rules, 250 Russian-FEnglish dictionary entries and a selected set of input sentences. Inter-
national attention to the experiment led to the formation of independent M'T groups both
in the West and the Bast. Major US sponsors were the National Science Foundation, the
CIA, and US Military Forces and the source language was Russian for obvious reasons.
This stream is known as the first generation systems which continued until the mid-60s.
Because these systems start the translation process without any intermediate steps their
approach is called direct translation.
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Failure of first generation MT can primarily be explained by the lack of attention in
linguistics, which was then admittedly premature for computational requirements. The
ALPAC report, released in 1963 by the titular committee set to inspect the large MT re-
search budgets of the government and labelled all MT activities as far from being worthy
of funding. Consequently, most projects of the time had to come to an end. The exception
is Peter Toma’s SYSTRAN which js still in operation (Hutchins et al 1992). This system
relies on first generation ideas but is still one of the foremost commercial systems as well,
due to the thirty years of expertise and a powerful mixture of human effort with machine
output.

1.1 Second Generation

Following the witch-hunt of MT scientists in US, the subject found roots in Europe,
where the necessity for routine translation of long documents was not confined to defence
and intelligence. Buropean academics, long interested in MT, have independently formed
research groups, and being better in multilingualism and worse in code-breaking, adopted
a linguistics-based approach. With the help of relatively advanced computer technology
and novel linguistic formalisms pioneered by Noam Chomsky’s Transformational Gram-
mar, MT architectures were structured into mutually independent system software and
linguistic modules so as to enable non-computer scientists to participate in the develop-
ment of a system. Therefore second generation started in the 70s.

Second generation MT systems basically work in three steps. Having been pre-processed
down to basic linguistic units, the sentence is analysed and converted to a symbolic rep-
resentation by a parser which is constructed according to a certain linguistic theory or
grammar. Then, this intermediate symbolic representation of input is transferred to a
corresponding formalism specific to the target language. In the final phase, the target
language representation is input in a more or less deterministic generator for the pro-
duction of natural language output. Building of the transfer module often follows the
results of analysis module construction, i.e. the transfer process is dependent on the suc-
cess of the linguistic theory that is employed to analyse the source language. Therefore
the independent analysis of source language is the bottleneck of design and construction,
Other groups which initially make a global emphasis of theoretical linguistics generally
converge with the second generation techniques within a few years, e.g. the Rosetta,
Phillips - Eindhoven MT project, which originally intended to follow the Montague gram-
mars, isomorphism, and compositionality, had to diverge from its principled path. Similar
examples have gathered second generation MT systems around the analysis - transfer -
generation architecture with a clear separation of linguistic rules and computational pro-
cedures (Somers 1990).

‘[ranslation problems in organizations with multinational relations, e.g. Comisson of
European Communities, bave created multilingual MT systems. EUROTRA, a common
Furopean MT project since 1978, is the typical example of a multilingual system with a
colossal organizational split over twelve member countries with dozens of computational
linguists, who participate in one of the 72 pairs of 9 official EC languages (Copeland at
al 1991). Despite the heavy research and funding EUROTRA failed to deliver a fully
operational M'T system that translates official documents of the Comission, because of
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unconstrained treatment of language, the high number of translation pairs and consequent
logistic reasons. B(n such multilingual environments an interlingua can be considered an
alternative to thel transfer-based approach. Here, input is not transformed into an inter-
mediate representation dependent of the source language but into one that is independent
of source or target, reducing the number of modules into two (analysis and generation)
for one language and 18 for 9 languages in the system. The Interlingua approach is par-
ticularly rational when constituent languages are close to each other.

Interlingua?™™

TL Intermediate
represon representation
“" % Transfex s 5
d

i T w\Zu !

N Transfer-base 3,
translation ‘égv

O .

%

Source Lan guage Target Language

Direct Translation

Figure 1: Translation methods.
2 Aspects of Machine Translation

Apart from the direct, transfer-hased, and interlingual translation methods with lin-
guistic rules, there have been attempts to build more intelligent systems by enhancing
thr traditional methodologies with knowledge components, particularly when linguistics
is inadequate in solving problems of pragmatics, anaphora, or ambiguity. For solving
lexical ambiguity, for example, IS-A graphs, and the inclusion of semantic variables in
unification formalisms are both popular. The CMU MT laboratory has been long de-
veloping their knowledge-based translation approach. There have been more radical Al
based experiments but they could not get out of the laboratory either. The employment
of statistical learning, on the other hand, enjoys increasing popularity in constructing
decision mechanisms for parsers and taggers, and there is the radical IBM project which
follows a purely statistical method, mainly by comparing the occurence of patterns in
large bilingual corpora and concluding with translation probabilities of lexical units with
respect to its context (Brown et al 1992),
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2.1 Human Intervention

Most MT systems necessitate human correction at the end, and quality is determined
by the amount of postediting. Restricted language and controlled mput can lead to high
quality but then this would not be translation of natural language. To decrease the
postediting requirement, some MT systems allow human interaction during translation
routines. By consulting the user for ambiguity or dubious patterns during any of the three
phases, interactive systems can generate more reliable output. However the amount of
human interaction should not reach the level where systems are used as an assistance for

human-translationtaskHuman interaction can be monohngual or bilingual. Monolingual
interaction can take place during analysis or synthesis. UMIST’s NTRAN project is an
example of interaction by a source-language monolingual user (Somers 1990). In terms of
industrial applications, a monolingual user environment is preferable to a multilingual one.

2.2 Industrial Availability

As mentioned earlier MT was initially found interesting in its prospects to translate
technical data acquired from the enemy so that non-Russian speakers could judge devel-
opments in the Eastern Block. The USAF still employs a SYSTRAN version for such
purposes. Since late 1960s China translated mathematics journals into an intelligible
English through domestic MT systems. India, and South Asian countries, as well as Eu-
rope, have been benefiting from MT for a wide range of purposes, especially translation
of technical manuals. In bilingual Canada every weather report is translated from En-
glish into French by METEO, installed in 1976 and considered the first fully automatic
high quality MT system. Japan, which joined the race in the last decade, is now the
leading country, with the majority of international J apanese companies having their own
tailored MT frames. The Malaysian government have decided to translate all textbooks
and documents into Malay which is replacing the former colonial English in university
education. Independent computational linguistics groups in that country have developed
their domestic systems within a nationa] MT policy, and techinal books are already being
translated with these products.

2.3 Linguistic Ambiguity

Ambiguity, lexical or structural, determines parsing time in linguistics-based MT sys-
tems. Most of the analysis phase is spent on resolving these, and constructing the tree
structure which represents the actual sentence. Examples for lexical ambiguity are : cate-
gorial as in Foot Heads Arms Body words having both noun and verb value (and headlining
Michael Foot is heading a committee on arms), analytical as in paper which is the name
of the material and the kind of text at the same time, or transfer as in Greek, which
can be translated both as Rum or Yunan into Turkish. Structural ambiguity is the case
when multiple parse trees can be obtained, such as he saw a girl with a telescope, the
prepositional phrase modifying either the verb or the object. In translation to another
language, either interpretations may have different equivalents. Although resolution of
ambiguity is effortless for human brain, computationally they are difficult.
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The aim of Machine Translation is to transfer rnessages in a source text into a tar-
get language text. This aim can be achieved with incomplete analyses and ignorance of
meaning. In this point MT is different from other NLP fields which intend to transform
linguistic messages into a form to activate computational routines. If we can get away
with using short-cuts and unprincipled pragmatism in our design, it is perfectly accept-
able. Turkish does allow such short cuts. Historically, Turkish has been subject to various
points of influence, lexically, morphologically, and even syntactically. The language is, as
a result, extremely flexible in terms of linguistic structures. Most syntactic divergen-
cies from canonical form in major world languages have sufficient equivalence in Turkish

—(Osgiiven—1991)—Therefore-Turkish-can-be mapped-into-from-syntacticatly-ambiguous——————{—

constructions of English language. The syntactic flexibility makes Turkish a good target
language and a bad source language.

2.4 Sublanguages

The real difficulty of translation between two languages rises not from the difference
in structural difference in linguistic symbolism of concepts but the difference between the
concepts themselves, Fach linguistic environment has its distinctive perspective to real
world events. The difference is larger in abstract concepts. To determine the “best” ren-
dering the translator should “understand” the meaning in the source language, thus fully
automated translation of general languages is only possible when the ultimate targets of
Al are achieved. Instead of the general language, researchers have been designing MT to
target specified subfields with parallel conceptual organization, such as technical manuals.
Sublanguages are not artificially restricted languages; the rules and the frequencies of the
domain hve to be carefully studied. The MT research in sublanguages therefore requires
the analysis of large corpora with statistical methods as well as a careful description of
the terminological structure attached to the concepts.

3 Translation of English News Reports into Turkish

The sublanguage of news reports is not as firmly defined as technical fields. Many
reports contain parts of human speech, some which report less important events use a
less formal language. But there is a clear distinction from newspaper reports and com-
mentaries, and coherence in terminology. We designed the backbone of an integrated
system that will allow the semi-automated translation of wired newsreports in English for
Turkish-only speakers.

3.1 Working Environment

"The design foresees an integrated environment that provides the monolingual user tools
necessary to run the translation task alone. These are dictionaries, thesauri, and other
suplementary software. The user is to answer the questions directed by individual transla-
tion modules to fine-tune the output. Most lexical ambiguities or alternative translations
can be resolved by the user. The environment should give the user the freedom to overview
the partially translated text and leave certain answers to the end or to refer to other text.
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‘The design of the interactive software tools is as important as the core translation ma-
chine. Even so, the output may still not be the perfect translation, e.g. the Turkish text
will contain forms that appear more frequent than normal. Therefore the output quality
will not be good enough for Turkish newspapers, but it will be fully intelligible for the
monolingual user, and ready for forwarding to a human translator who will make the final
© corrections. In our model system we have not simulated the environment but only the
core translation mechanism.

3.2 Translation Procedure

Input news reports are firstly preprocessed and broken down into sentences, which
are built of lexical items with pointers to dictionary entries. The Phrase Analysis module
marks closely bound groups of words, such as noun phrases. From this point on translation
is divided into two mutally independent parts that process the phrases internally and
externally. Phrase Translation returns Turkish equivalents of every group. On the parallel
branch, the sequence of phrases are structurally analysed, and Structural Translation
transformes the representations into Turkish equivalents. In the final stage two lines are
assembled to produce the Turkish text.

We proposed a novel linguistics approach and left the structural ambiguities, that cre-
ate computational problems in parsing, after we observed that most of them exist in
Turkish. Also, a small amount of knowledge representation of terms is employed in the
Phrase Translation phase.

3.3 Conclusions

Having analysed 1600 newsreport sentences manually, we tested a 46 sentence corpus
(with corresponding dictionary) and the results were good. We wrote the prototype
software in LISP on a SUN 4 architecture. Average translation time was 4 seconds
per sentence. Of course these results are produced by only a small model of the actual
design, and to realize the actual working environment, the interactive software has to be
integrated with the core system.

Machine Translation is still a new subject, it is used in less than 0.1 % of the indus-
trial translation market. Therefore the large gap in MT should be filled particularly if
engineering is easier in points where concepts are universal, language is regular, and ex-
pectations are moderate.,
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FUNCTIONAL CATEGORIZATION OF KNOWLEDGE

Sakir Kocabas
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Abstract i,
The continuous increase of human knowledge rendered the classification of knowledge an

important task, from very early ages, for philosophers like Aristotle down fo the modern
age, to Wittgenstein. These classifications were necessitated by the difficulties in under-
standing, memorization and transmission of knowledge. An analogous task now is faced in
knowledge based artificial intelligence systems as the needs arise to build larger and more
versatile systems. In this paper we introduce a method for organising knowledge into
several linguistic categories. We describe how this categorization introduces clarity in
representing different types of knowledge, how it facilitates the analysis of complex
propositions into their simple constituents, and how these in turn can be assembled into
complex constructs such as frames and schemata,

1 Imtroduction ‘
Large knowledge systems of the future, especially those that will represent scientific . -
theories in physics, chemistry, biology astronomy, etc., cannot be confined to narrow
domains of expertise. However, as the amount of knowledge given to or acquired by a
system increases, two main problems arise: knowledge acquision bottleneck (Lenat,
Prakash, & Shepherd, 1986) and brittleness (McCarthy, 1983; Holland, 1986). Knowledge
acquisition bottleneck is related to the acquisition of new knowledge by instruction or
various other methods of learning. Minsky (1984) and Lenat et al. (1986) point out that, in
acquiring new knowledge, the human mind overcomes this problem by recalling similar
concepts it already knows about and by recording the exceptions to the case in considera-
tion. Brittleness on the other hand, is related to the difficulties in having the knowledge
system expand beyond the scope originally contemplated by their designers.

Oneé solution to the brittleness problem, proposed by McCarthy (1983), is to provide a ...

system with the ability to acquire commonsense knowledge and reasoning. Another solu-
tion, which emphasizes inductive learning and is based on general purpose learning
algorithmns, has been proposed by Holland (1986). His general purpose "classifier systems",
are essentially reactive rule based systems relying on genetic algorithms.

Holland (1986) proposes induction as the basic - and perhaps the only - way of making ...

large advances in overcoming brittleness. In considering the specific problems induction
faces in this context, Holland identifies the creation of useful ways of categorizing input as
the primary task. He suggests that categories must be incorporated into rules that "point"
both to actions and to an aura of associated categories. That is, as they are induced, they
must be arranged in a "tangled hierarchy", enabling the system to model its environment
appropriately.

1 In his Categories, Aristotle defines nine concept based categories (e.g., see, Edwards, 1967, p. 155). According
tohis classification, individual expressions signify substance, quantity, relation, time, position, condition, action,
or passivity
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Holland seems to have an Aristotelian notion of concept-based categorization] in mind
here as opposed to functional categorization of knowledge. By "category", he understands
common abstract features between objects or frames, so that when these are captured, one
set of feature can be used in developing a similar frame. (Frames can be regarded as
complex propositions linked together by inberitance features.)

Lenat (1983) proposes to carry along muliiple representations simultaneously and to shift
from one representation to another to enable the knowledge system to carry out the most
frequent operations more quickly. He says that this has not been much studied or attempted
in artificial intelligence, except in very small worlds. Lenat’s CYC system (see, Lenat &
Guha, 1990) makes use of this idea.

Porter and Kibler (1986, p. 283) state that in machine learning research, most systems
have been built on a small number of rules (heuristics) without having to address the
problem of organizing learned knowledge into a coherent, efficiently accessible whole.
Also, Cheng and Fu (1984) emphasize that, compared with knowledge representation or

the formalizationrof concepts; tttle work has been done in the area of knowledge organisa-

tion.
Woods (1986) offers a simple classification of knowledge. He states that the "knowledge

of the world" consists of two kinds of things - facts about what is or has been true (the known
world state) and rules for predicting changes over time. He mentions the need for
taxonomic organisation. Woods also argues that the standard notations and semantics of
the predicate calculus are insufficient by themselves - they need to be supplemented with
additional mechanisms e.g., for non-monotonic reasoning, and metalogical reasoning,

A "functional” knowledge system described by Brachman and Levesque (1983), distin-
guishes between "definitional" and "factual” information. Their system contains two "boxes"
of knowledge; one for maintaining analytical knowledge, and the other to build descriptive
domain theories. They also use two languages for their representation, a frame language
for analytical knowledge and an "assertional langage" for the descriptive domain theories.

Langley (1986) states that although coneept learning has been a basic mainstay of the
machine learning community, most research in this area has ignored a number of well-¢s-
tablished psychological phenomena, He says that basic-level categories appear to have a
special status in human memory, being retreived more quickly and being acquired earlier
than other concepts, and suggests that more work is needed on concept formation, for such
research would yield a better understanding of human concepts and their acquisition, and
it should also lead to irnproved methods of nonhuman concept learning (also see, Gennari, -
Langley & Fisher (1989).

His notion of category referred here, is also concept based, in which clusters of concepts
are regarded as categories, which in turn, are organised in hierarchies. A concept based
approach addresses the issue of conceptual organisation of knowledge. Whereas, it can be
argued that a considerable proportion of human cognitive activity is propositional. There-
fore a functional organisation of knowledge needs to be developed at least in equal priority
and depth,

The categorization intoduced in this paper is based on fundamental methodological and
linguistic criteria: methods of verification, meaning (use), and the function of expressions,
Itis not aimed at the classification of concepts, but of simple propositions. In philosophical
terms, our concept of category is based on the deep grammar of propositions and therefore,
is quite different from the concept-based notions.
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———sgearehforinformation. He studies questions asked by the child between the ages of six and

2 Theoretical and Philosophical Background: Piaget and Wittgenstein

The future of artificial intelligence, to a certain extent, depends on the studies on cognitive
development. Because of its better tractability by means of natural language, human
cognitive development is still the best source for developing knowledge based models in
artificial intelligence. The foundations of cognitive science was laid by Piaget’s work on
human cognitive development in the early 1920s.

Piaget (1971) made extensive studies on human cognitive development and the develop-
ment of language. There are several reasons why his work is of interest: It is related with
1) the linguistic methods of knowledge acquisition (questions and their classification), 2)
the order of khowledge acquisition according to the types of knowledge acquired, 3) the
methods of relating the acquired knowledge, and 4) the theoretical foundations for the
organisation of knowledge.

Piaget (1971, p. 30) draws our attention to the importance of quesuons in cognitive
development. From the standpoint of cognitive development, a question is a spontaneous

seven, and classifies them as questions 1) for causal explanation, 2) about reality, 3) on
actions and intentions, 4) rules, 5) about classification, and 6) arithmetical questions.

It may be worthwhile to consider the child’s questions from the standpoint of the
organisation of acquired knowledge. Explanations seem to play a critical role in these
activities. It is conceivable that the child’s mind is actively involved in organising its
knowledge during the knowledge acquisition processes. Analogously, intelligent
knowledge systems may have to be given the ability to ask as many meaningful questions
as possible during knowledge acquisition and learning, particularly in the development
stage of such systems. The difficulties encountered in knowledge acquisition can be avoided
by the use of such strategies of learning frequently used by the child. Lenat et al. (1986) use
a similar strategy in developmg the knowledge base of their CYC system, but their
knowledge acquisition methods are not automated.

Piaget’s observations on the "why" questions of the child can be viewed as the manifesta-
tion of the operations of an effective organizational capability for acquired knowledge. The
child’s lack of interest in logical justification of explanations can also be explained within
this perspective: Confronted with a vast amount of knowledge to be learned, the primary
cognitive problem must naturally be how to organise the acquired knowledge rather than
learning how any proposition can be theoretically, logically or mathematically jus-
tified. Piaget’s classification of questions and explanations, albeit for psychological pur-
poses, constitutes an important step in understanding how expressions are used in language
and how they might be classified according to their function and methods of verification.

Having seen some of Piaget’s views on human cognitive development, we can now take a
brief look at Wittgenstein’s philosophical work on the grammatical distinctions between
various types of expressions. Wittgenstein considered the functional classification of ex-
pressions as one of the most important tasks in philosophy. In one of his earlier works
(Wittgenstein, 1965, pp. 44-45), he provides an illustrative analogy between the task of
organising a heap of books into a library and the classification of knowledge. Wittgenstein
pronounces that some of the greatest achievements in philosophy could only be compared
with taking up some books which seemed to belong together and puttmg them on different
shelves; nothing more being final about thelr positions than that they no longer lie side by
side.

Wittgenstein’s use of the methods of distinction between various types of expressions are
at times implicit and scattered in his books. At Cambridge in 1939 (see, Wittgenstein, 1974),
he devoted a whole series of lectures on how to distinguish mathematical sentences from
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non-mathematical statements. For example, in (Wiitgenstein, 1974, p. 34) he says:
"Professor Hardy believes that x7 > x0’is not a mathematical statement. It is no more a
mathematical staternent than "William said that 748 = 54" is a mathematical statement."
Here, Witggenstein is trying to draw a distinction between a factual statement and a
mathematical sentence. Indeed, later (Wittgenstein, 1974, p. 111), he clearly states-that in
his discussions he aims to show the essential difference between the uses of mathematical
propositions and non-mathematical propositions which seem to be "exactly analogous" to
the former. One of the criteria that he proposes for distinguishing between mathematical
and non-mathematical statements is the prefix "by definition ...", which is applicable to
logico-mathematical and formal statements, but not to factual statements. In his various
studies, Wittgenstein distinguishes between philosophical statements and theoretical state-
ments; first-person psychological statements and theoretical statements; and basic belief
statements and theoretical statements (e.g., see, Witigenstein, 1953; Wittgenstein, 1970;
Wittgenstein, 1978). ' R

3. Tne Method of Caiegorization :
The development of large and reliable knowledge systenis requires an effective knowledge
organisation. It seems that one way of achieving this is to categorize simple propositions
into functionaly different classes and then assemble them into frames as necessary, Here
there are two questions to be asked: 1) How many grammatically different categories can
be identified in language? 2) What can be the criteria to be used in distinguishing between
these categories? Before we attempt to answer these questions, the problems of consistency
and cornpleteness in knowledge systems need to be reconsidered. SR

3.1 Consistency, Completeness, Validity and Truth :

Since Gddel’s (1962) famous theorem, it is widely accepted that an overall completeness
and consistency may not be achievable in large bodies of knowledge. However, 2 domain
dependent consistency and completeness can and needs to be maintained. It was Wit~
tgenstein (1981, p. 118) who pointed out that a contradiction is not the end of the world,
but something that sets a limit to a particular "language game" or "grammar”. His remarks
.opened the way to a context dependent concept of consistency in the philesophy of
. language. More recently, from the viewpoint of artificial intelligence, de Kleer- (1986)
argues that there is no necessity that the overall database be consistent in a knowledge
system. He suggests that a context dependent concept of consistency provides a better way
of achieving control in problem solving. Similar arguments can be found in recent artificial
intelligence literature (see, e.g. Lenat & Feigenbaum, 1987; 1991.)

It may even be meaningless to try to achieve an overall consistency and completeness in
complex bodies of knowledge. The simple reason is that "truth” and "verification" have
different meanings in different "grammars". In other words, quite different methods and
criteria are employed in establishing the "truth" of propositions in different categories. To

illustrate, let us consider the expressions:

WP e = ey 2
(2) Jupiter is a planet. _
(3) Inanuclear reaction, the amount of energy released is equal to the rest-mass difference multiplied
. by the square of the velocity of light (E = mcz).
(4) Calculus was invented by Newton and Leibniz independently.




The criteria and methods that are used in establishing the "validity" of each of these
expressions are quite different: The first expression is a mathematical statement which can
be proved by the axioms of arithmetic using mathematical induction, and no factual
investigation is needed to prove it. The second is a formal statement the "truth” of which is
implied by the order of the concepts "planet" and "Jupiter” in language. Unlike theoretical,
hypothetical, empirical statements, formal statements are not compared with facts for their
validity, The third one is a theoretical statement which is used as part of a model to
understand and explain certain physmal phenomena, Finally, the last sentence is a historical
statement, the "validity" of which is established by the methods used in historical study.

These four statements can be considered as belonging to four different categories, namely
the categories of logico-mathematical, formal, theoretical, and historical statements.
Proposmons belonging to these categories can be found in the body of almost any scientific
work. Therefore, knowledge systems should take into account such categorical distinctions.
A system of criteria has been developed for functional classification of propositions, based

on the works of Piaget (1971) and Wittgenstein (1974) outlined above. The punuples for
the functional categorization of propositions will now be described.

3.2 The Categorization Criteria
Propositions can be categorized according to their functions (uses) in language. The criteria
that can be used in such categorizations can initially be divided into three groups:

1) Methodological (epistemic) criteria. The differences between the methods of verifica-
tion (or falsification) of propositions may help to determine their categories, Verification
methods of theoretical statements are different from those of logico-mathematical state-
ments. In addition, verification may not apply to some propositions at all (e.g., allegorical
and fictional sentences). A theoretical, hypothetical or empirical statement must be tes-
table, or else must be derivable from testable theoretical statements, while logico- mathe-
matical and formal statements are not verified by testing (ie. by observation andfor
experimentation).

Verification of formal statements is embedded in the logical structure of their constitutent
concepts in language. In this way, formal statements reflect the concept structure in
language. For example the sentences, "A catis an animal," and "Calcium is an element" are
formal statements and no one would ask for their verification by the verification methods
of theoretical, hypothetical or empirical statements. Definitions also belong to the category
of formal statements. On the other hand, logico-mathematical statements (e.g., theorems,
non-theorems, lemmas and corollaries) are subject to the criterion of provability in a formal
or informal calculus.

.2) Gramunatical labels used in lan guage in the form of prefixes and postfixes., which play
arole in the categorization of expressions. Some examples are: "By definition, ..." "Accord-
ing to the theory, ...", "According to the hypothesis, ...", "According to our experiences, ..

"I believe that, ...", "I do not believe that, ...", "I feel that ", "Probably, ...", "Possﬂ)ly,
etc.. Itseems that dt times we use these prefixes like flags or labels for classes of expressmns
to sxgmfy their places in our knowledge.

Each of these prefixes are meaningful with the expressions of a certain category, while
with others they are not. For example, it is meaningful to say: "By definition, 2+2 is 4,"
while it is not meaningful to say: "By definition, the gravitational force between two bodles
is proportional to their masses and inversely proportional to the square of the distance
between them." Similarly, it is not meaningful to say: "According to the hypothesis, 2 + 2 is
4," while it is meaningful to use the prefix with a theoretical or hypothetical statement,




3) Comparisons and contrasts of propositions with the ones already identified as belonging
to a category. Comparisons can be very useful in cases where other criteria may fail to
identify the category of a statement. Consider Fermat’s "last theorem" for example. One
might think that it is a hypotliesis like those which phy%lmts use to hypothesize certain
subatomic particles (e.g. quarks). Fermat’s last theorem is easily comparable with some
other familiar arithimetical theorems, whereas physical hypotheses are more readily com-
parable with other similar physmal hypotheses.

By using these criteria, it is possible to build a system of categorization which can be used
in distinguishing the following categories: i) logical propositions, ii) mathematical state-
ments, iii) formal statements, iv) grammatical (or meta) statements, v) theoretical-
hypothetical-empirical statements, vi) historical sentences, vii) factual statements. In
addition to these, there are other identifiable categories which can be listed as: a) basic
belief statements, b) sensory and intentional statements, ¢) metaphorical and allegorical
statements, d) fictional sentences. However, these will not be considered here, because the

seven categories-above seem-to-be-sufficiont-to-represent scientific knowledge to-alarge

extent.
A list of questions that can be used in determining the category of a given statement S, is

as follows;

[ YTy o L e 1 Bals
- D643 the sistemaist £ deszoribs an avent current ! n offoot?

- Does the statement $ describe a past event o tate of affairs?
- Does the statement S define a concept?
- 15 the statement S testable against facts?
- 1s the statement $ varifiable by observations/experiments?
-l the statement S provable/deducible?
-Is the statement 8 about another statement?
- I the statement S a comment on a property/relation?
-Is the statement $ a comment on a state of affairs?
- Is the statement, "Possibly, 8" meaningful?
- Is the staternent, "Probably, 8" meaningful?
- Is the statement, "By definition, $" meaningful?
-1s the staternent, "According to the hypothesis, $" meaningful?
- I8 the statement, "According to the theory, §" meaningful?
- Is the statement, "According to the experiences, 8" meaningful?
- 18 the statement, "According o the rules, 8" meaningful?
- Is the statement, "According to (0 and so), 8" meaningful?

The determination of the category of a given statement is a classification problem, in which
the pararneters are the questions listed.

3.3 Examples of Categorized Propositions
Some examples of statements belonging to the seven categories named above are as

follows:
Logical Statements:

- A propasition and its negation imply all other propositions.
- A proposition P is derivable from propositions P and Q.
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Mathematical Statermnents:
- 'Fhe @um of the Inner angles of a triangle is 180 deqre
~Tnere are natural numbers x, v, z, suchthat X7 + y~ =

Formal Statements:
- Jupiter is a planet.
- Cu is the chemical symboal of copper.

Grammatical Statements:

- Superconductivity is an important property.

- The statement, "Alurinium substitution reduces superconductivity,” Is consistent (with the knowledge
hase).

-Why BaPbBIO3 is a superconductor is not explainable (by the existing knowledge).

————Theoretical-hypothetical-empirical Statements:

- The decay products of neutron are proton, electron and antineutrino.

i
- Eléctronegativity of nickel is 1.9.
- In metallic superconductors, superconductivity and electron density are positively related.

" Historical Propositions:
- Superconductivity was discovered by H.K. Onnes in 1911,
- Partial substitution of sulfur for oxygen in LaNIO3 has been tried in superconductivity experiments.

" Factual Statements:
- The price of Aluminium is 1.75 US dollars.
- The price of Scandium is over 50,000 US doliars.

Simple dIld complex proposmonal knowledge can be further organised within each
category into levels of expressions. The levels can be based on Russell’s logical theory of
types (see, Whitehead & Russell, 1970). The categorization has been applied to varymg
extents in four different computational models of scientific reasoning and discovery in

. particle physics (see, Kocabas, 1989a; 1989b; and 199]), and is currently implemented in
. the development of a computational model of discovery in oxide superconductivity. These
" will not be described here, but a discussion based on our observations about the implemen-

" tations will be given instead.

"4 Discussion

The importance of the categorization of knowledge lies in the following possible advantages
_ it may provide in the acquisition, representation, refinement and. effective use of
" knowledge: 1) simple and complex propositions of different categories can be represented,
" accessed and used separately, 2) automatic transformation of knowledge from one form of
representatlon into another one, espeaally from predicate statements into frames, can be
made easier, which can be very useful in knowledge acquisition during the development of
large knowledge systems like CYC (Lenat et al., 1986), 3) some useful general formal and
informal rules applicable to each category can be found, 4) logic mistakes in designing
knowledge systems can be minimized, 5) search procedures can be made more effective,
for categorization eliminates unnecessary search activities in the system, (e.g., formal
questions can be answered by conducting search only in formal knowledge, theoretical
questions in theoretical knowledge and so on), 6) more detailed and effective identification




and resolution of conflicts and theory revision (or iruth maintenance) is possible, and 7)
dynamic reorganisation of knowledge can be made easier.

(‘ategmimtion of knowledge facilitates truth maintenance, as in such systems "truths" of
propositions of different categories are established dlffcrently (A more detailed descrip-
tion of conflict resolution based on the c;,atesg(mz ition is given in Kocabas, 1989¢.) Further-
more, some priorities of validity can be gwen to knowledge belonging to certain categories.
For example, if a factual statement is in contradiction with a hypothesis, the problem is
resolved by simply giving priority to facinal knowledge over the theoretical, rather than
removing the hypothesis,

In a categorized knowledge system, hypothesis generation is more systematic. New
hypotheses are generated from factual and theoretical knowledge by induction and other
forms of generalization. Similarly, new hypotheses can be generated from theoretical
knowledge by specialization, abstraction and abduction. Certain forms of reasoning do not
apply o certain categories of knowledge (e.g., specialization is not applicable to factual
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Combined uses of frame and logic representation provides a more structured repre-
sentation of knowledge. Frame representation by itself is less efficient in making full use
of logical and extralogical inference such as deduction, abstraction and abduction (see,
Lenat & Guha, 1990). On the other hand, logic representation alone provides aless efficient
basis for certain kinds of reasoning (e.g. taxonoruic and analogical reasoning). The integra-
tion of frame and logic representations allows the copying and transformation of knowledge
froi frames into predicate statements. Brewka (1987) describes a method for translating
knowledge from frames into predicate statements. However, he makes no mention of any
theoretical work on translating predicate statements into frames in a general and systematic
way. Categorization provides this opportunity, as it allows the transfer or transformation
of predicate statements into frames.

In a categorized system, knowledge acquisition does not have to be in the form of frames.
Knowledge can be entered in simple predicate statements to be categorized by means of a
small set of transformation functions. They can then be automatically structured into
frames by means of a set of knowledge assembly functions. Naturally, the frames must
reflect the categorical distinctions in their structure. For example, every frame can have
slots corresponding to the category names such as "logical", "formal", "the" and "factual".

Categorization facilitates the analysis of descriptive knowledge. Other methods of
expressing complex propositions in terms of their atomic constitutents had been developed.
E.g. Kowalski (1979, p. 33) describes the method of expressing n-ary relationships as a
conjunction of n + 1 binary relationships. Complex descriptions can also be represented in
this way. This method is directly applicable in frame systems, but it deconiposes proposi-
tions into decriptions instead of atomic sentences, which may not always be desirable for
reasons of hindering the effective use of logical and extralogical inference.

Complex propositions can be analyzed to and represented in simple, categorized predi-
cate statements. Consider, for example the proposition: "The pulsar, which was discovered
by radio astronomers is a rapidly spinning neutron star whose radio signal regularly turns
off and on." This sentence can be split into simpler propositions:

formal; A pulsar is a neutron siar,

the: A pulsar spins rapidly.

the: The radio signal of a puisar rapidly turns on and off.
historical: The pulsar was discovered by radio astronomers.
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As is seen, the constituent propositions are not only representationally, but also categori-
cally distinguishable. Feigenbaum has recently redefined problem solving in’ terms of .
"knowledge assemby” rather than search (see, Engelmore & Morgan, 1988, vii). I this new
definition the emphasis is on "finding the right piece of knowledge to build into the right
place in the emerging solution structure’. In a categorized knowledge. system siraple
propositions can be assembled together to build more complex constructs such as complex
propositions, frames and schemata. :

Inevitably, the categorization has its own drawbacks, beside introducing hopes in resolv-
ing some important knowledge level problems in the development of large knowledge
systems, First of all, it imposes a structure on descriptive kowledge, which is basedonaset.
of criteria. The validity of these criteria can be argued, but if humans utilize such criteria
in organising their knowledge, it is worth considering to utilize them in computational
models.

Another problem can be with certain propositions whose category may not be easy to
decide. In such cases, the proposition can be maintained in more than one category.

However, such cases are rare, and the duplications do niot pose a serious difficulty. Ontie
other hand, categorization errors can be identified and resolved by a set of "knowledge
administration functions" which can be built to supervise the "distribution", "mainténance”
and the "assembly” of knowledge in the categories of the system. BRRY

Holland’s (1986) suggestion of using general purpose learning algorithms and giving
emphasis'on inductive learning as a solution to the brittleness problem has appeal. -
However, systems based on such methods use complex input and output units and their
complexity grows as the system is given knowledge of different kinds and levels. In the end,
the brittlenes problem transforms into two problems: Input and output management. Toa
certain extent this can be avoided in a multi layered general purpose system, but the
theoreticdl basis for such systems has not been sufficiently developed. Additionally, -
Holland’s proposal underestimates the role of the deductive methods in learning.

The categorization scheme introduced, is much more detailed than the classification
suggested by Woods (1986) inwhich he divides knowledge into "facts" and "rules”. His "facts”
include what we call factual statements, simple logical, formal, mathematical, theoretical,
and historical propositions. His "rules” include complex logical, formal, mathematical, and :
theoretical rules, which can be called rules of inference, as well as action rules (or
production rules). The categorization meets some of the requirements proposed by Aiello
et al., (1986), as it allows knowledge and metaknowledge to be represented in the same .
form. In this way, it allows the inference mechanisims to be accessible at both levels.

5 Conclusions L : :

In this paper we described a methodology for organising descriptive knowledge into several

functional categories, and discussed the ways in which it can integrate different methods

of representation such as predicate logic and frame representations. The categorization

helps to resolve some of the major problems of developing and maintaining large

knowledge systems. These problems are, brittleness, knowledge acquisition bottleneck,

and the identification and resolution of conflicts. Clarity and simplicity are essential in

building complex knowlédge systems, because as the system grows, it becomes more and

more difficult to keep track of the relationships between domain concepts. (Lenat et al.,

1986; 1990) provide dramatic examples of the complexities of adding more knowledge to
a large knowledge system.) The categorization scheme introduced, provides clarity and .
simplicity, as it allows different kinds of knowledge to be represented in an organised way.

Commonsense, as well as scientific knowledge can be represented in the categories .
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described. The categorization has been implemented in several computational systems
which model reasoning and discovery in astronomy, particle physics, and high-temperature
superconductivity, incorporating various methods of learning and conflict resolution. More
deiailed implementations are being carried out.
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Abstract : :

—————Jnthis-paper-we-examine how-different-Jevels-of representation-and learning can be

' integrated in computational models of discovery. We have designed a program, CER, which

simulates some of the research activities carried out in the process of the discovery..of

high-temperature supérconductors by Bednorz and Muller in 1986. These activities include

goal and strategy choosing, proposing experiments, designing experiments, data collection,

generating and testing hypotheses, modifying hypotheses, and generating explanations. The

CER system integrates learning methods such as classification, learning by instruction,

generalization and specialization, and by explanation based learning. In this way the
program can perform learning at three different levels. :

1 Introduction : . A .
Computational modeling of scientific discovery has emerged as animportant research field
in artificial intelligence in recent years. A number of discovery systems have been
developed, utilizing different methods of learning and representation. The CER system
(Kocabas, 1989a) introduces improvements on earlier systems in its representation of
scienfic knowledge and integration of methods of learning and discovery at different levels.
The system has been designed to model the discovery of high-temperature oxide supercon-
ductors in an- interrelated set of tasks such as proposing research goals, choosing research
strategies, proposing experiments, designing experiments, generating and testing
hypotheses, verifying, modifying or deleting hypotheses, and generating explanations. .
Newell (1982) describes five different levels of representation in knowledge systems in
increasing abstraction as device level, circuit level, logic level, symbol level and knowledge
Jevel. Kocabas (1991c) looks at representation in three levels in knowledge systems as
device level, symbol level and knowledge level, and investigates the relationships between
representation and learning through various methods. Accordingly, he classifies various
methods of learning into these three levels of abstraction, and identifies learning in neural
nets as device level learning systems, classifiers (Nilsson, 1965), genetic algorithms (Hol-
land, 1975) and semantic nets as symbol level systemns, and considers higher level learning
methods such as similarity based. (Dietterich & Michalski, 1983), explanation based
(Mitchell, Keller & Kedar-Cabelli, 1986), and analogical learning as knowledge level
methods. Here we add another level of learning: the control level, which concerns learning
control rules. Some might object to the separation of knowledge as control and knowledge
level (see, e.g. Lenat & Feigenbaum, 1987), but there are some practical reasons as to why
the two are to be treated as distinctly, The distinction will be made clear in the following

pages.
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Majority of the current discovery models integrate learning methods horizontally. For
example, the learning methods of AM (Lenat, 1979), EURISKO (Lenat, 1983),
GLAUBER (Langley, Simon, Bradshaw & Zytkow, 1987), STAHL (Langley, et al., 1987),
KEKADA (Kulkarni & Simon, 1988) and AbE (O’Rorke, Morris & Schulenburg, 1990)
can be described as knowledge level methods. Only a few systems such as IDS (Nordhausen
& Langley, 1987) integrate different levels (i.e. device and knowledge levels) of repre-
sentation and learning methods.

The CER system (Kocabas, 1989) integrates learning at three different levels as symbol,
knowledge and control levels. The system’s symbol level learning is performed by a
classifier, knowledge level by aset of research operators, and control level by its explanation
based generalization subsystem. In this paper we will describe how CER integrates various
methods of learning in its simulation. We will also describe the system’s knowledge
organisation and representation, as we believe that these are closely related with learning.

2 _An Overview of CER

CER consists of a knowledge base, an explanation based generalization program (Mitchell,
Keller, & Kedar-Cabelli, 1986), a set of system operators each consisting of a series of
condition-action rules, a classifier (Nilsson, 1965), and a small set of primitive Prolog
function definitions to assist input, output and list processing. In this section the system’s
representation of descriptive knowledge, its control architecture and research operators
are described and its classifier and how it is controlled by the program’s research operators

is explained.

2.1 Organisation and Representation of Descriptive Knowledge

CER’s descriptive knowledge is represented as categorized predicate statements in Prolog.
This representation is basically the same as in our earlier systems (see, Kocabas, 1989b;
1991a), but carries more detail and includes the following categories: 1) logical knowledge,
2) formal knowledge, 3) meta knowledge, 4) theoretical, hypothetical, empirical
knowledge, 5) factual knowledge, 6) historical knowledge. An important addition in CER
is the representation of processes and events by qualitative schemas (Forbus, 1984).

The system’s logical knowledge contains the definitions of logic functions and logical
relationships between types of expressions. Formal knowledge contains domain defini-
tions, class memberships and class-superclass relationships. Factual knowledge includes
factual statements about domain objects; while theoretical knowledge contains theoretical,
hypothetical and empirical statements acquired or generated by the program. Some
examples of the system’s descriptive knowledge with category labels are as follows:

Logical: "larger" is a transitive relation.

Logical: "same_group” is a reflexive relation.

Lagical: Ni is an element in LaNiO3.

Logical: "Na" is the symbol of sodium,

Factual: The price of Scandium is over US$ 50,000 per kilogram.
Theoretical: The critical temperature of Y-Ba-Cu-O compound is 91 K,
Theoretical: Specific heat and oxide superconductivity are related.

Some theoretical statements refer to process schemas such as

the_dretical(reduces,process([substitution/of,tve,y,ybco],),tc).
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which means that a tetravalent element substitution forY in Y-Ba-Cu-O superconductor
reduces the critical temperature, where the process itself is represented separately by a
schema.

CER’s meta knowledgc contains statements about its domain predicates, hypotheses, ete.
It is important to know in record, if certain acquired or generated hypotheses can explain
acertain phenomenon. Historical knowledge contains the records of the historical develop-
ment of research in superconductivity starting from Onnes’ discovery of the phenomenon
in 1911, It also includes the records of the conducted experiments to avoid repetititons and
the records of the refuted hypotheses. Some examples of meta and historical knowledge
are:

Meta: The isotope effect holds for metal superconductivity.
Meta: Eleciron-phonon interaction mechanism explains superconductivity.
Historical: "Superconductivity was discovered by H.K. Onnes in 1911."

CER’s inputs are the logical, formal, theoretical, factual, meta and historical knowledge
in its knowledge base. Since the system’s descriptive and definitive knowledge is main-

tained as separate from its prescriptive knowledge, new descriptive domain knowledge can

be added to it. The system also accepts, by interaction, the results of the experiments it has
proposed. Some other interactions occur during its activity (e.g. assigned time limits to
strategies, methods and experiments).

2.2 CER’s Control Level Learning
The systern’s design includes seventeen system operators and a control operator with an

explanation based learning subsystem As described below, each operator consists of a set

of condition-action rules, and carries out a certain research task such as formulating and

choosing goals, choosing strategies and designing experiments. Currently, only five of these,

operators have been implemented.
In order to accomplish it§ research objectives, the system has to carry out its research
tasks in a certain order. (For example, a research strategy is selected only after research

Historical: "AT was substituted for Ni in farmula LaNiO3 1o yigld compound taAlogy

goals are formulated and a research goal is selected.) For this reason, CER must know

which operator to activate first, and what other(s) after the completion of a certain task.
The program learns its control knowledge by explanation based generalization (Mitchell,
et al., 1986).

C}:h has a hierarchic homuncular control architecture (Kocabas, 1991b) basically
consisting of two levels of independent operators or "homunculi” (see Figure 1). In this
architecture, a system’s methodological knowledge is represented as condition-action rules
partitioned into a set of level-1 research operators, which in turn, are controlled by a
level-2 or control operator. by means of a message list. This architecture divides a systemn’s
overall activities into actions, activities, tasks and jobs.

Each condition-action rule represents a set of conditions and a set of actions. A condition
can be a proposition (to be proved in the knowledge base) or a message (in a message list).
A set.of actions are carried out, when the conditions of an action rule are satisfied. An

action adds/deletes a proposition to/from the knowledge base, or a message to/from the -

message list. The totality of the actions performed by such a rule is called an activity. The
setiof activities' performed.by a: level-1 operator is called a task, and the set of tasks
performed by a group of such operators is called a job.
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Figure 1. CER’s control architecture in which the systern’s prescriptive knowiedge is organized into.
rules, level-1 research operators (H1,...,Hn) and a control operator (C). Each research operator sends
its message fo a message list (M). The control operator reads the message list and activates the
research operators according to the message states.

The changes in the message list are periodically monitored by the control operator, which
activates one or more of the research operators in acordance with the state of the list. As
each active operator completes its task, the state of the message list changes, and the control
operator activates other operators accordingly. This goes onuntil all achievable tasks are
performed, or the system is interrupted internally or externally. Since the research
operators communicate with one another only through the message list, each acting as an
autonomous agent in this architecture, like those described by Dennett (1978).

The benefits of this architecture are twofold: First, the system’s activities are divided into
independent and manageable tasks, activities and actions. Secondly, the control operator
can be taught how to distribute control among its research operators. CER learns the
necessary control knowledge by using its on-line explanation based generalization module
(or EBG for short). During training, the EBG system partially generalizes the message
states and generates control rules such as -

If the message list consists of the messages
message(p, , , ) and

message(q, ;_, )
then activate operator H2.

S0, basically, the learning consists of learning how to associate the new message states with
aparticular operator. Once the training is completed, the system can focus on new research
problems directly under the control of its control operator. Table 1 shows the control rules
of CER created during a particular run, where the condition parts of the rules contain
generalized message states, and the action parts indicate which operator to be activated.

2.3 Knowledge Level Learning: CER’s Research Operators

CER has seventeen research operators (see, Kocabas, 1989), of which only five, namely
Goal Setters (GS), Goal Choosers (GC), Framework Setters (FS), Strategy Proposers (SP)
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and Experiment Pioposers (EP) have been implemented, while six others are partially
developed. The rest have yet to be developed from design to computational implementa-
tion. ‘ :

Some of CER’s operators (namely, GC, SP, KG and EF) employ a simple trainable
classifier (Nilsson, 1965) in choosing goals, strategies, methods and experiment materials
among alternatives. CER uses only one classifier with different matrices for different
classification activities. The classifier is activated by some of the action rules of these
operators, and as will be described below, can itself be trained on line. The use of such
classifiers as symbol level learning and search units is essential in decision making that
involves conflicting constraints. We can now describe some of the system’s operators in
terms of inputs, activities and outputs. In their descriptions, occasionally their acronyms -
are used for conciseness. '

2.3.1 Goal Setters -
Most intelligent activities can be considered as oriented towards achieving a set of goals

though some of these can be ambiguous or general. CER’s goal proproposing rules (G5S)
are confined to scientific interest. Well-defined goals usually have a time limit for their
accomplishment.

CER proposes research goals such as explaining an unusual phenomenon, or studying the
possibilities of improving a desired property of a compound. One of the GS rules of CER
assigns time limits to the proposed goals, and another one checks if the goals are correctly
formulated, and asks them to be reformulated otherwise. The system currently has thirteen
such rules, high level description of some of which are as follows: -

If a phenomenon has not been explained, then make it your goal to explain it.

If a phenomenon is not explainable, then make it your goal to study it

If a physical property is an important property, then try to enhance that property on some
substance.

If a goal is entered to the agenda, then assign a time limit to If.

Te;ple 1. Some of CER's control rules generated by its explanation based léaming module. Here, the ep( ),
sp( ), ge( ), and gs() refer to the systern’s research operators.

control .- '

and([message(goal,_,_, ), message(strategy, , , ),
message(current/goal,_,_,_),message(current/sirategy, ,_,_)]),

activate(ep( )).

control :-
and([message(goal, ,_,_), message(current/goal, ,_, )1,

‘ activate(sp( ).

control ;-
and([message(goal,_,_, ), °

. activate(ge( ).

controf :- '
empty_messagelist,
activate(as( ).




Inputs to the GS operator are logical, formal, grammatical and theoretical statements in
the knowledge base as below, by means of which the system can generate its research goals:

The superconductivity of Ba(Pb,B)O3 is not explained.

The superconductivity of oxide coated filims of aluminium is not explained.
Superconductivity is an important property.

Oxide superconductivity is a kind of superconductivity.

Ba(Pb,Bi)03 has superconductivity.

The outputs of (3§ are expressions labeled as messages with the internal Jabel "goal” and
an assigned time limit. A goal can be like

Explain the superconductivity of Ba(Pb,B)Q3.
Improve superconductivity in an oxide compound.

The time limits to goals are given by interaction, which indicate the length of time that the
goal can be on the agenda.

2.3.2 Goal Choosers
Choosing between goals, strategies and experiments can be an important task in scientific

research. CER’s GC operator currently has two rules, which have both been implemented.
One of these rules uses the system’s classifier to choose between proposed goals. The
classifier uses several criteria: cost, reward, time limit, achievability (by existing knowledge
and by existing technology), and likeliness to be achieved by other researchers before. The
values to these parameters are qualitative, and some are given to the classifier externally,
while others (such as cost, availability) are drawn from the system’s factual, theoretical and
meta knowledge. The rules of this operator are as follows: '

If there are more than one goals, then use the classifier to choose a goal, and label it as the
current goal. If there is only one goal, then label it as the currens goal.
If the classification fails, then select a goal randomly.

Inputs to this operator is a set of goals labeled as messages with assigned time limits and
the qualitative values given to the parameters of the classifier for each goal, while the output
is a single, labeled as a message with the internal label "current goal”.

2.3.3 Strategy Proposers

When a research goal is chosen, there may be alternative ways (e.g. strategies) to achieve
that goal. Moreover, a research strategy may use different methods. Some research goals
are simply achieved by literature search, some others by theoretical analysis, and yet others
by experimentation. Scientists choose the most appropriate research strategies to achieve
their goal in an economic way. CER’s SP operator performs its task in accordance with the
system’s current research goal. The system has fully implemented fifteen SP rules, one of
which assigns time limits to the strategies while another one uses the classifier to choose
between alternative strategies, on the basis of cost, time required, and likeliness to succeed.

The following are two of the SP rules:

If the current goal is to explain a phenomenon, then make alist of all the
strategies for finding and explanation.
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If the current goal is to improve a property P1and another property P2 is positively related
with P1 and a process S1 improves P, then propose experiments to apply S1.

Inputs to this operator can be formal and theoretical statements, and the message that states
the current goal. Outputs are messages that indicate the considered strategies and the
current strategy with assigned time Hmits.

2.3.4 Experiment Proposers

The tasks of this operator include the following: Making a list of relevant processes and
techniques for the research, determining the relevant test properties for an experiment,
determining the experiment materials having these properties, choosing the best material
from a list of materials by classification against criteria such as availability, likeliness to
produce success, cost and relative hazards. CER currently has eleven EP rules, three of
which use the classifier to choose experiment materials, substitution elements and sub-

tituting elements among alternatives. Some of the rules of this operator are as follows:

If the current strategy is experimentation applying a particular process, then record that
process as the current process.

If the current strategy is experimentation, and a process has been chosen, then select the
experiment materials with the relevant properties.

If there are alternative experiment materials for the same process, then choose the best
material by classification.

Inputs to Experiment Proposers can be formal and theoretical statements,and messages
that indicate the current goal and current strategy. OQutputs are messages indicating the
relevant processes, relevant properties, the current process, experiment materials, current
experiment materials, substitution elements and substituting elements.

2.3.5 CER’s Other Operators.

We will not describe the system’s other operators, but will provide a summary description
of its Hypothesis Generators and explain the methods of learning used by this operator.
Hypothesis formation is one of the most important activities in scientific research, and has
been studied extensively (e.g. see, Lenat & Feigenbaum, 1987; Darden, 1987).

The tasks of CER’s Hypothesis Generators include: generating hypotheses on the varia-
tions in the physical, chemical, etc., properties of the system under study, using induction,
abstraction, abduction, and analogy. The program has currently forty such rules most of
which were extracted from the research reports on oxide superconductivity. Some of these
rules are as follows:

If a physical effect P1 cancels another effect P, then hypothesize that there is another efect
related with P1 and P2.

If the value of a property P1 changes in parallel with the changes with the value of another
property P2, then hypothesize that P1 and Pz are related.
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Table2. An example of CER’s classification. Here, the classifler is to choose an experiment
matetial from three alternatives M1, M2 and M3, and chooses M2.

Lo byt e v e

Cualities weighis M1 M2 M3
avaitability/n 2 0 1 i
availability/m 1 ‘ 1 0 0
availability/t 0 0 0 0
cosith -1 0 0 0
cost/m 0 1 0 0
cost/l 1 0 1 i
success hope/h 2 0 1 0
success hope/m { 0 0 1
stccess hopefl 0 1 0 0
hazards/h -3 0 0 0
hazards/m , -1 0 0 0
hazards/! 0 1 1 1
S 1 5 4

The results of experiments are generalized into hypotheses in stages. For example, if the
experiment result is: "Substitution of A/ for Ni in LaNiO3 did not improve conductivity,"
then this is generalized in an increasing degree of abstraction stages as follows:

a) Substitution of A/ for Ni in LaNiO3 does not improve conductivity.
b) Substitution of 4] for Ni in oxide superconductors does not improve conductivity,
c) Substitution of Al in oxide superconductors does not improve conductivity.

If, in a later experiment, say, the result is; "Substitution of 4/ for Bi in Ba-Pb-Bi-O
improves consuctivity," then the hypothesis (d) is deleted. This example contains multiple
levels of abstraction (Darden, 1987).

2.4 Symbol Level Learning: CER’s Classifier
As has been mentioned, CER uses only one classifier (Nilsson, 1965; Hunt, 1975) for
several different classification tasks.! In experimental scientific research, preference is
normally given to materials that are less costly, more easily available, more likely to yield
success, and less hazardous. It is easy to see that these criteria can be in conflict with one
another. For example, a particular material can be cheap, but highly toxic; another material
can be easily available, butless likely to yield successful results in the proposed experiments,
In such cases, the problem s to find the best material against a set of conflicting parameters.
Purely rule based methods cannot resolve such problems efficiently, unless some sup-
plementary methods are used to reduce the number rules, for, as the number of classifica-
tion parameters increase, the number of rules required for classification can increase
exponentially. Whereas a linear classifier can pack n! sets of rules in a vector of n parameter
ranges. Additionally, classifiers can provide approximate solutions with incomplete data.
CER’s classifier runs as a module, like the explanation based generalization program
described earlier. It uses different evaluation matrices for different classification tasks
such as choosing goals, strategies, methods, processes and experiment materials from

1 The classifier is a short program (about 4K), also implemented in Prolog.
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among alternatives. These matrices can be created, developed and modified on line without
impairing the system’s activities, and can be saved for future nse. The classifier can be
trained in two different ways: 1) by directly providing qualitative values to each
parameter (e.g. cost, availability, relative bazards, etc.), 2) by learning from failure, in which
case, the parameter values given to the correct object are used as increments in modifying
the matrix.

To illustrate how the classifier can be trained directly, consider that we want to train it for
choosing an experiment material. When the classifier is fired by the rule, alist of experiment
materials, say M7, M2 and M3 is given as objects. Similarly, the classification parameters are
entered. These can be cost, availability, likeliness to succeed, and relative hazards (see,
Table 2). Each parameter can be further divided into qualitative ranges such as "high"

"medium" and "low". For each object, parameter values are also entered. The values given
to each parameter is related with its desirability. For example, high cost is not desirable,
and therefore can be given a negative integer value such as -1 in an interval of -3 o +3.

e Similarly; medivm-and-low costs-can-be given the values-of O-and-lrespectively. This direct———

way of training the evaluation matrix relies heavily on domain knowledge.

Once.an evaluation matrix is created for 4 particular classification task, it can be used in
similar classifications. To explain how the classification works, let us return to Table 2.
When the list of experiment materials is known to the classifier, the qualitative values to
availability, cost, likeliness to succeed, and relative hazards are provided to the classifier
for each material, These values are multiplied with the corresponding values in the matrix

~ (column 2 in the table) for each experiment material. The experiment material that has the
highest weighted sum is reported by the classifier as the choice (which is M2 in the table).
The classifier asks the teacher if its choice is the correct one, and if the answer is
affirmative, it is recorded as the correct choice. However, if the teacher is not happy with
the choice, the second type of learning, i.e. learning by failure takes effect. The teacher
enters the correct choice, and the values given to the parameters are added to the values
in the matrix to increase the welghts of the choice. In this way, with its modified matrix, the
classifier favours the trainer’s bias in the later classification activities. CER’s classifier can
build its evaluation matrices entirely by this second type of learning. In other words,
learning by failure is applicable to it even when the evaluation matrix is blank. However,
in this method learning is incremental and therefore slow.

3 The System’s General Behaviour

. Initially CER has the formal, theoretical, meta and historical knowlcdge from the earlier
. work on superconductmty, some examples of which were given above. CER’s initial
knowledge also includes detailed formal, theoretical and factual knowledge about all the
chemical elements in the periodic table, which include more than forty properties for each
element, The system’s behavior in its research activities depends on the control knowledge
that its control operator has acquired through training. What follows is the general

description of the system’s behavior after such a training session.
In its first run, the program generates a set of research goals from the records about
. unexplained phenomena, important physical properties and contradicting hypotheses in its
knowledge base. As illustrated in Figure 2, CER generates basically two kinds of research
goals: finding an explanation to a phenomenon, and studying a phenomenon. Once it has
formulated its research goals, CER assigns time limits to therm. Its next task is to choose a
research goal to focus on. When the research goal is selected, a research framework has to
be drawn, so that the system can focus on the relevant aspects of the research problem, by
recalling the relevant information about the objects, properties and relations from its static
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knowledge base. Then, the system proposes research strategies, and selects a strategy from
the general strategies that it knows,

CER knows two general strategies for explaining a phenomenon (gathering knowledge
from external sources and theoretical analysis) and two strategies for studying a
phenomenon (theoretical analysis and experimentation and/or observation). For each
strategy there may be a number of alternative processes and techniques, For example, in
studying a physical phenomenon, new materials with certain properties may need to be
synthesized, which may require the application of certain processes,

In order to study a phenomenon, CER proposes strategies, and chooses a strategy. If the
strategy Is experimentation, then it proposes processes for experimentation, and chooses a
process. Then it finds the appropriate materials for the experiments, from which the system
chooses the best experiment materials, After the experiment materials are determined,
experiments are designed, expectations are stated, and then experiments are conducted. {
: achieved, alternative materials, processes, and strategies are tried. The research continues '

until all goals are achieved, or their time linits expire.

CER’s search in pursuing its goals can be viewed as a combination of heuristic search and
best-first search. Heuristic search is employed by the activities of the system’s methodologi-
cal rules. The program’s search in choosing goals, strategies, methods, etc., can be viewed
as best-first search, for its behavior in these cases is dependent on the weights given to the

~ alternative choices. CER’s control message list functions like a constantly changing agenda,
by means of which the system’s control operator directs its activities.

4 Evaluation of CER's Methods :
In this section, we will take a critical look at the system’s organisation of descriptive
knowledge, its research operators, learning methods, and control architecture.

4.1 Knowledge Organisation

Current discovery systems employ either a frame representation, a rule based or predicate

logic representation, or some combination of these. CER’s representation of descriptive
knowledge in categorized predicate statements is different from the methods employed by ;
other researchers, CER also uses qualitative schemas (Forbus, 1984) for representing /
processes. This enables the system to reason about processes in an efficient way. To ‘
illustrate, consider the theoretical statement taken from CER’s knowledge base,

theoretical(reduces, process([substitution/of tve,y,ybco],_).tc).
New hypotheses from such theoretical statements can be generated by perturbation over
the arguments before any direct reference to the process descriptions themselves. The
-categorization also facilitates the integration of methodological and control knowledge
with the systemt’s descriptive and definitive knowledge (see, Kocabas, 1992).

4.2 System Operators
CER’s design aims at modeling various tasks carried out in scientific research. Its research

operators cover a wide range of research activities, in which they can serve as a starting ‘
point for the design of such models. CER’s operators contain some of the methodological ,
rules of problem generators, problem choosers, strategy proposers and decision makers of "
Kulkarni and Simon’s (1988) KEKADA with minor modifications or improvements.
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Figure 2. General structure of CER’s behaviour.

However, an important difference between the two system’s is the former’s use of a
classifier, while the latter relies on a series of rules for choosing processes and experiment
materials. Classifiers provide three main advantages over the rule based methods in such
classification activities: 1) They are more flexible, for it is much easier to dynamically
modify or change the evaluation matrix of a classifier than modifying or changing

‘methodological rules, 2) They can pack more information per unit of computational space,
and 3) They can be trained, while rules cannot.

4.3 Methods of Learning and Discovery
- CER conducts search at three different levels: 1) search in directing tasks through the
control rules of its control operator, 2) knowledge level search by the action rules of its
level-1 operators, and 3) symbol level search by its classifier. In this, the system integrates
¢ the methods of learning at three different levels, and also provides an example to
“ knowledge level control of symbol level systems at the same time, in the way its action rules
" control the system’s classifier. Currently, unlike IDS(Nordhausen & Langley, 1987), CER
does not have device level learning units. The system’s methods of learning includes

"% Jearning by experimentation, by generalizations (of its hypotheses), explanation based

* Jearning (of its control rules), and learning by classification. The program’s generalizations
of its experiment results and hypotheses consist of replacmg individual obj jects names (e.g.,
of an element) with class names that appear as arguments in the expressions.

4.4 Control Knowledge and its Orgamsation
CER’s control architecture has some similarities with blackboard control architecture

(Hayes-Roth, 1985; Engelmore & Morgan, 1988), particularly in that its message list can

" beseen as functlomng like a blackboard. However, there are some basic differences, First,

the'former’s knowledge organisation is entirely different from those implemented in the

"+ blackboard systems. Second, the latter systems use a global blackboard, while CER uses its

- message list only as a medium for communication between its operators, and can also use
a multiplicity of such message lists in a hierarchic homuncular orgamsatmn (Kocabas
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1991b). Third, the systemn’s operators only represent methodological knowledge as opposed
to the "knowledge sources" of the blackboard systeins, which may also represent descriptive
and definitive knowledge. Finally, blackboard systems wuse sophisticated schedulers to
determine which configuration of the blackboard should cause the activation of which
knowledge sources, whereas CER can learn its control knowledge.

Several other learning systems such as LEX (Mithchell, Keller, & Kedar-Cabelli, 1986),
PET (Porter & Kibler, 1986), and PRODIGY (Minton & Carbonell, 1987) also have the
capability of learning conirol knowledge by explanation based methods. Among these, PET
has the additional capability of learning control in sequences of activities or "episodes’.
However, these systems operate in relatively narrow domains. They do not employ message
lists as CER does, but use the states of their dynamic memory as the problem states.
Consequently, they are "flat" systems as opposed to CER’s essentially hierarchic control

architecture.
A significant point about the organisation and control of CER’s methodological

knowledge is that it provides a prototypical model of how scientific research and discovery
can be taught. According to this model, methodological knowledge (in the form of action
rules) can be taught by instruction, while the control and coordination knowledge, by
explanation based methods. CER’s control operator can also be trained by other methods
such as classification besides explanation based generalization. However, for this task, the
classification requires a large number of training examples, and therefore, is cumbersome.

5 Conclusions

In this paper we have described how in a computational model of discovery different
methods of learning can be integrated, through a program, CER, which constitutes a step
towards a comprehensive model of scientific research. The program learns and conducts
search at three levels: symbol level, knowledge level and control level. The symbol level
search is carried out by by the program’s classifier, while knowledge level search is
conducted by its rules of action, and control level search by the system’s control operator.
CER’s knowledge organisation facilitates the integration of search at different levels, and
the use of such different methods of learning as classification, abstraction, and explanation
based learning,.

Modern scientific research is a complex enterprise usually requiring a large number of
small but necessary inventions and discoveries of tools, techniques and subsidiary
hypotheses before its main goals and strategies are accomplished. Even the design of an
experiment requires a great deal of background knowledge about the methods, materials,
processes, experimental tools and their proper arrangement, and about the conditions of
measurement. Therefore, a few hundred rules in a computational system can only provide
a sketchy model for scientific research and discovery. Nevertheless, computational model-
ing of discovery provides us the insights on the reasoning behind the critical decisions taken
by the scientists during the course of their research.

The system’s hierarchic control architecture introduces a new perspective into the design
of computational models of research and discovery: A system can learn its control
knowledge for distributing its tasks over its subsystems by explanation based learning. We
have described how this method has been applied to train CER’s control operator. This
control architecture can be extended downwards to the system’s action rules, so that each
operator can learn which rule to activate next, adding more flexibility into the repre-
sentation of methodological and control knowledge. Another advantage of the hierarchic
organisation of such operators is to enable the system to make maximum possible use of

parallelism.
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ABSTRACT

Neural Networks (NN) have recently attracted particular, attention
from scientists.and engineers. Various aspects of NN have been studied
and the applications of them are searched for some problems such as
-+ robotics, ravigation, speech recognition... Speech recognition has become

“one of the very successful application of NN.- L ‘

This study gives an overview of speech recognition NN. It introduces
some recent results achieved by authors and compares these with the
results of other techniques for speech recognition (specifically Hidden
Markov Model (HMM)). The paper spécifically mentions Time-Delay
Neuial Neiwork (TDNN) and successor architectures with training
algorithms using the recognition' performances of a subset of phonemes
~of Japanese. S » :

ABSTRACT

Yapay Noron Aglary (YNA) son:zamanlarda bilim.adamlar:s vée-
muhendisler- tarafindan buyuk-ilgi gormustur. YNA ile ilgilitgesitli .
konular bilim adamlar: tarafmndani-¢alisiimis ve robotlar, yoneltnie,

kofubina isaretinin tanmmasr gibicesitli uygulamalarda bu - aglar .
iekuHantimistr. Konusma isaretinin tanmmast YNA numn en basartlt oldugu

~uyguldmalardan. bifidir. ' [N Lot

.Bu calisma konusma isaretinin taninoasi icin kullantfan:-YNA

hakkinda genel bir fikir vermeyi amaclamistir. Bu alanda bizim elde
. etmis oldugumuz genel sonuclardan yararianarak diger-bilinen teknikler
~(6rnegin Markov Modeli)-ile YNA nin konusma isareti icin
karsiasticimasint bedefledik. Bu calisma ozellikle zaman- gecikmeli YNA
ve arkasindan gelen noron aglarinin ve egitme algoritmalarinin Japonca
ses parcaciklarinm bir altkimesi (/b,d,g,m,n,N/) - kullanularak yapilan
sonucglardan yararianmistir.

GIRIS

Goniimizde Yapay Noron Aglarr('YNA) konu;sﬁnda cesitli-arastirmalar
yaptimaktadie [7119]. Bu alanda yapilan calismalar herbiri degisik amag
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ve degisik kriterleri olan kategorilerde yol almaktadir. Bunlar arasinda
en basarili olan calismalardan biri konusma isaretinin taninmasi ile ilgili
aragtic malardirc, ,

Bu cabismada konusma isaretinin taninmast i¢in kullantlan gincel
teknikler arasmda YNAnin yerini ve elde ettigimiz (genel olarakia son
zamanlarda elde edilen) sonucglary sunmay! amacladik,

Konusma isaretini bilgisayarlar ile taninmasina davanan
arastirmalar son 20 yildan beri gittikge artan ilgi gérmustur {1]. Bugin
az sayida kelimenin taninmasi icin sistemler artik kullantlmaya
baslanmistir, Daha cok sayida kelime (orta derecede buyuklukte kelime
sayist) i¢in ise %100'¢ yakin tanmma orani elde edilmistir. Cok
kelimeden olusan {(ginlik hayatta kullandan kelimelerin buyukce bir
kismint kapsayan) sistemler icin ise arastirmalar surmektedir. Her gecen
gin bilgi ve tecrube birikimleri sonucu daha boyuk adimlar
atilmaktadir. Sonucta, konusma isaretinin bilgisayar ile taninmast
dolayisiyla insan ve makina arasindaki iletisimin artmast i¢in yeni
ufuklar acabilecektir.

Konusma isaretinin taninmast icin genel olarak uc te mel teknikten
bahsetmek mimkindir: Dinamik zaman ayarlamasi (Dynamic Time
Warping or DTW) [5], Markov Mode! (Hidden Markov Model or HMM)
[61110], ve Yapay Noron Aglart (YNA, Neural Networks) [7]. Dinamik
Zaman Ayarlamas: (DTW) ile konusma isaretini olusturan kaliplarin
(templates) birbirine uygunlugu arastictlir. Konusma isaretini olusturan
vektorlerin (feature vectors) birbirine yakinlgint dinamik programlama
ile arastiran bu teknik istatistiksel kapsamdan yoksundur, daha ziyade
klasik anlamda sekil, form tamima (pattern recognition) ve dinamik
programiama (dynamic programming) tekniklerinin birlesimidir, Bugin
ticari olarak gelisticilmis pekcok sistemde ve arasiirma laboratuarinda
bu teknigin uygulamalarini gormek mumkundur, Surekli (agrzdan ciktigt
gibi) konusma isaretinin tanmmasinda (Connected speech recognition)
diger tekniklerin yanmda temel bir yontem olarak kullaniimaktiadir. Bu
yontemin stokastik sekli "Viterbi algoritmasi”" olarak bilinip, HMM in
kullandigi temel yontemlerden biridir.

HMM ve YNA tekniklerinden gelecek bolimlerde daha ayrintils
bahsedilecektir. Son bolumde ise bu tekniklerle yaptan deneylerde elde
edilmis sonuclar sunulacaktir,

MARKOV MODELI (HMM)
Markov Model (HMM) olasilik teorisine dayali gintmuzde ¢ok
kullantlan kuvvetli bir tekniktir. Son 10 yiuda bu teknigin konusma

isareti taninmasi problemine uygulanmast ic¢in onemli calismalar
yaptlmis ve basarilt sonuclar alinmistirc.
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HMM son zamanlarda genis olarak arasticimis ve kullamilmis bir
teniktir [10](Baker, 1975; Bahl ve Jelinek, 1975; Jelinek, 1976; Rabiner
“ve digerleri, 1983; Rabiner ve Huang, 1986). Bir HMM aralarinda gecis
elemanlary (transitions) ile baglanmis durumlarin (states) bir
toplulugudur Ses parcaciklary az sayida durumun gecis elemant ile
baglanmasi ile olugsan modeller ile gosterilir. Her bir durumda bir cikis
isareti gozlemeL mumkin olsada, durumun kendisini gozleyemeyiz. Bu-
nedenle gxzh hidden” sozciogt kullantlir.

~ Genel bir HMM, (A B,[1) buyuklikleri ile tantmiansr. A= (aij) ve B=

(hj(k)) terimleri durum gecis matrisi ve cikis isareti gozlenme’ OIasxhgi
olarak tanimlanr. (J ise baslangic durum olasiiklarinn kumesidir. "aij”
i durumundan j durumuna gecis olastligt, "bj(k)" ise K inci ayrik ses
elemanminun (k inci  vektor kod elemaninin, VQ: vector quantization
technique) gozlenme olasthigrder. i, i durumunun baslangi¢ durumu
olmass olasthigins gosterir. '

HMM in egitme fazmda ornegin, 100 ses pamac@ icin

O(n) = { On)), t=1 toTn,
' Tn : ses parcgacigint olusturan birim say151

gozlemleri kullanlip, (A*,B*, [1*) modeli aranur, oyle ki

100
(A*B*, [0*) = argmax [ Prob(O(n)/ AB,).
(AB,1) n=1

~Baum-Welch algoritmasi kullanilarak, yukardaki esitligin sag tarafindaki
_ sartl olasilik maximize edilir. Viterbi algoritmas: kullanularak en uygun
“durum dizisi veya ses parcacigint olusturan birimlerin dizisi saptanur
(0(n) = O1(n) O2(n) ... OT(n)). HMM in bilinmeyen ses parcaciklarint
‘tanima asamasinda, sonrada forward algoritmasi ile herbir bilinmeyen
ses parcaciginn, bulunan modeller igin, olasiliklary hesaplamf ve tanima
skoru elde edilir. '

Surekli HMM de, kodlanmis vektorler yerine orijinal vektorler
(feature vectors of phonemes) kullaniimaktadir [10]..

YAPAY NORON AGLARI

YNA, HMM e gore daha yeni, 0zerinde calisilmast gereken bir
tekniktir. Alinan sonuclar konusma isaretinin taninmasi konusunda
- YNAnin HMM yaninda (veya birlikte) kullandabilecek diger bir basarils
teknik oldugunu kamitlamistir. Galismalar YNA nmn konu&ma isaretinin
taninmasina uygulanmasinda karsilasilan performans, dayaniklthik
(robustness), modulerlik (modularity) gibi karsilasilan belli bash
problemlerin ¢oziimt yoniunde devam etmektedir,
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Bu caltsmada konusma isaretinin tamnmast icin kullantan YNA 1
ses parcaciklar: icin elde ettikieri performans sonuglarini sunmayt
amacladik. YNA bircok nonlineer islem elemantun paralel olarak islem
gordiugl bir informasyon sistemidir, Temel olarak, N adet agirhikle giris
isareti nonlineer transfer fonksiyonlu (6rn. sigmoid fonk.) islem
elemanindan gecirilir. En basartls olarak kutlamlan YNA c¢esidi cok
katmanli perseptron ( multilayer perceptron, MLP) olup, cesitli sinuflama
ve form tanima problemlerine basari ile uygulanmaya baslamistir [9].
Cok katmanlt perseptron (MLP) bir ileri-beslemeli devre olup, giris ve
cik1s katmaniarinmn arasinda bir veye birden fazla katmanlar yer alir.
Bilindigi gibi MLP un kapasitesi nonlineer islem elemanlarindan
olusmasindan gelir, hatanln geriye iletilmesi (back propagation, BP) gibi
bir egitme algoritmast ile kullamilacags uzayin cesitli ornekleri ile
egitilmesi gerekir.

Hatanin geriye dogru iletilmesi (BP), YNA mn Ozerinde islem
gorecegi uzayin ornekleri ile egitilip, agirlik degerlerinin bulunmasim
saglayan bir iteratif egitme algoritmasidir. Daha oOnceki
calismalartmizda BP algoritmasini onerdigimiz "fuzzy egitme” algoritmass
ile gelistirmistik. Bu konudaki calismalarimiz devam etmektedir.

Calismalarimizda MLP gelistirilerek onerilen zaman gecikmeli YNA
(TDNN) [8] ve gelistirilmeye devam edilen yeni YNA nin sonuclarini
tartismays planladik [2,3,4]. Diger tarafta surekli HMM (continuous
HMM) ve ¢esitleri bu karsilastirma icin temel alindy

SONUCLAR

Bu calismada Japonca konugma isaretini olusturan 6 ses parcacigi
“olan /b,d,g,mnN/ (phoneme) sesleri (5240 kelimeden olusan kelime
dagarcigindan bu sescikler toplamip ve bu sescikler ile deneyler
yapilarak) icin elde edilen genel sonuglar kargilastirilds. Ayrica konusma
hizina bagli olarak izole edilmis kelimeler (isolated words), ibareler
(phrases) ve surekli konusma (continuous speech) olarak elde edilen
degerler gozénune alind:.

HMM uzerinde uzunca bir suredir c¢alisilan, basaril bir teknik
olarak, gercektien cigur acici performanslara ulasmistir. Ogrenme ve test
kumelerinden sadece test kumesi Uzerinde elde edilen sonuclar (dogal
olarak) karsilastirmaya esas almmisur. Surekli HMM ile bu sonuclar:
Izole kelimeler icin %97-98, ibareler icin %85-86 ve sOrekli konusma icin
%70 ler civarindadir.

YNAnin ozellikle konusma isaretinin taninmass icin tasarilan sekli
TDNN ve arkasindan gelen YNA yapilari hatamun geriye iletiimesi (back
propagation) algoritmasi ile ayni /b,d.g,mnN/ deneylerinde HMMlere
yakin sonuglar gostermeye baslamislardir: Test kimesi sonuglart izole
kelimelerde %97 lere, ibarelerde %895 lere yaklasmistir. Ama YNAnin
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ISOLATED SPEECH RECOGNITION SYSTEM
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ABSTRACT

In this work, an isolated speech recognition system designed for a digital exchange is
introduced. The hardware structure of the system is given and the functions of the each
module are explained. Software steps and the algorithms are given, the training phase of the
system and to build up the library in the system memory are discussed.

1. INTRODUCTION

Nowadays, digital exchanges are getting to be more powerful and more functional to
serve the user. Basic function of a switch is setling up a proper speech communication
channel. f we want to implement an operator function as an automated service in the
system, we require a speech recognition process anyway.

Telephone services covers some manually operated services by an operator such as
alternate billed calls. Alternate Billed Calls (ABC) refer to those calls billed to a number
other than that of the originating telephone. This includes to collect calling information from
the caller, to make a conversation with called party about the call acceptance, and to proceed
the call control under called party wish. In essence, Alternate Calls service has been
implemented by TELETAS as an Autfomated Alternate Billing Systemn (AABS). in essence,
AABS simulates the customer interaction that would normally be performed by an operator

AABS has the following main functional steps,;

1~Caniing party dials a special service calls to initiate AABS service, a special announce,
instruct to the calling party to dial the called party phone number.

2-AABS service, establish direct connection between "AABS and called party.

3-After off hook of the called party phone AABS generate a synthetic speech to explain the
calling party phone number and service usage procedure. ,

4-Speech recognition part of the AABS recognize the called party answer and activate a
proper AABS function for remaining actions.

5-11, the called party accepts the call, a direct connections established between the calling
and called party, but charging information is transferred to the called site.

'lf, the called party refuse the call, calling party receive an announce about the refusal.
This paper concerned about the speech recognition system employed in the TELETAS's
Automated Alternate Billing System. The system, basically depends on the isolated speech
recoghnition process.

2. Implemented Speech Recognition System

: .Any speech recognition system can be implemented on the following' functional
steps;
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-Speech segmentation and parameterisation
-8peech segment identification and recognition
-Word  identification

Normally, word recognition require speech segment recognition, and word
recognition processes on the sequence. Although, any recognition process requires two
logical processes.

a- Training Process
b- Recognition Process

Training process may help us to set up two reference library for the recognition
system,

Turkish language speech segments library

Turkish language word definition library

The speech segment library may contain all of the basic Turkish Language speech
segments with our parameter set on the vector quantized form, Any extracted segment
parameters can be identified by using existing segment library,

Word definition library contains relevant speech segment set to define each word |
3. THE HARDWARE STRUCTURE OF THE SYSTEM

In the design of this speech recognition system, two microprocessors are used. One of
them is a digital signal processor as TMS320C15, that realizes the feature analysis
process. The other microprocessor, Intel 80C186 is the master controlier of this system.
80C186 takes speech samples from PCM channel via a serial port (8920) and writes them
to RAM. The data stored in RAM is converted to packets, each containing 80 speech samples.
80C186 writes the packets to a dual port RAM and the digital signal processor reads them.
Then, signal processor makes parameter extraction process from the samples. All speech
data are sampled at 8 KHz, PCM frequency and analysed for 10 ms window length . Digital
signal processor, makes windowing and computes the auto correlation coefficients, the
linear predictive coding coefficients (LPC), zero crossing counts. Then, determine the
formant frequencies from the LPC coefficients.

Digital signal processor writes these analysis parameters to the dual port RAM. The
80C186 reads the packet of parameters from the dual port RAM, quantizes them by using
vector quantization algorithm. The evaluation of these parameters for segmentation and
making decisions are realized on the 80C186 part of the system. The hardware structure of
the system is illustrated in Fig. 1

4. THE ANALYSIS PROCESS OF THE SPEECH

The software which is implemented on the digital signal processor, makes the feature
analysis process. The feature analysis, distills the information necessary for speech
recognition from the raw speech waveform. Just as important, it discards information such
as; background noise, channel distortion, speaker characteristics and manner of speaking.

Commonly used feature set for recognition is the LPC ( Linear Predictive Coding)
based feature set. The basic idea behind linear predictive coding is that a given speech
sample can be approximated as a linear combination of the past speech samples. By
minimizing the sum of the squared differences (over a finite interval) between the actual
samples and the linearly predicted ones, a unique set of predictor coefficients can be
determined. Linear predictive coding can be readily shown to be closely related to the basic
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model of human speech production in which the speech signal S; modelled as the output of a
linear, time varying system excited by either quasiperiodic pulses (for voiced sounds) or
random noise (for unvoiced sounds). The linear predictive coding method provides a robust,
reliable, and accurate method for estimating the parameters that characterize the linear, -
time - varying system.

LPC based feature analysis system Is a block processing model in which a frame of N
samples of speech is processed, and F feature vector is measured.

To obtain F vector, the speech signal is first pre-emphasized using a fixed first
order digital system with transfer function;

H(@)=1-az!,a=095 (1) .

giving the vs"jg,n,él,_

g .
s (n) = s (n) - as (n1) (2)

The signal is next blocked into | sample sections (frames) for feature measurement. In
order to minimize the effects of the short time duration the analyzing of the speech
waveform, a smoothing window, w(n) is applied fo the data packet to taper the speech
samples to zero at the end of the frame, giving the windowed signal,

;(Jl(n)=><|(n).w(n) | (3) "

A typical smoothing window, used in LPC analysis systems is the Hamming window defined
as,
2nn ‘
) (4)
N-1
The next step in the feature analysis software is to perform an autocorrelation analysis of
the windowed frame of data, giving.

w (n) = 0.54 - 0.46 Cos (

N-‘ivimlw, .
Rim)= % Xy ). X (nem);m=01,.p (5)
n=0

Where, p is the order of the analysis system. The set of the equations can be expressed in a
matrix form  as, :

e - e e .
Ri(0) Ri(1) Ry(2) Ri(p-1) | |ay Ri(1)
Ri(1) R1(0) Ry(1) R (p-2) az Ri(2)
Ri(2) Ri(1) Ry(0) R (p-3) as H1(3)

it
&)

Ri(p-1) Ri(p-2)R (p-8) R (0) 1% Ri(p)
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By taking advantage of the Toeplitz nature of the coefficients matrix (6), several efficient
recursive procedures have been devised for solving this system of equations. In the design of
our feature

extraction software, to obtain LPC parameters (a;= a (®);, 1<j < p), Durbin's recursive
solution is used.

Linear predictive analysis of speech has several advantages when applied to the
problem of estimating the formants for voiced sections of speech. Formants can be estimated
from the linear prediction parameters. Given the LPC coefficients aj, j = 1,2, .., p
computing Ax = DFT {1, ay , 8, ..., ap , 0 ...... 0} to obtain the discrete Fourier transform of
the inverse filter, simple minimal picking on 1AkI2 for each fraine gives the raw data from

which formant frequencies can be estimated.

Finally, in the parameter extraction process, the short time energy of the speech
signal and zero crossing rate of the speech data are calculated by the digital signal processor
to be used in decision making stage.

5 THE EVALUATION OF ANALYSIS PARAMETERS

Analysis parameters are coded by using vector quantization algorithm for the segment
recognition process. In vector quantization, we need to determine the reconstruction levels
ry and corresponding cells C;. A list of reconstruction levels is called a reconstruction
codebook or a codebook. If there are L reconstruction levels in the list, the list is said to be
an L - Level codebook. A codebook is normally generated by a training procedure which
minimizes the average distortion resulting from coding a suitably long sequence of vectors.
We suppose that we have M training vectors denoted by f| for 1 < i € M. Since, we estimate L
reconstruction levels from M training vectors, in that calculation we assumed M >> L. The
reconstruction levels r; are determined by minimizing the average distortion, which is

defined by,

1 M
De % d@,H (7)
M j=1

The algorithm steps can be summarized such as,

1) We begin with an Initial estim'ate of rifor1gi< L.

2) We then classify the M training vectors into L different groups or clusters,
corresponding to each reconstruction level using the equation;

VQ (f) =, if and only if d (f, r) < d ({, nhi#ih1<j< L (8)

This can be done by comparing a training vector with each of the reconstruction levels and
choosing the level that results in the smallest distortion.

3) A new reconstruction level is determined from the vectors in each cluster. Let us
suppose, fyfor 1<i< My are My training vectors quantized to the first reconstruction

level ry. The new estimate of ry is obtained by minimizing ;

M1
() /My (9)
i=1
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4) A new estimate of all other reconstruction levels rifor 2 < i < L is similarly obtained.

5) This iterative procedure can be stopped when the average distortion D does not change
significantly between two consecutive iterations.

The basi¢ idea, that by using vector quantization; it is possible to set up a separate
codebook for each analyzed speech segment. During the tralning phase, each distinct speech
segments are determined and quantized by a vector, called 'Speech Segment Center'.in the
vocabulary. Segment recognition is then simply a question of which speech segment center in
the segment library fits the analyzed segment vector. The vectors that are generated in a
parameter: extraction step, are compared with speech segment centers in the vocabulary,
then their distance measures are calculated. In the making decision stage, the nearest speech
segment center in the library Is determined as. a recognition segment. Then, extracted
segment information is stored for word recognition process.,

The following each other similar speech segments are given with the unigue common
identity. If, the segment identities exceed limits of the speech segment center, the forward
alternation in voice signal is observed and directed new spesch segment center is
determined. The origin point of this alternation and the destination point are registered. The
gilence segments are deleted. But, spoken word is determined by using stored recognized
speech segment centers in two consecutive silence segment as a distinct word.

in the word fibrary, the conception which Is correspond to speech segments I$
evaluated as the recognized word. The word causes a specific message flow, at the digital
exchange to initiale a proper process.

6 TRAINING and BUILDING UP THE LIBRARY

Training sysfem has similar hardware architecture with the recoghition system,
Training system has two phases ;

a-Speech segment library generation phase

b-Word library generation phase

6.1 Speech Segment Library Generation

Speech segment library requires manual training on the following sequence;

1) All of the vowel sounds of the speech 'are analyzed end classified by manually, The
vocal tract maintains -a. relatively stable configuration during the production of Turkish
vowel sounds. Turkish vowels are characterized by a negligible nasal coupling, and by
radiating from thesmouth. This feature gives us an opportunity to introduce vowsl speech
segment directly from the speech channel to the system, Each vowel is classified with a set of
parameter called 'segment parameter set’. All of the test subject produce their own
characteristic 'segment parameter set’. Gravity center of the total training results for
each voiced sound is called ‘'segment parameter center’.

2)Consonant sounds are classified as ‘fricative consonants’, ‘stop consonants’, nasal
consonants’, ‘glides and semivowels'. Consonant sounds speech centers are classlfled by
using voiced sounds as being before or after the vowels. Training program use existing
vowel speech segment information to determine the transition. This speech transition gives
a similar transition over from one voiced speech segment center trough the consonant sound
segment center, or vice versa, Each phoneme may cause to be produced a set of phonetical
speech segment center by the system . Training system may capture the phonetic speech
segment centers and the sound travailing route on the phoneme via two or more speech
centers.

The speech segment parameter centers are analyzed and classified by manually for
each phonemes. From the vowel sounds trough the longest phoneme in turkish language may
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create the personnel speech segment library. After using a number of test persons for
training program, the system determine the boundaries for each speech segment center,
This information is sufficient enough to build the ‘speech segment library’,

6.2 Word Library Generatlion and Usage

Word library is a set of information about each word which is generated many test person's
articulation. Training program stores speech segment center addresses sequentially for each
word. Various persons can be used to determine the pronunciation difference for each word.
This teaching process gives to the system general traveling trace via the speech centers for
each word, TELETAS's system aims to recognize a distinct word, which means to take an
action this way or the other way. Remaining process will be done on the high level system.
After recognition of the word a special message packet will be prepared to activate the
proper process .

7 CONCLUSION

This work aimed a practical purposes on our application. This process requires a
limited number of recognition in the practice. But implementation has been done for a larger
word dictionary. In the future work, the recognition system feature can be extended toward
the sentence recognition.
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Abstract -
“The prevmus works done by other researchers to determine the cross.sectional areas of

the vocal tract asswmes that the glottal wave shape consists of only an impulse for each
vibration of the vocal cords.

At the beginning of this work, it was expected that if the actual sawtooth input gignal
is taken as the glottal wave input, obtained cross.sectional areas of the vocal tract can be
closer to-actual ones. Input signals from the glottis and the output signals from the lips are
measured and digitized simultaneously with the sampling frequency of 10kHz.

In this work, the transfer function of the vocal tract is obtained by using least.squares
technique. The coefficients of the denominator polynomial of the transfer function are used
to determine the cross_sectional areas of the vocal tract.

At first, the previous ‘works which assuine an impulse wave shape for the mput is also
repeated to find the cross sectional areas of the vocal tract. It is observed that the obtained
areas are similar to previous ones, '

In the second step, the cross.sectioual areas obtained by taking the actual input signal
as the glottal wave input. The results of this work are compared with the work which takes
the impulse signal as the glottal wave input.

The work with actual input signal seems to yield the position of the constriction point
of the tongue better than the results of the previous work.

1.THE LEAST SQUARES TECHNIQUE

The identification of systems with constant parameters which form the parameter vector
is related to the measurements by linear matrix relation

y=Aa+v (1)

where y is an N x 1 vector of measurements, a is a p x 1 parameter vector to be estimated, v
is an N x 1 vector of noises or errors in the data taken, and A is an N X p matrix of data to
be transformed by the model. Minimization of the sum of the squares of the errors yields[1],

i = (ATA)-1ATy | Bt

where # is the estimate of . The matrix ATA is p X p and must be inverted. I{’p > N then
the rank of ATA is less than p and it will be singular herice not invertible.
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2. VOCAL TRACT ARXA FUNCTION

The discrete.time transfer function of the vocal tract is known [2] as

' Y
G(z) = Vg} = 1+¢rw“+1----}-anz“" (8)

where Y(z) is the discrete_time output signal, U(z) is the discrete.time input signal, n is
the order of the denominator and o;’s are coefficients of denominator polynomial or linear
prediction coefficients (LPC's),

The equivalent difference equation of the transfer function is

ylk) = ~aqy(k — 1) - aay(k - 2) ~ ... — any(k ~ n) + u(k) (4)

y(k) and u(k) are assumed zero for negative indices £, so that the difference equation of (4)
in matrix form is

(y(l}\ ( "(l; ~y€0; 0 -0 1 {'v(l;

u2) -y ~4(0) a {2

i
o
+

~9(0)

M)\ -4V =1) ~4(V=2) .. =g =) \en)  \o(¥) ks)

The expression (2) is applied to (5) to get the best o;’s
Reflection coefficients (k) can be obtained from the LPC’. Thus the computational
expression [2] is

oot = S0t ©

With km = Gmp for m = M,M ~1,...,1 and § = 0,1,...,m — 1 and |Jkp| < 1. M is the
number of sections from the lips.

The discrete area function of the estimated vocal tract shape are then computed from
the reflection coefficients [2] as

Am-1 = {f= 4., (7)

for m= M, M —1,...,1, keeping in mind that Ap is an artificial area. Having no absolute
reference value, Aps is usually assumed to be unity.

The relation between sampling frequency (f,), number of sections {M), length of the
acoustic tube (L=MI; | is section length) and speed of sound (c) is given [2] as

fo= 42 (8)

The values of f, and ¢ are constant as 10kHz and 350m/sec respectively. Since L can be
chosen as 17 em, M is approximately taken as 10 for this work.




3. RESULTS AND COMPARISON

In this work, two periods of the glottal and speech signals are chosen as the interval of
analysis. Preemphasis by a filter 1 — 2~ is applied to the speech wave output and Hamming
window is applied to both glottal wave input and speech wave output, In the first step, unit
impulse is taken as the glottal wave input. The cross_sectional areas of the vocal tract are
determined for eight Turkish vowels, When the results of five Twekish vowels fa/, fe/, /if,
fuf and fo/ are compared with those of Ishizaka Flanagan [3] model and those of Sadaoki
Furui’s [4] works, it is seen that the obtained results are globally similar to Ishizaka Flanagan
and Furui's results. Differences at some points must be expected because Ishizaka Flanagan’s
results are obtained for phonetics from Russian language and Furui’s results are obtained for
phonetics from Japanese language, Since the areas vary in the case of strong voice, the results
are normalized,

In the second step, measured and digitized values at the glottal wave from piezo crystal
are used a3 an input in expression (5). 1t must be noted that the location of piezo crystal on
the vocal cords is important in measuring the glottal wave shape. The cross_sectional areas
of the vocal tract are also determined for eight Turkish vowels. From Figure 1, it can be seen
that the obtained results are a lot closer to X.ray data [5]. Especially, the position of the
constriction point of the tongue is more significant compared with the case of impulse input.
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COMPARISON OF HUMAN AND LOVEBIRD SPEECH
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1,2 Flectrical and Electronics Engineering Department, Anadolu University, Eskls;ehxr

Abstract

It is well known that parrots and lovebirds imitate the human words if they. are trained
well. The speech production systems of parrots and lovebirds are different from humans’,
For example, the length of the vocal tract of a human is almost equal to the whole length
of a lovebird, Therefore, it is expected that the time signal of word produced by a lovebird
would be different from the time signal of the same word produced by a human. Although,
the time signals for the same word produced by a human and a lovebird are dlifemnt we
still could understand the word produced by a Jovebird. It is important to determine the
parameters of Jovebird speech which cause us to understand the words spoken by a lovebird,
Knowing those parameters will help us in the field of speech recognition, In this study,
the speech produced by a lovebird and by its trainer is analyzed in the time and frequency
domain and those propemes of the lovebirds’ speech which are similar with the humans’
are discovered.

INTRODUCTION

“In this study the speech produced by a lovebird trained by a teenage girl is recorded.
Name of the lovebird is “Dilosh” and this word is analyzed in the time and frequency domain,
and compared with the same word spoken by the trainer.

The vocal tracts of the hamans and lovebirds are very different from each other, The
length of the vocal tract of a human is almost equal to the whole length of a lovebird.
Singing birds have pepulus which vibrates as the human votal cords. A vnbratmg trachea
and a beak replaces the resonant frequency vibrating cavities of a human vocal tract, The

“schematic diagram of the vocal tract of a lovebird is shown in Figure 1 [i].

<o i ache
z . e pepUlus
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e ;f%,« - SYIINX




Time Analysls of the Word “Dilosh”

Since the speech production systems of a human and a lovebird are very different, it
is expected that the word “Dilosh” produced by the Jovebird and its trainer would be very
different. This can be seen from Figures 2 and 8 which are the parts of the word *Dilosh®
produced by humau and lovebird, respectively. The periodic structure of the phonemes
“d”, ", “I” and %" of the human speech is not so obvious in the lovebird speech. The
word produced hy the lovebird has a shorter duration than the human word duration, But,
average durations of each phoneme as the percentage of the whole word of lovebird and
human speech are very close to each other as shown in Table 1 [2].

Table 1. The Averaye Durations of Phonemes

Phoneme Human  Lovebird
D 0.050 0.055
I 0.250 0.210
L 0.076 0.060
O 0.320 0.250
Sh 0270 0345

Careful examination of “I* and “o” vowels of lovebird speech reveals that lovebird tries
to imitate the pitch frequency of the human speech, The pitch frequency of the trainer
is 350Hz on the average. Energy envelopes of the lovebird speech is almost periodic with
the frequencies 280Hz and 350Hz for “i” and “o” vowels, respectively. The high frequency
components are very effective in the lovebird speech which does not exist in the human
speech.

Frequency Analysis of the Vowels of “Dilosh”

The 3-D spectrograms of the word “Dilosh” for the lovebird and its trainer are shown
in Figures 4 and 5. In the bird speech, the high frequency components above 1500Hz seem
to carry the whole information. The peak frequencies of the vowel “o” of the lovebird are
between 1600Hz and 3500Hz. The formant frequencies of the vowel “o” of the trainer are
614, 1228 and 1848Hz. Although the lovebird speech seems to be the shifted version of
human speech to the high frequencies, there is no one to one correspondence between high
energy frequencies.

Modulation of the Vowels “i” and %o”

From the time and frequency domain graphics it scems that " and “0” vowels are
modulated as DSBSC by the lovebird with carrier frequencies 2400Hz and 1600Hz, respec-
tively. In order to generate those vowels, *di” and “losh® parts of the human speech are
multiplied by sinusoidals of frequencies 2400Hz and 1600Hz, respectively [3]. To avoid over-
laps human speech is filtered by a low pass filter with the cutoffl frequency 700Hz. When
the word is listened back a sound close to the bird speech is heard. 8-D spectrogram of this
modulated wave is given in Figure 6,
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CONCLUSION

Although the lovebird spends less time than the trainer to generate the word “Dilosh”,
duration ratio for each phoneme seems to be the same both for the lovebird and the trainer.
The lovebird tries to imitate the pitch frequency by using energy envelopes, High energy
components are highly effective in the lovebird speech. “i” and “o” vowels of the lovebird may
be generated from the human vowels using DSBSG modulation technique. After examining
other vowels generated by the lovebird, the lovebird speech may be synthesized and the
synthesized words may be used to train the young lovebirds [3, 4].
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Abstract

Leacning when {imited to modification of some parameters has a limited scope; the

capability to modify the system structure is also needed to get a wider range of the learnable. In
the case of artificial nevral networks, learning by iterative adjustment of synaptic weights can
only succeed if-the network designer predefines an appropmate network structure, i.e., number
of-hidden fayers, usits, and the size and shape of their receptive and projective fields. This paper

. advocates the view that the network steucture should not, as usually donde, be determined by

trial-and-error ‘but should be computed by the learning algorithm., Incremental lesrning
‘algorithms can modify the network siructure by addition and/or removal of units and/or links, A

» survey of currént connectionist literature is given on this line of thought. The reader is referred
to (Alpaydin, 1991) for the author's own contribution to the field.

Ozet

Eger ofirenme sadece baz parametrelerin degerlerini degisticebilmek ise kullamm alam

kisitht kalar;- Ofrenilebileceklerin olabildigi kadar genis olmasi icin sistemin yapisinin da
degistirilebilir olmast gerekir. Yapay sinir aglarinda sadece baglanti agieliklacinn ayarlanmast ile
gergeklesen dfrenmenin bagarils olabilmesi ancak ag yapisinin, yani sakli katman ve sakli gnite
sayslar ve bunlarin onceki ve sonraki katmanlaca baglanti yeklinin, kullanim aladina uvygun
olmast ile gergeklegebilir, Bu teblig, ag yapsimn belirlenmesinin sik¢a yapsldigs gibi deneme-
yanlma ile degilde, yine dfrenme yordamimn kendisi tarafindan yapilmas: gerektigini savunur.
Bu tip yordamlarda ag yapisi, ornegin hata geri yayma yordaminda oldugu gibi duragan degildir;
gerektiginde yeni iinite ve baglanular eklenebilir veya olanlar gikarlabilir, Bu teblig, bu konuda
yapilmis gatismalarin bir dzetini verimektedir; yazarin bu alana katkist igin, okuyicu (Alpaydm.
1991)'e bagvarmaya davet edilir.

1. INTRODUCTION

1.1.Assessing the quality of a neural network solution

(1]

There are three factors that affect the quality of a neural network solution:

Success sclifeved on test data indicates how well the network generalizes to data unseen
during training which one wants to maximize. This generally is taken as the ‘only
performance criterion.

Network complexity by itself can be very difficult to assess but two 1mpontant factors
are the setwork size and the processing complexdy of egch vt Network size gives the
memory required which is the product of the number of conniections and the number of
bits required to store each connection weight. Processing complexity depends on how
costly it is to implement processing occurring in each unit, e.g., sigmoid vs. threshold
non-linearity, fan-in, fan-out properties, precision in storage and computation, etc. This
has a negative effect on the quality as one prefers smaller and cheaper networks.
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[3] Learning time is the time required to learn the given training data till one gets a
reasonable amount of performance. This is to be minimized also,

In the ideal case, learning algorithms where a certain cost function is minimized should
take into account not only success but the whole quality measure including success, network
complexity, and learning time. However the actual relative importances of these three factors
depend on the application and the implementation constraints, In tasks like opticel character
recognition where the environment does not change and thus learning is done only once,
learning time is not a critical factor. On the other hand, when a hardware implementation is
envisaged, network complexity is important and a smaller but {ess successful network can be
prefetred aver a more complex but very successful one. In tasks like robotics where rapid
adaptation to the environment is necessary, learning time has crucial importance. The best neural
network for a given application is one having the highest quality and thus it does not make sense
to say that one algorithm is better than another one per se; only based on a certain application
and a set of implementation constraints can solutions be compared among themselves. This
implies that with different hardware and environmental constraints, for the same training set,
different networks may be required. The learning system may have a repertoire of learning
algorithms and depending on the current constraints, one is chosen and employed. For example,
when rapid adaptation is necessary, a one-shot learning method may be used to quickly learn
encountered associations. When the system later has time to spare, an iterative fine-tuning
process may be employed to improve performance.

1.2. Why smaller and simpler is better

In the case of feed-forward layered networks, the mapping capability of a network
depends on its structure, i.e,, the number of layers, and the number of hidden units (Lippman,
1987; Hanson & Burr, 1990; Hertz et al., 1991). Given a certain application and training data,
the network structure should be pre-determined as algorithms like the back-propagation
(Rumelhart et al., 1986) can modify only the synaptic weights but not the net structure,

Networks with more layers and hidden units can perform more complicated mappings
however better performance on unseen data, i.e., generalization ability, implies lower order
mappings. Given a certain training set, there are very many possible generalizations and one is
interested in the simplest possible generalization. One reason for this is that simpler explanations
of a phenomenon, i.¢., those that require a shorter description, are more plausibie and have a
higher probability of occurrence (Rissanen, 1987). By having a smaller network, one also
decreases the network size and thus less memory is required to store the connection weights,
and the computational cost of each iteration decreases. However note that although one iteration
takes less in a smaller network, the number of iterations to learn a certain training set can be
more. Frequently an analogy is made between learning and curve fitting (Duda & Hart, 1973),
There are two problems in curve fitting: finding out the orer of the polynomial and finding out
the coefiicientsof the polynomial once the order is determined. For example given a certain date
set, one first decides on that the curve is second order thus has the form x)=ax?+bx+cand
then computes somehow values of 8 4 and g €.g., to minimize sum of squared differences
between required and predicted /) for x; in the training set. Once the coefficients are
computed, Ak;) value can be computed for any x; even for x; that ace not in the training set.
Orders smaller than the good one risk not to lead to good approximations even for points in the
data set. On the other hand, choosing a larger order implies fitting a high order polynomial to
low order data and although one hopes that the high order terms will have zero coefficients to
have their effect cancelled, this practically is not the case; it leads to perfect fit to points in the
data set but very bad /fk;) values may be computed for .y niot in the training data, i.e., the
system will not generatize well.

Similarly a network having a structure simpler than necessary cannot give good
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approximations even to patterns in the training set and a structure more complicated structure
than necessary, i.e., with many hidden units, "overfits" in that it teads to pice fit to patterns in
the training set performing poordy on patterns unseen. Bigger networks also need larger data
samples for training; it was pointed out (Miller & Reinhardt, 1990) based on an information
theoretic measure that the required number of patterns in the training set grows almost linearly
with the number of hidden units. :

As currently there is no formal way by which the network structure can be computed
given a certain training set or application, the usual approach is trial-and-ervor, i.e., a series of
attempts are made each one involving deciding on a more complicated network structure and
jterating the learning algorithm a considerable number of times uvatil one is content with the
petformance, which can be assessed by cross-validation. In determining the structure, the
network designer is only guided by his/her intuition and rather limited knowledge of the
application and the learning algorithm. Any knowledge related to the problem concerning the
geometry or the topology of the input should be introduced to the network as help (Denker et
al., 1987). When the input is an image for example, most of the constraints are local, i.e.,
nearby pixels have correlated output, thus it makes more sense to define local receptive fields -
than completely connected layers (Le Cun et al., 1989). A recent approach is to use & genetic
algorithm to be able to "produce” better structures (Harp et al., 1990). The problem however is
that "parent" networks should be trained for their fitness to be assessed and in tasks where
teaining set is large or many generations are necessary, this turns out to be not very practical.

1.3. One-shot on-line learning

The time it takes to learn a given training set is crucial in many applications. Iterative
algorithms based on gradient descent require very many iterations to converge and thus one is
compelled to learn offime Another reason for off-line learning besides learning time is that,
network models in which associations are distributed over a set of connections need to be
jntroduced patterns in an unbiased fashion which cannot be guaranteed in a real world
operational environment, One cannot for example add a certain association to network’s memory
by training with one pattern only; as weights are distributed, the whole training set should be re-
‘learned together with the new pattern. However in an on-fine learning system, one does not
have time to do this and neither there is memory to store the whole training set. This is the case
in many robotics applications where rapid adaptation to environment is a must. Iterative
algorithms or networks using a distributed representation thus cannot learn at oze-sfot on-line.
This fact led to the belief that neural network models cannot learn one-shot on-line and this
became a frequent point on which learning limits of neural models are negatively judged
(McCarthy, 1990; Leveit, 1990). To be able to learn on-line, addition of a new association
should be done very quickly, i.e., one-shot, and without affecting the past existing knowledge
of the network for other inputs. GAL algorithm (Alpaydin, 1991) using a local representation
and based on an incremental approach has both of these properties and is a connectionist method
that learns at one-shot.

2. INCREMENTAL LEARNING

The idea of incremental learning implies starting from the simplest possible network and
adding units and/or connections whenever necessary to decrease etror (Alpaydin, 1990a). To be
able to decrease network size and increase generalization ebility, one also wants to be able to get
rid of units-connections whose absence will not degrade significantly system's performance. In
both cases, as opposed (o a static network steucture, small modifications to a dynamic network
structure during leacning is envisaged, Determination of the network strycture and computation
of connection weights are not done separately but together, both by the learning algorithm.

Approaches given in the connectionist literature leading to network structure
modification can be divided into two classes. There are those that start with a big network and
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eliminate the unnecessary and there are others that start from small and add whatever is
necessary + ‘

INCREM ENTA} LEARNING

o T
a»—a”y4@'” d;w‘w“ %%HN%""VM
o %%"‘*w
Start bigﬁa{wd remove Start small and add
s - %K\,. 4 - \%“&,
P o \x« ] ;x“\,,‘ﬂ* “\;&\
Compute importance Modily error function Local Distributed
and remove - to prefer simpler ~ teprasentation representation
o Skeletonization (Mozer & o Weight decay o Restricted coulomb - o Generatlon (Honevar &
5moleﬂfky. 1989) o (Chauvln, 1989) energy (Reilly et al., 1982) Uhr, 1988)
) (Kﬂ.mm. 199.0) o (Hangon & Prate, 1989) 0 Recruionent lesrning o Puirwise (Knerr et al., 1989)
o Optimal brain damage o Minimal description length (Diederich, 1988) o Tiling (Mezard & Nadal,1969)
(Le Cun &t al., 1990) (Weigend et ., 1991) o GAL (Alpaydin, 1988, 1990) o Dynamic node crestion (Ash,

o OAL (Alpaydin, 1990)

° . “awske" moda 1989)
elesp” mode o Upstart (Frean, 1990)
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& Lebieve, 1990)
o (Hirose et al,, 1991)

Fig. 1. Taxonomy of incremental learning.

2.1, Start big and remove

In the context of polynomial curve fitting the "start big and remove" approach implies
starting from a high order pofynomial and eliminating those high order terms which do not
contribute significantly to success. Such methads are also called Lruniggor desteuctive If one
starts with a large network and if the problem in fact requires a simpler network, one likes to
have the weights of all uanecessary connections and the output of all unnecessary units equal to
zero. There are two approaches in achieving this;

[1]  One may explicitly try to compute how important is the existence of a connection/unit in
keeping the error low after the network has been trained and a number of the least
important may then be deleted. The remaining network needs to continue to be trained.
In the ideal case, understanding the importance of a connection/unit requites training two

' Note that there are also incremental vasupertrsed learing algorithms like ART (Carpenter &
Grossberg, 1987) and GAR: (Alpaydin, 1990a) which are beyond the scope of this paper. In
unsupervised incremental learning, one adds a new cluster index whenever the current input is
not similar to any of the existing clusters. The similarity measure is thus done in the input space
regardless of the class to which the input patterns betong,
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networks one with the connection/unit and one without. As this is not practical for large
networks, heuristical approaches have been proposed with the back-propagation
algotithm where the sensitivity of the error function to the elimination of a
connection/unit is estimated.

o In the "skeletonization" procedure (Mozer & Smolensky, 1989), the network is trained
till a certain performance criterion is met. The "relevance” of each connection is then computed
which is given as the partial derivative of error with respect to the connection. However this
value tends to zero when error decreases thus a poor relevance is computed when error is low.
Using a linear error function for computation of relevances, i.e., the sum of the absolute value
of the differences of required and actual values, leads to better relevance values.

® (Kaenin, 1990) computes the “sensitivity” in the same way but sums the values
computed throughout fearning instead of computing only once at the end. More memory and
computation is required but the usual quadratic error measure can be used.

o "Optimal brain damage" (Le Con et al., 1990) uses an information thecretic measure to
compute the "saliency" of @ connection using the second derivative of the error function.
Training proceeds till error reaches down to a certain valve at which point saliencies are
computed and a number of the least salient are deleted and the remaining network is re-trained,

e Grow and Leara (GAL) algorithm (Alpaydin, 1990a), has a "sleep” mode during which
the network is closed to the environment, the inputs are generated by the system itself, and units
that are no longer necessary due to recent additions are removed.

° Siestma and Dow (1991) examine the behavior of units under the presentation of the
entire training data and decide to prune accordingly, From "broad" networks with few layers
and many units on each layer, after training, they trim as many units as possible and by adding
extra layers, generate "long narrow” networks with many layers but few units on each layer;
they discover however that networks of the latter type generalize poorly.

[2] Instead of approximating how much the error will change if the unit/connection is
eliminated, one may also modify the learning algorithm so that after training, the
unnecessary connections/units will have zero weight/output.

° One may build a tendency in the. learning algorithm to have those weights that are not
relevant decay to zero by decrementing them by a certain factor at each weight update (see
review in Hertz et al., 1991). Weights that are necessary to store associations will be moved
away from zero but those that are not needed will not be increased and will finally be close to
ZEr0.

. This decay can be done also implicitly by modifying the error function. Terms can be
added to the error function to penalize large weights (Chauvin, 1989) and hidden units that have
small outputs (Hanson & Pratt, 1989).

. Another possibility is to use the information theoretic idea of "minimum description
length” and add a term to the cost function that pénalizes network complexity, i.e., number of
connections (Weigend et al., 1991). Thus during gradient descent, the algotithm will settle to
the network that has the best trade-off between error and complexity. Such a cost function is
similar to the quality measure proposed in the first section; however the network complexity is
defined very simply as the number of connections.

2.2. Start smull and add

The other approach in dynamic modification of network structure during learning, which
can be named "start smail and add,” implies starting from a simple network and adding units
and/or connections to decrease error, These methods ate also called growador construcave In
the context of curve fitting, it implies starting with a low order polynomial and adding higher
order terms whenever the polynomial of cutrent crder cannot give a good fit for any set of
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coefficients. Note that this cannot be done in a straightforward manner especially in networks
where associations are distributed over a number of shared connections; the whole training
should be re-done in such a case. One needs a certain mechanism whereby addition of a new
unit improves success instead of corrupting the harmony as.one would normally expect. There
are two possibilities:

[1] If one can make sure that when the new unit gets activated, none of the ancient units get
activated, there will be no problem. The units should thus somehow be able to- suppress
other units when they get control. This implies a competitive strategy and a local
representation.

» The first incremental neural learning algorithm is the Restricted Coulomb Energy (RCE)
model (Reilly et al., 1982) which is an incremental version of Parzen windows. Associated with
each unit is a number of prototypes where a prototype gets activated only if the input falls into
its domination region, determined by a distance computation followed by a thresholding. If an
input does not activate any prototype, a new prototype unit is created at that position with an
initially large domination region. Prototypes that get activated for inputs that belong to different
classes are penalized by having their regions decreased which is done by modifying the
threshold, The input space is thus divided into zones dominated by prototype units. A number
of sweeps is necessary to finetune the thresholds where units closer to class boundaries have
small zones and units interior have larger domination zones.

. Recruitment learning (Diederich, 1988) is used in the case of structured connectionist
networks where a previously free unit is committed to represent a new! concept and required
connections built up dynamically (Feldman, 1982). This is a one-shot learning algorithm, i.e.,
one iteration is sufficient to learn a new concept.

. In the first version of Grow-and-Learn (Alpaydin, 1988), weights in a single layer were
learned by Hebbian learning at one shot. However if an association could not be learned or if
addition of this association corrupted the previously learned associations, a new hidden unit was
added with input weights equal to the input vector. The output weight was computed in such &
manner to compensate for the effect of the input layer and thus impose any output. The problem
was that as Hebbian learning was used, orthogonality of input patterns were necessary and as
this is rarely the case, many vnits were allocated. However Hebbian learning  made the algorithm
a one-shot [earning one. o

- The current version of Grow-and-Learn (GAL) algorithm (Alpaydin, 1990a), uses also a
local representation by having a aumber of exemplars associated with each class. It learns at
one-shot but orthogonality of patterns is no longer required.

[2]  Another possibility is to divide the network into separately trained subnetworks where
such subnetworks can be added in an incremental manner. One approach is to have
subnets that have competition between subnets, another is to have each subaet as another
hidden layer.

. The "generation" method proposed by Honavar and Uhr (1988) enables a "recognition
cone" to modify its own topology by growing links and recruiting units whenever performance
ceases to improve during learning by weight adjustment using back-propagation.

e The "stepwise procedure” uses subnets of different conceptual interpretations (Knerr et
al., 1989). In this method, one first trains a one layer network with the Perceptron learning
algotithm assuming that classes are linearly separable, For a class where this is not satisfied,
one adds a subnet o separate classes in a pairwise manner. For cases where this does not work
either, one performs a piecewise approximation of boundaries using logical functions by
additional subnets. As linear separability is rarely the case, one generally is obliged to separate
classes in a pairwise manner two by two. The major drawback of this is that the number of
hidden units increase exponentially with the number of class units.
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’ Another approach named the "tiling" algorithm adds a new hidden layer whenever the
required mapping cannot be done with the existing network (Mezard & Nadal, 1989; explained
also in Hertz et al., 1991). There is a "master” unit which is teained to be the output unit by the
pocket algorithm---a variant of the Perceptron leacning algorithm. If this unit cannot learn all the
requited associations, sdditional "ancillary" units are added to learn the rest and another layer is
created with a master unit and learning proceeds till the master unit can learn to behave like the
output unit.

. The "dynamic node creation” method (Ash, 1989; explained also in Mller & Reinhardt,
1990) trains networks with one hidden layer only. Given a certain net that is being trained, if the
rate of decrease of etror falls down a certain value, a new hidden unit-is added and training is
resumed when all connections are continued to be modified.. :

. The "upstart” algorithm (Frean, 1990) uses binary units, Like the “"tiling” algorithm, first
one unit is trained to learn the required associations using the pocket algorithm, If this is not
succegstul, "daughter" units are created to correct the output of this "parent” unit, for "wrongly
on" and "wrongly off" cases. This is repeated in a recursive manner to lead'to a binary tree
which can then be "squashed" into one hidden layer. : - -

° In the “cascade correlation” algorithm (Fahiman & Lebiere, 1990), if the reguired
mapping cannot be learned by one layer, a hidden unit is added and trained while the previously
trained weights are "frozen." If this does not work either, another hidden unit is added as
another hidden layer and so on. A hidden layer has only one hiddea unit but connections skip
fayers, i.e., a unit has connections to all the following layers.

° Method proposed by (Hirose et al., 1991) is quite similar to that proposed by Ash
(1989), namely, using a network with only one hidden Jayer, if the rate of decrease for error
becomes small, additional hidden units are added. Their contribution is that, once the network
converges, the most recently sdded hidden unit is removed and the network is checked to
determine whether the same function can be achieved by fewer hidden units. If the network
cannot converge when a hidden unit is removed, the last network that converged is chosen as
the final network.

REFERENCES

[1] Alpaydin, E. (1988) "Grow and Learn" laternal Note, Lami--EPFL, Switzerland.

[2]  Alpaydin, E. (1990a) "Neural models of incremental supervised and unsupervised
learning” 24D dissertation, Ecole Polytechnique Federale de Lausanne, Switzerland.

[3]  Alpaydu, E. (1991) "GAL: Networks that grow when they learn and shrink when they
forget" [mternations! Coniputer Scieace Institvte TR 91-032, Berkeley, CA.

[4]  Ash, T. (1989) "Dynamic node creation in backpropagation networks" Conrection
Sciepes 1, 365--375

[5] Carpenter, G.A., Grossberg, S. (1987) "ART2: Self-organization of stable category
recognition codes for analog input patterns" Applied Opics, 26, 4919--4930

[6]  Chauvin, Y. (1989) "A back-propagation algorithm with optimal use of hidden units,
NP8 D.S. Touretzky (ed.), 1, 519--526, Morgan Kaufmaan -

[7 Denker, J., Schwartz, D., Wittner, B., Solla, S., Howard, R., Jackef, L., Hopfield, J.
(1987) "Large automatic learning, rule extraction, and generalization, Chmplex Systeums,
1, 877--922

[8]  Diederich, J. (1988)} "Connectionist recruitment learning", Froc. of the St Bvropean
conl. on Artdficisl lntelligence, Loandon, UK

[9] Duda, R.O., Hart, P.E. (1973) Purtern classification and scene analysis John Wiley

[10] Fahlman, S.E., Lebiere, C. (1990) "The cascade-correlation architecture, M5 D.S.
Touretzky (ed.), 2, 524--532, Morgan Kaufmann

{11} zeldman, 1. (1982) "Dynamic connections in neural networks” Siological Cybernetics

6, 27--39
{12] Frean, M. (1990) "The upstart algorithm: A method for constructing and training

171




[13]
[14]
[15]

[16]
[17]
[18]

[19]

{20]

[21]

{22]
[23]
[24]
[25]
[26]
[27]

[28]
[29]

[30]
[31]

[32]
[33]

feedforward neural networks" Newrw/ Computation, 2, 198--209

Hanson, S.J., Pratt, LY. (1989) "Comparing biases for minimal fietwork construction

with back-propagation,. AVZ2S D.S. Touretzky (ed.), 1, 177--185, Morgan Kaufmana

Hanson, S.J., Burr, D,J.(1990) "What connectionist models learn: Learning ‘and

representation in connectionist nefworks" Hedaviora! asd Brain Seiences 13, 471--518

Harp, 5.A., Samad, T., Guha, A.(1990) "Designing application-specific neural

aetworks using the genetic algorithm" NV/AS D.S. Touretzky (ed.), 2, 447--454,

Morgan Kaufmann .

Hertz, J., Krogh, A., Palmer, R.G. (1991) latoduction to the theory of nevrs!
computation, Addison Wesley

Hirose, Y., Yamashita, K., Hijiya, S. (1991) "Back-propagation algorithm which varies

the number of hidden units" Newrs/ Networks 4, 61--66

Honavar, V., Uhe, L. (1988) "A network of neuron-like units thiat ledrns to perceive by

generation as well as reweighting of its links, Zroe. of the 1988 Conpectionist Summer

Sehod, D. Touretzky, G. Hinton, T. Sejnowski (eds.), Morgan Kaufmann

Karain, E.D. (1990) "A simple procedure for pruning back-propagation trained neural

networks" [EEE frans. on seoral necworks 1, 239--242

Knerr, S., Personnaz, L., Dreyfus, G. (1989) "Single layer learning revisited: A

stepwise procedure for building and training a neural network" Newrocompuiing:

Algorithms, architectures, and npplications F. Fogelman-Sovlie, J. "Herault (eds.),

NATO ASI Series, Springer '

Le Cun, Y., Boser, B., Denker, J.S., Henderson, D,, Howard, R.E., Hubbard, W.,

Jeckel, L.D. (1989) "Backpropagation applied to handwritten zip recognition" Nevral
Computation, 1, 541--551 ’ '

Le Cun, Y., Denker, I.S., Solla, S, A. (1990) "Optimal brain damage, AZPS D.S.

Touretzky (ed.), 2, Morgan Kaufmann, 598--605 ' ‘ .

Leveit, W.J.M. (1990) "On learnability, empitical foundations, and naturalness”
Behavioral and Brain Sctences 13, 501

Lippman, R.P. (1987) "An introduction to computing with neural nets" JEHE ASSP

magazins 4, 4--22 .

Mezard, M., Nadal, J.-P. (1989) "Learning in feedforward layered networks: The tiling

algotithm" Journal of Phpsics A, 22, 2191--2204

;d;(;argl}’y. J."(1990) "Interview: Approaches to artificial intelligence" Z5EE Expert,
(3), 87--89 )

Mozer, M.C., Smolensky, P. (1989) "Skeletonization: A technique for trimming the fat

from a network via relevance assessment” Chanection Serencs 1, 3--26

Miiller, B:, Reinhardt, J. (1990) Newrn! necworks: An fatrvdverion, Springer

Reilly, D.L., Cooper, L.N., Elbaum, C, (1982) "A neural model for category learning"

Hlologrcal Cybernetres 45, 35--41 }

Rissanen, J. (1987) "Stochastic complexity" Jounal of Roynl Statistical Society 8, 49,

223--239 and 252--265 ;

Rumelhart, D.E., Hinton, G.E., Williams, R.J. (1986) "Learning internal

representations by error propagation” 202 D.E. Rumelhart, J.L. McClelland (eds.), 1,

MIT Press, 151--193

Siestma, J., Dow, R.J.F, (1991) "Creating artificial neural networks that generalize"

Neural Networks 4, 67--79

Weigend, A.S., Rumelhart, D.E., Huberman, B.A. (1991) "Generalization by weight-

elimination with application to forecasting, AZAS R.P. Lippman, J. Moody, D;S.

Touretzky (eds.), 3, Morgan Kaufmann :




Sinlr Aglarinin Optik Cihazlarla Tasarimi
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Ozet

- Norokompiitiir, ya anolog cihazlarla yada dijital donanimla
tasarlanabilen bir sinir ag:) yapisidir. Fakat, biyiuK sinir
agi vapilarinin kurulmasinda itstekil her iki tasarim
tekniklerininde dezavantajlar: vardir. Boyle durumlarda,
optik cihazlarla yapilan tasarimlar optigin tabiatindan gelen
baz: . szelliklerden dolay, diger tekniklerle = yapilan
tasarimlara nazaran daha iyi sonuclar vermektedir.

Bu wmakalenin amaci, optik ndrokompiitiirlerin avantajlarin
dzetlemek, calisma mekanizmasini ve temel elemanlarini tarif
etmelktir.

Anahtar Keliméler: Yapay sinir agldri; anolog tasarim; optik

Implementation of Neural Networks Using Optical Devices

Abstract

Neurocomputer is a neural network architecture which can
be implemented wusing either analog devices or digital
hardware. However, for constructing a massive neural network
architecture the above implementations have their own
drawbacks. In such case, optical-based analog implementations
could prove more efficient due to their inherent parallelism,
faster speed and less cross~talk or noise interference among
different elements. '

The aim of this paper is to summarize the advantages of
optical-based neuro computer and to describe the functioning
- of "its basic elements and mechanisms.

‘Keywords: Artificial neural networks; analog implementation;
' optic

1. GIRIS

Néral hesaplamanin cok dikkat ceken &zelliklerinden biri




noral  algoritmalarin nisbeten kolay bir gsekilde anolog
donamimlarla tasarlanabilmeleridir. Sinir aglar: elektronik,
optik veya her ikisinden yada diger donanimlardan (kimyasal,
akustik, mekanik) faydalanarak analog olarak tasarlanabilir
[1]. Fakat bugiinlerde en c¢ok kullanilanlar elektronik VLSI ve
optiktir.

Anolog VLSI olarak tasarymin avantajlar:, silikon

cihazlarn fabrikasyon teknolojisinin hazir olmas) ve
non~lineer yar) iletken elemanlarin yvapilarimin
kompleksgligidir. Dezavantaj: ise, ara baglantilardan

kaynaklanmaktadir. Noéron birimler bagina diisen baglant)
sayisinmin fazla oldugu aglarda, VLSI tasarim alaninin cogu,
birimleri birbirine baglayan kanallarin alan; taraf ndan
isgal edilir. Optik tasarimlarin avantajlar: ise ii¢c boyutlu
lineer baglantilarin olugturulabilmesi ve bu ara
baglantilarin agirliklarinin nisbeten kolay bir gekilde
degigtirilebilmesidir. Optik, optik hesaplamanin ditgiik
hassasiyetine ve yapilan iglemlerin simirl) sayisina ragmen,
ihtiyac duyulan paralellige izin wvermesi ve cok yogun ara
baglant) olugturulmasina musaittir. Bundan dolay) biiyiik sinir
aglarimin tasarimina imkan sagladigindan, ginimiizde oldukca
fazla ilgi cekmektedir.

Bu makalenin, ikinci bglumiinde yapay sinir aglarinmin optik
elemanlar kullanilarak tasarlanmas; ile ilgili kisa bir giris
yapilacak ve iigiinci bolimiinde optik cihazlar kullanilarak
tasarlanmig basit bir optik n&rokompiitiiriin elemanlar;
tanitilacakt;r.

2, SINIR AGLARI VE OPTIK

Herhangi tek katly bir sinir aginin hesaplama iglemi
asagidaki gibi ifade edilir [2].

yj =t (iz wiJ' * )

1

Burgda néron birimi (i) arabaglant: katin girisinde, naron
birimi (j) arabaglant: katinmin cikisinda bulunmaktadir. yj ,

noron birimi (j) nin x néron birimi (1) nin gikig) ve w  de
3

i
bu birimler arasindak i arabaglantilarin agirliklaridir. f
fonksiyonu néron birimin nonlineerligini temsileder. Parentez
icerisindeki terim (p.), arabaglant: agirl)k matrisi ve girig
J

vektsru arasinda bhir matris~vektsr drimiidiir. £ fonksiyonu
sonug vektdrinin her bir elemaminin izerinde farkl; birc
sekilde etkilidir. Nokta nonlineeritesi olarak adlandirilan
bu Szellik uzaysal 1s1k modilatsrii ile tasarim) miimkiin kilar.

Giinimiizdeki dgrenme algoritmalarinin ¢ogunuy birkac simifta
toparlamak wiimkiindiir [2]. Béyle bir simf gu formiille tarif
edilebilir:

AW, = s_xi - B w
J

ij ij
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Burada Awl,z wi;(k+1) - wij(k) venilenmig agirligr, k
}

sgretme (training) indeksini belirler. « ogrenme kazang
sabiti, p dzellikle hardware uygunlugu icin kullanilan azalma
(decay) sapitidir, Jgretme terimi § nin uygun farkl)

J ,
degerleri ile farkli ogrenme algoritmalar: elde edilebilir
(Hebbian, Widrow-Hoff, tek katl, aglar icin least -minumum
squares ve ¢ok katl: sinir aglar; igin back~propagation}).

Ogrenme algoritmalarinin diger sinmflarininda optik olarak
tasarlanmas) mijmkiin olmasina ragmen arastirmacilar genellikle
yukarida formiille ifade edilen simf uzerinde calismalarin
yogunlagtirdilar. 1985 de Hopfield modeli benzeri bir sinir
agini elektronik ve optik elemanlar kullanarak tasarlayan
Farhat ve Psaltis [3] optik elemanlari yapay sinir agimn
‘anolog olarak tasarimnda kullanan ilk aragtirmacilar dir.
1986 da Bernard Soffer ve digerleri [4] dinyanmin 1lk tamamen
optik cihazlarla tasarlanmisg sinlr agin gerceklestirdiler.
Optik elemanlarin kullamldig: ve back-propagation dgrenme
tekniginin uygulandig: t¢ katli Rumelhart benzeri bdr sinir
ag:  modeli Wagner ve Psaltis tarafindan 1987 de [5]
geligtirildi ve son =zamanlarda Ishikuma ve digerleri [6]
tarafindan bu model tasarland:.

3. BASIT BIR OPTIK NOROKOMPUTURUN YAPISI

Basit bir optik ngsrokompiitiirin blok diagrami gsekil 1. de
verilmektedir. Tasarim, néron birimlerin bir boyutlu (1-D)
veya iki boyutlu (2-D) dizileri ile 2 boyutlu veya 3 boyutlu
{3-D) ara baglanti elemani kullanarak vapilir. Optik
tasarimlarda, bir noronun girigsi 1s1k dedektorii, ¢ikisy ise
bir 1s1k kaynag: veya dedekte edilmisg igaretle elektriksel
olarak kontrol edilen bir modiilatordiir.

i | Bg ik fONK, V@ | rem
f _Geribesleme
Isik Arabaglant) , Iswk
e )
Kay. Eleman) Dedek

Sekil 1. Temel bir optik nsrokompiitiiv sistemin blok diagrami

Sekil 2., bir boyutlu kaynak ve dedektor dizilerinin, ilki
boyutlu arabaglant:; elaman: 1ile birlikte kullanilmasiyla




dizayn edilmis bir sistemi gostermektedir. Girigteki her
piksel, silindirik mercekler kullanmak suretiyle optik olarak
genlgletilir ve arabaglanti matrisinin karsilik gelen siras)
aydinlatilir. Maske, anolog agirliklar: depolar ve maskedeki
bir siitunun bir cikis pikseline karg: gelmesini saglamak
amaciyla i1simin daraltilmasindan snce bir nokta nokta carpim
islemi uygular., Yukarida Bslim 2 deki deklemde parantez icine
alinmis terimin temsil ettigi gibi tam bir parelel anolog
optik matris-vektér carpimy saglar.

»3

{ Egikleme ve I
o o i geri besleme ’

Arabaglanati Dedektsr
Kaynak dizisi maskesd dizisi

i,

O birimlerin Noron biriqlerin
Noron birim o rioleri

cikiglar: Agirliklar

Sekil 2. ITki boyutlu hologramla tek boyutlu giris ve c¢ikis
kullanarak dizayn edilmis optik ndrokompiitiir.

3.1. Arabaglanti elemani

Sekil 3 de ditzlemsel bir hologramla tasarlanmis optik bir
korelatsriin gematik diagrami (vander Llught correlator) [7]
gésterilmektedir. Girig dizlemindeki bir nokta (P1) cikis
diizlemindeki bir noktaya (P2) su sekilde baglanir: Ilk mercek
(L1}, P1i noktasindan gelen 1sim1 hologram; aydinlatan tek bir
diizlemsel dalgaya cevirir. Bu dizlemsel dalganin yay,lim yéni
girigs dizlemindeki P11 in pozisyonuyla bire bir eglegmeye.
sahiptic.

Yukarida da bahsedildigi gibi orta dijzleme verlegtirilen
hologramin gayesi gelen 1181 ¢tkig dizlemindeki noktalara
dogru kirmak ve bsylece girig ve ¢ikis noktalar) araginda
baglant: olugturmaktr. Hologrami sinuzoidal izgaralarin
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(gratings) bir siiperpozisyonu olarak dugiinebiliriz. Herbir
1zgara gelen dalganin belli bir kismint ¢ikig dizlemine dogru
yayilan bagka bir diizlemsel dalga halinde kirar [8]

Gelen dalganin yayilim yonit ile kirilmyg dalganin yayilim
yonu arasindaki fark uzaysal frekans ve herbilr izgaramin
(fringes) lerinin oriyantasyonlari ile belirlenir. Ikinci
lens (L2) kirilms dalgalarin herbirini odaklanmig Dbir
noktaya dogru yéneltir. Bu noktanmin cikis diizlemindeki
pozisyonu kirilmis 1iginin vayilim yénine kargilik gelir. Bu
sekilde hologramda kaydedilen her sinitzoidal 1zgara Pi1 1 bir
cikis noktasina baglar. Baglantimin agirlig: kaydedilen
izgaranin isi1g1 kiriciligy ile orantilidir.

Giris diizlemi Cikis diizlemi

Hologram

Sekil 3. Vander lught correlator (iki boyutlu bir hologramin
kullanildig: arabaglant) sistemi)

Ditzlemsel bir hologram ve bir boyutlu girig ve cikig
kullanan bix optik sistem, 1000 civarinda tamamen
birbirlerine baglanmig ngdron birimlerden olusan bhir sinir
aginin tasarim ic¢in kullamlabilir. Cok daha fazla sayida
noron birimlerinin kullanilmas: durumlarinda optik sistem g
boyutlu hologramla dizayn edilir. Horbir noéron girig biriml
(1) ni tek bir c¢ikig noronuna (Jj) baglayan ayri bir hacim
yzgaras) vardir. Oncedende bahsedildigi gibi herbir i1zgaranin
15181 kirma degeri agirlik wijile dogru orantilidir. Hacim

1zgaralar:y ile diizlemsel yzgaralar arasindak) farklilik,
hacim 1zgaralarinin 1S1E10 gells acisina da duyarl:
olmalaridir.

3.2, Isik Kaynaklarl

Monokromatik optik | giig Farkl: tipteki laserler
kulldnilarak elde edilebilir. Bu tip laserlere ornek olarak
argon-iyon, Nd-YAG, He-Ne, He-Cd, " s1v1 ve yari1 ileteken
laserler gosterilebilir. Harcadigi elektrik gice, sebeb
oldugu 1s1ya ve maliyete bakildiginda yar) iletken laserlerin
digerlerine istinlikleri vardir. Bu tip laserlerin fiziksel




bityitkliiklerdi, harici bir sogutucuya dhtiyac duymadiklar;
mitddetce bir entegre devreye yerlestirilecek kadar kiiciiktiir.

Bu laserlerin en gnemli gzelliklerinden biri vitksek band

geniglikli direkt wmodiilasyona mwiisait olmalar)dir. Yani
lagerin ¢ikig siddetinin, cihazin uglarina uygulanan voltajin
direkt olarak degistirilmesiyle Giga-Hertz {GH) ler

seviyesinde modiilasyonunun yapilabilmesgidir [2].

Kaynak olarak kullanilan diger bir eleman LED dir. Bunun
avantaji herhangi bir egik operasyonunun kullanilmamasidir.
Dolayisiyla LED, uygulanan voltajin ¢ok genis bir sahasinda
kullanilabilir. Buna =zt olarak nisbeten genis bandl,
kaynaklar olmalar; nedeniyle hologramlarin kaydedici
elemanlar olarak kulanildig) wuygulamalarda kaynak olarak
kullanilmaya pek elverigli degildirler.

3.3. Isik Dedektorleri

Dedektisrler, opto-elektronik elemanlardir. Kisacasi
foton-elektron ceviricidirler. Yani, gelen optik giddeti
genellikle akim veya voltaj seklindeki elektron formuna
sokarlar. Bundan dolay:, dedektsrler néron birim ¢cikiglarimin
optik olarak temsil edilmesine imkan saglarlar.

En basit dedeksiyon eleman; foto-iletkenlerdir. Bunlar
direnclerini i1g51g1n siddetine gore degistirirler. En yaygin
kullanilan tek-piksel dedektsrler foto-diyodlar dir. Diger
bir i1si1ga duyarl: cihaz foto-transistsr lerdic. Normal bir
transistérde oldugu gibi bunlar bir akim kazanc, saglarlar
ama tek fark bias akiminin optik formda olmasidir [8].
Dedektor dizileri foto-diyod gibi kitgitk  dedektérlerin
dizileridir. Boyle diziler, paralel halde bulunan biitiin
piksellerden real-time cikis elde edilmesini saglarlar ama
hassasiyetleri diisiiktiir.

3.4. Esik fonksiyonu ve geribesleme elemani

Egik fonksiyonlar: ve geribesleme baglantilar; ya optik
olarak vada elektronik elemanlar kullan:larak
gerceklegtirilir. Egik fonksiyonu, bir ¢ok farkl: tipteki
optik malzemeler kullanarak tasarlanabilir. Bu malzemelerin
o6zellikleri, bslgesel optik sgiddetin ilk ve daha yiiksek
dereceden giigleri ile orantil, olarak kirilma indislerinde
veya absorbsiyon katsayilarinda bir degisim gostermeleridir.

Béyle bir malzemeye o&rnek film kalinlig) dicerisinde
erigilebilecek maximum optik yogunlugun, saturasyon degerini
belirledigi fotografik film dir. Diger bir optik
nonlineerlige &rnek, Cadmium Sulfat ve silikon gibi belli
yar, iletken malzemelerin foto-iletken doyum davraniglarid;r.
Bu optik tekniklerin uzun tepkl siiresi veya saturasyonu
gerceklegtirmek icin cok yitksek optik sgiddetlere ihtiyac

duymalar; gibi dezavantajlar: vardir. Dedektsrler ve
modulatdrlerle birlikte elektronik devreler kullanilmasiyla
opto-elektronik nonlineeriteler elde edilerek bu

dezavantajlar yok edilebilir[2].
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4. SONUC

Bu makalede, yapay sinir aglarimiyn optik cihazlar
kullan;larak tasarlanmasinin avantajlar: dzetlenmig ve basit
bir optik ndrokompiitiiriin elemanlar), tanitilmistixr. Yapay
sinir aglar('min anolog tasarimi igin optigin ve elektronigin
avantajlarimin birlikte kullamildig: opto-elektronik teknik
gelecek igin imit verici goriinmektedir.
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. Abstract X
. In this paper, a model called Non-uniform Finite Cellular Automata (CA) Network is
introduced, and its classification and computation power studied. The suggested model
is similar to the o_riginal Cellular Automata Network model, with its local neighborhood
proper.tgr, but neighborhood definitions of cells are not the same (non-uniform) for each
cell and deterinined by an algorithm. The model is similar to'the Neural Network (NN)
model with its different local cell (neuron) transition function definitions and with its
training (or feature extraction) mode; Depending on"the nature of input-output tem-
plates, computation can be done on the system. Neces and sufficient conditions for
doing computation on this model are based on the work of Tchuente, and will be elabo-

rated upon in this paper.
1. INTRODUCTION

An Adtomata Network may be defined as a locally connected largé set of ‘cells (fi-
nite automata), which can evolve at discrete time steps through mutual interactions: In
this model, . space, time and cells are discrete. Automata networks have many applica-
tion areas such as, ‘Artificial Intelligence, Pattern Recognition and Learning Systems,

A particular class of Automata Networks is the Cellular Automata (CA) Networks.
In computer science cellular automata is used to model parallel processing and Von
Neumann (self-reproducing) machines. In cellular automata, space is divided into dis-
crete small units called cells or sites.  Each cell can take k different state values. At time
t, all the cells will have a specific state value. Rules local to a specific cell detérmine
what the value of that cell at time (¢-+1) will be. Rules are the same for each cell. For k
number of states 1per cell and n number of cells in the neighborhood of a cell, 4% (where
z = k) possible local transition functions for that cell exist. o

Another important class of Automata Networks, called Neural Networks , With
similar characteristics to CA Networks, use only threshold type functions as their neural
transition functions. Unlike cellular automata, in neural nefworks each neuron does not
have to evolve according to the same neural transition function, However, in general,
neural networks without the neighborhood concept that exists in cellular automata mod-
el, require great number of neural connections (or neural dependency) between their neu-
rons (e.g. Hopfield model, multi-layer perceptron model).

2. AUTOMATA NETWORKS

An automata network can be defined as locally interconnected set of cells, which can
evolve at discrete time steps. This evolution occurs through mutual interactions between
these locally connected cells. Formally, an automata network can be described as map-
ping F from S" into itself, where § is finite state space and n is the_number of inter-con-
nected cells. The stpucture of connection is determined by F; if ith component of map-
ping F depends on j™ variable, cell i receives a connection from cell j. A state of gc
network is a vector X in ™ and dynamics on the network can be defined as:

Y = F(X) where F : mapping function X,Y ¢ S™ are state vectors
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At each time step, each automaton in cell i computes its next state according to the
rules of mapping F;, and causes a global evolution of network. This is known as parallel
iteration. Other iteration modes such as sequential mode where cells are updated in a
prescribed order and memory mode where previous cell values are used, also exist 1],

Since the state space S is usually finite, at the end of at most k% steps of ‘evolution,
(where k is the number different states that a cell can be in and 7 is the number of cells),
the system will enter into a cycle or a fixed point which can be accepted as a cycle of pe-
riod 1. The mapping function ¥ defined above is deterministic, i.e., we can guess exact-
ly the next state of the system from its present state, In this paper, only the deterministic
(not random) automata networks are considered and studied, Automata networks are dis-
crete and dynamical systems in time and space and they can be represented by a graph,
where each node of the graph takes one of the states in a finite set. Moreover, the evolu-
tion of the network results from changing states of each site (or node) according to a
transition rule that takes into account only the state of its neighbors in the graph.

An important class of Automata Networks are Newral Networks. In this model, the
graph representing the network is non-oriented, i.e., direction between nodes %nﬁurons)
18 not important and graph is finite. Nodes can take one of two state values { -1,1 }.
The transition rule is a threshold function whose inputs are the output of other threshold
units (neurons) weighted by real numbers. In general, the sign threshold function is used
to calculate the new state of a neuron. If the weighted sum of neuron values, other than
the currently calculating neuron, is positive or zero, then the next state of that neuron is
1, otherwise it is -1. Moreover, in Neural Networks there is no restriction on site up-
dating mode.

Cellular Automata Networks also constitute a particular class of Automata Networks
and were originally introduced by Von Neumann. Capabilities and limits of this model
is one of the topics of interest of this paper. In this model, the neighborhood and the
transition rules are the same for all sites (or cells). Site updating mode is synchronous,

3. THE SUGGESTED MODIFIED CELLULAR AUTOMATA MODEL

"Is it possible to construct a model sithilar to cellular automata and neural network
models, that has the capabilitg' of classification and computation, but with fewer number
of dependency (connections) between its cells (or neurons) ?".

The main difference between the suggested modified CA model and the original CA
model concerns neighborhood definition (See Figure 1). In the original CA model, each
cell has the same neighborhood definition; however, in the suggested model each cell
does not have to have the same neighborhood definition.

| L
L (L1 J? [
~{l LE’;EW {(LF - S:Eﬁ_{}}w
—{ {[,}{} f —{_] [lJ [Z._}w{;]
~-{J I i [’lf} I
T 1T 1T 7 1 .

Class {a) Class (b}

Figure 1. The original CA model (a) and the suggested CA model (b) in two-dimen-
sional cellular space.
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Neighborhood degree of a cell can be defined as the number of neighbors that this
cell accepts state values to specify its next state. In the original CA model each cell has
the same transition function definition, but in the suggested CA model only the cells hav-
ing the same neighborhood degree have to evolve according to the same transition func-
tion rules. In other words, different neighborhood degrees may cause different transition
functions. In the suggested CA model, there is no distinguished state called quiescent
state which causes a cell to stay at quiescent state if all of its neighbors are in quiescent
state in the original model. The transition' functions of the modified model do not have
to have such a distinguished state, In the suggested model, there is no initially set neigh-
borhood structure of cells, Neighborhood of each cell is determined according to the na-
ture of input and output-patterns desired to be mapped. In the original model, the neigh-
borhood structure of cells is static and fixed,

The modified CA model has two modes of operation similar to NN model: training
and classifying (or mapping). In the training mode, neighborhood degree and transition
functions of each cell are §etermined using input-output template pairs. Once cell func-
tions are defined, one can introduce any input template to the system and get its intended
output template. In a sense, the whole cell system can be considered as a classifier. Dif-
ferent from NN systems, the suggested CA ‘system has no error correction capability or
fault tolerance pro(%)erty. In NN systems, simif‘;: input patterns may converge to the same
output patterns and this property is very important and useful in recognition and classifi-
cation systems, However, in the proposed model, since the transition functions are de-
fined as mapping but not as inequalities (threshold function in Neural Nets), similar input
patterns cannot be guaranteed to converge to the same output pattern.. Patterns other
than the input patterns used during training ‘may be not mafgﬁed. or such unmapped pat-
terns, a state "X’ is introduced in order to complete the definition of local transition func-
tions. If such a pattern that is not mapped during training mode is extracted from the in-
put template the next state of current cell for that pattern becomes X', Therefore, a cell
in the suggested model can be in one of three states {0, 1, X}.

One of the famous neural network models is the Hopfield's Net model. In this mod-
el, neurons are assumed to be fully-connected, i.e., each of n neuron is connected to and
gets input from the other (n-7) neurons. Thus, each neuron is functionally dependent on
every other neuron. Especially for hardware implementations of neural networks, de-
creasing-the number of neural connections in nets is an important problem. In the sug-
gested cell system, each cell depends on only its neighbor cells and the state of other
cells need not be considered. If the input patterns are very similar to each other, neigh-
borhood degree of cells increases and as a result, the system's performance decreases,
On the other hand, input patterns having different characteristics i.e. different bit se-
quences decrease the degree of neighborhood and increase the system's performance.

The modified CA system makes its decision in one step of evolution similar to Per-
ceptron and Kohonen Neural Network models. In some other NN models, such as Hop-

field Model, system evolves until it converges to a stable configuration and the resulting
configuration is the system's decision on the introduced input pattern.

The suggested cell model can simply be considered as a parallel mapping system. It
maps a given inlput template to an output template, both introduced dunné training
mode, in parallel. Pseudo code of algorithm used to construct the modified CA model
for introduced input-output templates is as follows:

1. Get input and output templates _
2. Set number of cells in the cell system equal to-the number of bits in one in-
put (or output) template
3. Set neighborhood degree of each cell to 1
4. While there are more cells to be processed
4.1, While there are more templates to be processed
4.1.1. Extract bit pattern of current cell from the current input
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template being processed which is constituted by itself and
its current neighbors
4.1.2, If this pattern with degrec of neighborhood i is
mapped to a different output bit before
4.1.2,1 Increase neighborhood degree { of current cell by 1
4.1.2.2 Go to step 4.1.1
4.1.3. If this pattern is not mapped to any output bit before
4.1.3.1 Add input pattern and its output bit into look-up table
as a rule for cell transition function of current
neighborhood
.1.3.2 Skip to the next template
.1.3.3 Go to step 4.1
4.1.4. If this pattern is mapped to the same output bit before
4.1.4.] Skip to the next template
4.1.4.2 Go to step 4.1
4.2, Skip to next cell
4.3. Go to step 4 ‘
5. Now, the neighborhood degree and the transition function of each cell is
determined. Read input template desired to be map
6. For each cell of input template apply its cell function determined at pre-
vious steps, and find output bit of that cell. Next state of cells constitute the
output template produced by the system

4
4

The method to extract an input pattern from an input template for a cell with current
neighborhood degree k, is to first take the bit at current cell position and continue taking
bits one from the right and one from the left until the current neighbothood degree k is
reached (See Figure 2).

Figure 2. The order of bit extraction from an input template, for k = 8

Input templates are assumed to be one-dimensional and circularly connected, i.e. the
left neighbor of the first cell is the last cell, and the right neighbor of the last cell is the
ﬁlrst cell, Also, the length of an input template is equal to the length of the output fem-
plate.

An important question should be asked here: "Does the algorithm guarantee that the
program will not enter into an infinite loop and will not increase the neighborhood de-
tgiree to infinite?" Confliction case between two input patterns ng occur if their ouﬁut

its are different, Two different types of confliction may occur. One is external conflict
and the other is internal conflict. External conflict occurs when the output bit of the cur-
rent cell conflicts with the output bit of the input pattern of a different template. Exter-
nal conflict does not cause an infinite loop. Since the input templates that are introduced
are guaranteed to be different from each other (that is, one input template can only be
mapped to a uneigue output template), one can guarantee that the conflict case will cer-
tainly be resolved when neighborhood degree of the cell is the length of the input pattern
(i.e. input pattern = input template),

Internal conflict occurs when input patterns of conflicting output bits on table are
patterns of the same input template. Since the input templates of conflicting output bits
are the same, confliction cannot be resolved as it can be in external conflict when neigh-
borhood degree of cell reaches its maximum value, Instead, this problem can be solved
by concatenating the output bit of the cell to the end of the input template, making two
input templates different, and adding it into table with its output bit. Therefore, the
maximum number of neighbors that a cell can have is (n+1), where n is the length of
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the input template, and it is reached when successive internal conflicts oceur. Here, +1
in n+1 comes from the output bit of the cell. As a result, we can say the algorithm
guarantees that the program will not to enter inio an infinite loop, because both external
and internal conflictions are resolved,

4. COMPUTATION ON THE SUGGESTED CELLULAR AUTOMATA MODEL

"Computation can be done in infinite uniform.cellular automata structures” [6]. In
such structures, the number of cells in automata is infinite and the neighborhood struc-
ture should be local and regular i.e. the same for all cells. However, in finite structures
of cellular automata networks these restrictions are no longer considered and such a net-
work can be defined as triple:

N = (G, Q, F) where

G 1 a directed graph of order n, representing the interconnection of vertices (or
cells) .

Q : the finite non-empty set which represents the set of states that cells can as-
sume

F : a collection of functions from Q" (n is the number of cells in structure) into
itself, representing the set of possible global transition functions of the net-
works. The global transition function is-comprised of the local transition
functions of individual cells and determines the network's global behavior,

Each cell of the automaton is represented by a vertex on a graph. If a cell i has
neighbor j (i.e. iis dependent on the state of j at time 7 in order to determine its state at
time #+4-1), then there is an arc from vertex j io { on the graph, An example graph of the
suggested modified automata model can be given. Assume that we have 6 bit length
input-output pairs, and at the end of the training mode, neighborhood degree of cells
from 1 to 6 are determined as 3,2,2,4,5,6. The resulting graph will be as in Figure 3.

TN

Figure 3. Graph of an example modified cellular automaton model

Now, it may be asked "Is it possible to do computation on the suggested model?” In
networks of the form N = (G, Q, A(Q") where N is a network with arbitm?r graph
connections, G and Q are as explained above, and A(QM) is the set of mapping from QU
i’nto ittslelf, the computable functions are characterized by the following theorem proposed

y Tchuente:




Theorem: For any finite set Q of cardinality greater than one, A(QM) is computable
on a network N = (G, Q, A(QY) of order n, if and only if G is strongly connected and
contains a vertex v, such that, for any vertex v; <> vy (vj, v), is an arc of G.

Proof of the theorem can be found in [6]. This theorem can help us determine the
conditions under which one can do computation on the sugdgested modified cellular au-
tomaton, In the suggested model Q = {0, 1, X} and its cardinality is 3 which is greater
than 1, A(Q™) depends on the nature of input-output templates and’is a mapping from Q®
to itself. n is the number of bits of one input or output template. However, one cannot
guarantee the existence of a cell having neighborhood degree n, in other words, a vertex
having arcs from each of the other vertices into itself or strong component, for given
input-output pairs. Therefore, the answer to the question "Is it possible to do computa-
tion in the suggested non-uniform finite cellular automata network?" is, not always.
This is because the topology of the graph of automaton network depends on the nature of
input-output templates.

Example:
Assume that we have the following input-output templates:

Table 1
Sample input and output templates.

Pair # Input Template  OQutput Template
1 01000 11110
2 00000 11100
3 01101 11010
4 10001 10100
5 10110 10101

The neighborhood degree of cells from 1 to 5 at the end of the training mode are 1,
3, 2, 5 and 4, respectively. As can be seen from the graph of the example automata net-
work (Figure 4), computation can be done on this cellular structure, because the fourth
vertex has arcs from all other vertices.

Figure 4. Graph of a one-dimensional modified cellular automaton.
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5. CONCLUSION

In this paper, a modified cellular automata model capable of doing classification (or
mapping) is introduced. Also, it is shown that one can do computation on this model
depending on the nature of input and output templates. At the end of this study, we
constructed a model that can map a given input template to its corresponding output
template, that were both introduced during training (or feature extraction) mode of the
system. The model suggests a different way of representation of information. It converts
input and output templates into a form constituted by a look-up table and a neighborhood
array. Look-up table keeps n-to-1 mappings showing the next state of cells. The neigh-
borhood array contains the neighborhood degree of each cell in the automaton. This
kind of representation of information does not provide an efficient method for storage of
information, However, it is in a form that can suitably be used for parallel processing,
The larger the size of look-up table, the longer the timeé to search it. By means of classi-
cal searching methods, look-up table search fime can be decreased up to a degree.

An alternative to look-up table can be functional representation of it. One can find a
function for each neighborhood degree, This makes the model more storage efficient and
eliminates the need for table look-up that decreases the time efficiency of the model, A
method for finding these functions could be the use of neural networks. For example,
since the look-up table contains n-to-1 mapgings for each q{e;fhborhood degree, multi-
layer perceptron model of neural nets can be suitably applied to each of the different
neighborhood degrees. The use of neural nets in combination with the suggested model
increases the training time, especially if multi-layer perceptron is trained by the gradient
back-propagation method, but decreases the systém's classification (or mapping) time,

An interesting propertg of the suggested model is that computation can be done on it
if it has a cell whose neighborhood degree is equal to the length (in bits) of a template,
dependix;% on input and output templates. In other words, if there exists a cell which is
functionally dependent on all of the other cells in the automaton, computation can be
done on this automaton,
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"Gelecede dogru yasamak bilinmeyene sigramak demektir."
Rollo May

GirIs

Yapay Sinir Aglaranin ("Artificial Neural Networks") heniiz
insan diislincesinde gekillendigi ve bir tasari halinde bulundu-
gu bilinmektedir. Ancak, bu 8ylesine miithis bir tasaridir ki
gerceklesmesi halinde giinliik hayattaki etkilerinin ve diger
bilim dallarainin nasil yaklasabilecedine iligkin olasiliklarin
bile diistinilmesini zorunlu kilmaktadir. Bu bildiri ile hukuki
bakimdan deneme niteliginde bir yaklagimda bulunulmaya
gallgllmaktadlr. Cok daﬁa bagka ag¢ilardan gériis getirmek .
elbette olasi ve gereklidir. Hayat hukukun &nlinde gittigine

gbre somut diizenlemeler ve ¢dzlimler hig sliphesiz ki YSAnin

hayata girmesinden sorira ortaya g¢ikacaktir.

1. TEORIK TEMELLER

Yapay Sinir Aglari ("YSA") her biri kendine ait bir bellege
sahip olan ve yerel bilgi islem operasyonlarini yapabilen,

tek y&nlii sinyal kanallariyla birbirlerine baglanmis iglen

elementlerinden olugan, paralel dagitik bir bilgiiglem
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yaplsi olarak tanimlanabilir [4].

Tanim geredi, "connectionist model", "parallel distributed
processing" vé "neuromorphic systems" [3] olarak da bilinen
¥sa, aslinda "biyolojik islemler Uzerinde modellenmis bilgi

islem yapaisadir" (6].

vukarida anilan tim yaklasimlar, YSAnin dogalarinda olacagil
varsayllan yodun paralellik dolayisiyla, aslinda basit bilgi
islem elementlerinin yodun bir bigimde birbirlerine baglanmasi
dngdrilmektedir. Bunun sonucunda, bir yandan ylksek bir
performans, yani islem hizinin artmasi hedeflenmektedir. Diger
yandan, hata toleransi yliksek sistemler olusturulmak suretiyle

biyolojik modelleme daha gergekgi yapilabilecektir [6].

Bu acidan incelendiginde, bir yapay sinir agi, aslinda
biyolojik sinir sisteminin modellenmesinden ibarettir
denilebilir. Ancak, ne kadar ilkel olursa olsun, karbon
temelli bir organizmanin sinir sistemi ve beyin yapiszi,
ulastigi karmasiklik ve baglanti saylsiyla hayret vericidir.
Bir insanin algilamasiyla tek bir ndronun arasindaki bu
karmasik i}i$kinin incelenmesi glig bir olaydir. Gligliiglin
temel ;nedeni, psikofiziksel niteliklerle donatilmisg sensor
kapasitenin beynin birgok noktasindan kaynaklanan pekgok "
néronun ortak etkinlidinin sonucu olmasidir [5]. Bu sistem

ne kadar karmasik olursa olsun, hukukun bugilinkli bilgisayarlar
icin mevcut veya ®ngdrdiigi hukuki diizenlemelerin fevkinde ve
baska bir mahiyeéet ve kapsamda diizenleme yapmasi ancak YSAni
simdiki haliyle bir mal olarak dedil bir kigilik olarak, daha

acikcasi bir sahis olarak gdrmesiyle mimklindir.

Anlagilan odur ki, esasen, YSA ile tasarlanan da bdyle kigi-
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1likli bir sistemdir. Bu gsekilde yaklagilarak konu ndrolojik
acidan basite indirgenmek suretiyle incelendiginde, adaptasyon
ve 8Jrenme. yeteneklerinin bu ¢ok karmagik YSA sisteminin en

temel unsurlari olmasi gerektigi ortaya g¢ikar.

Alt diizeyde varolan adaptasyon ve &grenme yetenegi lst diizey-
lere c¢ikildikga yerini, mantaik yilirlitme, olaylar arasinda
deterministik iliski (temyiz kudreti, sebep-sonug¢ iliskisi,
iiliyet bad1l) kurabilme gibi ¢ok lst diizeyli islevlere
birakacaktir. Karmasiklik da alabildigine artacaktir. Bu

itibarla, en temei nokta, adaptasyon ve 6grenme yeteneginin

sisteme kazandirilmasidir [3].

Ancak yukarida yliksek dlizey olarak tanimladigimiz, mantik
yliritme, olaylara deterministik yaklasim yapabilme, sosyal
olaylari ve kurallari algilayabilme, temelde YSAnin kendi
varliginin bilincinde olmasini gerektirecektir. Buradan
hareketle, hukukun YSAna bir kisilik olarak yaklasabilmesi

ve tanimasi i¢in YSAnin alt diizey tasariminda temel unsur
olarak ifade edilen adaptasyon ve &Jrenebilme unsurlarina
ilaveten, kendi varliginin bilincinde olma potansiyelini de
haiz olmasi gerekecektir. Anilan potansiyel bir kez yaratilir-
sa, sistemin zaman i¢inde gercgeklesecek olan karmagiklagmasina
paralel olarak, kendini algilama ve. kendi hareketlerini analiz

edebilme yetenedi de evriminin dogal bir sonucu olacaktir.

Bu suretle ortaya hukuken taninacak yeni bir sistem ¢ikartila-
bilirse yeni bir hukuki diizenleme zaruri olacaktir. Kendi
varliginin bilincinde olan ve hareketlerinin dogurdugu veya

dogurabilecegl olasi sonug¢lari deterministik bir big¢imde idrak
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edebilen b8ylesi bir sistem, -aslinda ilk tasarlandigi andan
itibaren zaten toplum iginde var olmakla birlikte- toplu yagam
iginde etkin olmaya baglayip kendi evrim siirecine girdiginde
yalniz hukuk alaninda dedil ; ®rnedin, biyoloji (belki "tekno
sapiens" kavraminda), sosyoleji (belki "tekno birey" kavramin-
da), psikoloji (belki "tekno psyche" kavraminda) gibi sosyal
bilim dallarinin ilgi alanlarina da kag¢inilmaz olarak

girecektir.

2. HUKUKSAL YAKLASIM

Pek muhtemeldir ki, hukuk (buradaki konumuzun hareket noktasi
olarak) yukarida igaret edildigi gibi, yeni bir tiir sahis ve
bu sahsin hukuken taninmasl ile karsi kargiya kalacaktir. Bu
bakimdan, konuya bir sahsin varligi a¢isindan bakmak, buglinki
disiplinler ig¢inde, en uygunu olabilir. Zira, malum oldugu
izere, "Hukuk, sahislar arasindaki i¢timai miinasebetleri
dlizenleyen, gahislar arasindaki hak ve miikellefiyetleri tdyin

eden mileyyideli kaidelerin bilitintiddr" [1].

Yukarida bahsolunan teorik temeller ve tanimlar 1siginda
konuya sahis kavrami agisindan yaklasmak uygun olacaktir.
zira, "Sahis,...bilitlin hukukun esasinl teskil eder" [1].
Malum oldugu iizere halen hukuk sistemleri iki tirli sgahis
tanimaktadir : gergek gahislar ("real person"); yani, insan-

lar ve hiikmi sahislar ("legal person"); yani, sirketler.

Eger, Y¥YSAni hukuk bir gahlis olarak tanimak durumunda kalacaksa
o halde Y¥YSA {¢ilincii bir sahis grubu olarak nitelendirilebile-
ceklerdir. Bu yeni iiglincii gurup gahis, bu bildiride

TEKNOLOJIK SAHIS (TECHNOLOGICAL PERSON) diye

adlandirilacaktair.
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B8yle bir diizenlemenin neler olabilecedi konusuna girmeden
dnce bir hatirlatma yapmak yerinde olabilir. Bilindigi gibi
insanlik tarihinde insanlarin bir kisminin hukuk anlaminda

bir sahis olarak teldkki edilmedigi zamanlar vardlr. Ornegin
Roma Hukukunda insanlar hiir olanlar ve k&le olanlar diye

ikiye ayrilmiglardi. Kdleler 'hukuki ménada...bir maldi,

tipki mallar gibi ancak haklara mevzuu tegkil edebilir"di

[1]. 1Insanlarin dahi din, dil, irk, sosyal mevki gibi farkli-

liklar gdzetmeksizin gahis addedilmeleri nisbeten yenidir.

ySA, yukarida bahsedildigi gibi ortaya ¢iktiklarinda, hak
sahibi olmalari gerektigini diislinmeleri beklenebilir. Bu
konuda bir bdlim insanin YSA haklaraini ileri siirmeleri de
olasidir. Ornegin, bir an ig¢in, ev hayvanlarinin bilinglen-
digini diigiinelim. Miras hukukunun bir gahsin vasiyetname
yapmasina sinirlamalar getirmedigi {ilkelerde gimdiden hukuken
taninmis haklari olmayan hayvanlarina mallarini birakan
kigiler oldudu dikkate alinirsa, bu hayvanlarin bilinglenmesi
halinde bunlara haklar taninmasl lehinde insanlarin ortaya
¢ikacagini tahmin etmek zor olmasa gerektir. Burada su
sorulabilir : Hayvan haklarini savunacak kigiler g¢ikabilecegi-
ni tahmin ederken, miithig donanimli YSAnin haklarini savunacak

kigiler c¢ikmayacak midixr?

0 halde, bdyle bir diizenleme. neleri gdzodniine almalidir ?
Bilindigi gibi, konu teori asamasindadir ve karmagsiktir. Bu
itibarla, konuyu ¥YSA'nin gerek medeni hukuk gerekse ceza
hukukunun mevecut bir kisim kavram ve diizenlemeleri dogrultu-—

sunda ele almak uygun olabilir :
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A. Medeni Hukuk Bakimindan

Medeni hukukta bir sahsin ehliyetleri hak ve fiil ehliyeti
olmak lizere iki gurupta toplanmaktadir. Hak ehliyeti, "hak-
lara ve borg¢lara sahip olabilme iktidara"dir(1l]. Fiil ehliye-~
ti, "sahsin kendi lehine hak ve borglar ihdas etmesidir ve

yapmis oldudu haksiz fiillerden dolayl sorumlu olmasidir"[1].

a. Hak Ehliyeti:

Gercek sahislar sag dogmak gartiyla, hiikmi sahislar sicile
kayit ile hak ehliyetini haiz olurlar. Teknolojik sahis olarak
tanimladidimiz YSAnin hak éhliyetini nasil kazanacagl
teknolojik gelisme sonucu belll olacaktir. Ancak, YSA hak
ehliyetini kazandigi andan itibaren medeni haklardan istifade
edebilir ve difer sahislarla ayni derecede haklara ve borglara

sahip olabilir.

b. Fiil Ehliyeti:

Teknolojik sahsin fiil ehliyeti, yani haklarini nasil kullana-
cadl ise, onun nitelikleri ile ilgili bir konu olacaktir. YSA
eder giintimiiz bilgisayarlari gibi enerjilerini kablolar kana-
liyla (6rnedin elektrikten) alacaklarsa bu haklarini (tilizel
kigilerde oldudu gibi) organlari vasitasi ile kullanabilirler.
Enerjilerini sayet bu tilir bir badimlilik ile almayacaklar da
drnedin yukarida ifade olundugu gibi karbon temelli bir enerji
ile yasayabileceklerse haklarini belki de (insanlaxr gibi)

bizzat kullanabileceklerdir.

B. Ceza Hukuku Bakimindan
"Biitiin insanlarin ceza hukuku acisindan sugun 'fail'i sayil-

mas1 mimkiin de§ildir"([2). Ceza ehliyeti, "suga hukuken
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elverigli sayilmak demektir"[2].

YSAnin cezalandirilmasi igin, 8ncelikle hukuken suga elverigli
sayllmasi gerekecektir. Amaglanan akil, zeka, mantik

ve davranig bakimindan "insan benzeri" bilgisayarlar yarat-~
mak oldugundan, YSA gocudun ana rahmine diigmesinden sonra
kendini bigimlemeye baglamasi gibi, imalatlarani miiteakip
kendilerini bigimleyeceklerdir., Bunun sonucu, nasil bir g¢ocuk
giderek anne babasindan ayri bir kisilik olarak taniniyorsa,
¥Sanin da bdyle ele alinmasy gerekebilecektir. Bu halde,
artik YSAnin milellifini veya Uretenini sorumlu tutmak nmimkin
olmayacaktir. Tipkl insanlarda anne babanin gocugun fiille-
rinden dolay:i sorumlu tutulmamasi gibi. Gocudun cezal ehliyeti
baslangigta tam olmayip nasil erginlegtikge tamamlaniyorsa,
¥SAnan da belli bir olgunluga ulagmasi zaman alabilecektir.
¥SAnin olgunluda ulagarak 8grenme ve dgrendiklerini uygulama
kendisini yeni durumlara uydurabilme, kendini taniyabilme ve
miiktesabatiy ile senteze varip fiillerde bulunma yetenegi
gercgeklegtiginde dogrudan fiillerinden sorumlu tutulmasi
gerekecektir. Ozetle, YSA milellifinden veya lireteninden
bagims1z olacaktir. Mefer ki, niellif veya Ureten ¥YSAni kendi

kanun digi amac¢larl igin donatmig olsun.

Suca elverigli sayllan YSAna cezavvarilmesi gerekecektir.
Bunun ise elbette, ¥YSAnin idrak edecedi bir ceza olmasi
gereklidir. Bu ceza, Srnedin ekonomik cezadan baglayip
hiirriyvetinden (burada YSAnda hirriyet kavramli ve Kapsami
neselesi glindene gelmektedir) mahrum birakmakla devam aden
ve gaka ile sdylendigi gibi YSAnin figini prizden g¢ekmekle,

veya enerjisinden ayirmakla (yani, "teknolojik sgahsin® &limil
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veya sonu meselesi) sona eren bir ceéza sistenl olabilir.

Bu ise &nemli bircok soruyu da beraberinde getirmektedir.

Ornek vermek gerekirse :

- ¥8A insanlar tarafindan su¢ kabul edilen (donanim veya
miiktesabatiny asarak) bir £iil iglerlerse ne olacaktir ?

= ¥8Anin bu fiili kendi mantidina gbre sug niteliginde
dedgilse ne gibli sorunlar c¢ikacaktir ? Neye gdre, nasil
bir diizenleme yapmak gerekecektir?

- Insanlara gdre sug teskil eden bir fiilden'dolayl YSA
cezalandirilacak olursa bu hangl nitelik ve kapsamda
olacaktir 7 Diger bir deyigle, insan igin ceza olan YSA
igin de ceza nitelidinde mi olacaktir ? Yoksa, YSA ceza-
lari diye yeni bir anlayig mi gelistirmek gerekecektir ?

- Eder boyle ise, bunlari insanlar mi geligtirecektir, yoksa
YSA m1? Insanlarin gelistirmesi miimkiin olmayabilir.
Clinki, algilama ve telakkiler farkli olabilir. ¥SA'nain
dlizenlemesl ise insanofluna ters dlisebilir. Radikal bir
drnek getirmek gerekirse, bir YSA kendi anlayigina ve
idrakine g8re % 100 dogru ve hakli olan nedenle insan
Kiyimina neden olursa ne olacaktir ?

- Is bu kadar u¢ noktalara giderse, insanlar bir YSA cemi-
yetiyle mi kars:i kargiya geleceklerdir. O halde bir oladan-
digi hal veya giderek harp hukukunun dahi bahis konusu
olmasi mimkiin dedil midir ? Hele belli bir asamadan sonra

¥YSA bizzat dijer YSA liretecek hale gelecek olurlarsa !

3. SONUQ
Yukarida igaret edilen hususlar ve difer geligmeler daha wvahim

meselelerin ortaya g¢ikmasina neden olabilirxr. Bunlar, insanlar
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toplumu ile teknolojik gahislar toplulugu arasindaki
miinagebetler ve buna iligkin hukuki meseleler olabilir. Bu
ise, giderek, bir iliskiden ziyade bir tarafin digeri ile
mitcadelesi ve karsi tarafin kontrol edilmesi ve tahakkilim
konularinl beraberinde getirmeyecek midir ? Olasiliklari
cofaltmak mimkiindiir. Bu noktada keserek, nihayet olarak gunu
isaret etmek yerinde olabilir: ¥YSA gelistirilirken hukukgular
ile bagtan igbirligine girerek teorik bazda koruyucu hukuk
hizmeti benzeri olay oncesi hizmet éllnma51 uygun olabilir.
Tabir yverindeyse, YSAni dbéllerken yapilacak bdyle bir
isbirlidi miistakbel problemleri engelleyemezse dahi, neler
olabilece§inin pesinen gdriilmesine olanak taniyabilme ihtimali

bakimindan yararli olabilir.

Konuya bu sinirli yaklasim dahi, diinyadaki bilitlUn dedigimler
devamli olarak duyarli, farkinda ve sorumlu olmamizi zorunlu
kilmakta ve kavramlara esnek ve dinamizm iginde bakmamizi ve

yeni bicimlenmeye bilin¢le katilmamizi gerektirmektedir.
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Fuzzy Lojik Kontrolorlerin Dizayni Icin Yeni Bir Metod

D.T. Pham and D. Karaboga

Intelligent Systems Research Laboratory
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Jzet

Bu makale, Fuzzy Lojik Kontrolérlerin (FLK) dizaymi ig¢in
yeni bir metod taminitmaktadir. Fuzzy lojik kontroldrin kural
tabanin: temsil eden baglant: matrisini optimal olarak elde
etmek icin, yonlendirilmig rastgele bir aragtirma islemi olan
Genetik Algoritma kullanj;lmaktadir. Makale, zaman gecikmeli
{(time~delayed) ikinci dereceden bir .sistemi Kkontrol etmek
icin bu teknikle dizayn edilmis FLK kullanarak  elde edilen
simiilasyon sonuclarim vermektedir.

Anahtar kelimeler: Fuzzy kontrol; genetik algoritmalar; uzman
kontrol; optimal kontrolsr dizaym

A New Method for Designing Fuzzy Logic Controllers

Abstract

This paper introduces a new method for designing Fuzzy
Logic Controllers (FLC). In order to find the optimal
relation matrix which represents the rule-base of an FLC, the
Genetic Algorithm, a directed random search procedure, is
used. The paper presents simulation results obtained for an
FLC designed by this technique to control a time-delayed
second-order system,

Keywords: Fuzzy control; genetic algorithms; expert control;
optimal controller design

1. GIRIS

Matematiksel wmodelleri mevcut olmayan komplex veya
belirsiz sistemlerin kontrolimde operatorlerin (insan oglu},
genellikle geleneksel kontrolérlerden ¢ok daha bagarl
oldugu cok iyi bilinen bir gercgektir. Bu operatidrlerin
kontrol bilgilerinin alinmip belli kurallar formunda
yazilabildigi veya operatarin kontrol hareketlerinin kurallar
formunda modellenebildigi yerlerde, bu kurallar kullanilarak
kontrolsr dizayn etmek mnmimkindir. Ilk defa Mamdani [1]
tarafindan snerilen bu kontroldrler fuzzy lojik kontroliérler
(FLK) olarak bilinirler. Ismindende anlagilacag: gibi bu
kontrolorler fuzzy lojik [2] iizerine kuruludur. Bir FLK nin
engnemli elemany kurallarmn orijinal setini temsil eden
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baglanty matrisi dir. Bu matris, gercek ve arzu edilen proses
¢ikislary arasindaki hata uzay) dile kontrol haraketleri
uzay) arasindaki bagintiyi belirler.

Bu makalede, kurallarin kullanilmasina gerek kalmadan
baglant; matrislerinin sentez edilmesi ile ilgili bir metod
tarif edilir. Bu metodla, matrisin optimal katsayilar)
prosesin ya deneysel deneme on-line kontrolii veya girig~cikis
davranis modelinin simiile edilmis kontrolii sayesinde elde
edilir. Bgyle bir model, gercek proses dinamiginin bir
teknikle (Grnegin sinir aglar teknikleriyle [31)
belirlenmesinden sonra kurulabilir.

Makale dgrt bslimden olugmaktadir. Ikinei bslimde basit
bir fuzzy lojik kontrolériin temel vapi1sy tanitilmaktadir. Bu
caligmada, optimal baglant: matrisini elde etmek icin
kullanilan yonlendirilmis rastgele arastirma igleminin bir
formu olan, genetik algoritmalarla [4,5] dlgili temel
bilgiler, Bslim 3. de verilmektedir. Zaman gecikmeli ikinci
dereceden bir prosesin kontroliinde genetik algoritma
teknigiyle dizayn edilen FLK kullanilarak elde edilmis
simiilasyon sonucglar), Bslim 4. de verilmektedir.

2, FUZZY LOJIK KONTROL

FLK nin temel yapisi Sekil 1 de gdsterilmektedir. FLK nin
bilgi tabani, daha #ncedende bahsedildigi gibi prosesi
kontrol etmekte kullanilan kurallar: temsil eden baglant,
matrisi R dir. Karar-verme birimi R yi kullanarak fuzzy girig
A' den fuzzy cikig B’ yii iiretir. B' cikisi, (defuzzy)lestirme
birimi tarafindan prosesi kontrolde kullanilacak tek bir
degere gevrilir. A', (fuzzy)lestirme biriminden elde edilir.
(Fuzzy)legtime birimine girig (u), prosesin gercek cikisy
{ ¥) ile arzu edilen ¢ikis: (r) arasindaki farktir.

Sistemin c¢alismas) espasinda $lciiliip (fuzzy)lestirilmig
hata A' dse, kontrolsrin fuzzy cikis: karar-verme birimi
tarafindan (compositional rule of inference) [27 formiiliine
gore asagidak: gibi elde edilir.

B'= Ao R

A'e R, ya Max-Min operatiorii veya Max-Product Operatdri [6]
kullanilarak tanimlanan, A' ve R 1n {sup-star composition)
udur. Bu ¢aligmada, daha diizgin kontrol haraketleri ifrettigi
i¢cin Max-Product operatsrii kullamilmigthr [7].

(Fuzzy)legtirme yapan Dbirim, belli bir hatay (u)
(-3 <= u <= +5) elemanlar) birer lingusitik degerler olan
bir fuzzy setine déniistiiriir. Bu galismada asagidal, yedi
fuzzy deger kullamild) : Biiyiik Negatif (BN), Orta Negatif
(ON), Kigiik Negatif (KN), Sifir (S), Kiiciik Pozitif (KP)}, Orta
Pozitif (OP), Biiyitk Pozitif (BP). Bu linguistik degerlerin
kendileride Tablo 1. de belirtilen iiyelik fonksiyonlar
tarafindan tanimlanan birer fuzzy settirler. A' yedi elemana
sahip oldugu ic¢in R nin satir sayis; yediye egittir.



FLK o
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Sekil 1. Fuzzy kontrol sistemin temel yapisi

Karar-verme biriminin cikis: (B') bir fuzzy settir. B' nin
elemanlarinin maximum sayis) R nin siitun sayisina egittir ve
bu calismada 11 olarak secilmigtir. Yani, FLK nin cikis uzay:
[-5,+5] araliginda 11 farkl: seviyeye bolinmistir.

(Defuzzy)lestirme birimi, prosesi kontrol etmek icin bir
(fuzzy) deger olan B' yii tek hir degere doniigtiurir. Bu gorev
icin kullanmilan cegitli algoritmalar mevcuttur. Burada alan
merkezi (centre~of-arvea) metodu kullamilmustir [6].

3., GENETIK ALGORITMALAR

Bu bslimde, kisaca basit bir genetik algoritmamin (GA)
calismas: anlatilacak ve bu c¢aligmada kullamilan GA
tanit)lacaktir.

3.1. Basit bir GA nin yapilsi

Basit bir GA beg elemandan olusur. Bunlar bir rastgele
sayi {fireticisi {random numnber generator), cozimlerin
uygunlugunun hesaplandig) {evaluation) birimi ve iireme
{reproduction), crossover ve mutasyon (mutation)
operasyonlar) lc¢in genetik operatorlerdir.
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{ 1 if U < =4
uNI(u) = ¢ exp{-abs{u+4)) if -4 s u <0
.0 if ux 0
axp(-abs{u+2.5)) if u < 0
poo () =
N 0 if u=z0
exp(-abhs{u+l)) if u < 0
M u) =
= 0 if u =z 0
exp(-abs(u)) if -1 g u g 1
p, () =
ZE if -1 > v or v > 1
po(u) = HNS(*U)
oy (W) = p, (~u)
uPL(U) = uNL(“u)

Tablo 1. Giris hatas; icin fuzey setleri tammlayan iivelik
fonksiyonlar,

Algoritmanin basinda gerekli olan cézimlerin bir seti
(initial population) random  say: {freticisi tarafindan
tiretilir. Setteki herbir c¢ozum string formundad,r. Her string
evaluation birimi tarafindan hesaplanmis bir uygunluk
(fitness) degerine sahiptir. Genetik operatdrlerin gayesi bu
stringlerin setini daha yiksek uygunluk degerlerine " sahip
setlere gevirmektir.

Reproduction operatérii, 'seeded selection' olarak bilinen
tabii sec¢me operasyonunu tatbik eder. Bireysel stringler bir
setten bir sonraki sete uygunluk degerlerine gore
cogaltilarak aktarilirlar.
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Crossover operatdrii stringlerin birer ciftlerxini rastgele
secaer ve yeni ciftler iretir. En basit crossover operasyonu,
rastgele secilmig bir noktadan orijinal ebeveyn (parents)
stringleri kesmek Ve stringlerin kuyruk kisimlaring
degigtirmektir,

Mutation operatdrii bir stringdeki bitlerin degerlerini
rastgele degigtirir.

GA larin farkl) tipleri ile ilgili daha detayl: bilgi
[4,5] de bulunabilir.

3,2. Bu calilsmada kullanllan GA

Bu calismada, [8] de tammlanan GA tipi kullanild;.
Algoritmanin akis diagrami Sekil 2. de verilmigtir. Fitness
scaling Dbirimi, evaluation birimli tarafindan hesaplanan
cHzumlerin uygunluk  degerlerini normalize  etmek igin
gorevliidir.

Reproduction eleman) seeded selection ile birlikte random
selection operasyonuda uygulamaktadir. Elite birimi, mevcut
cozim setindeki en iyi ¢dzimin bir sonraki sete geclp
gecmedigini kontrol ederek onun gecmesini saglar.

Genetik algoritma ile dizayn edilen fuzzy lojik
kontrolsriin performans:, kontrol ettigi prosesin basamak
fonksiyonuna gosterdigi tepkideki hataya gore dlgiilmistir. Bu
hatay, hesplamak icin ITAE kriteri kullamlmigtir [9].

Herbir coézim stringi bir baglant: matrisini temsil
etmektedir. Daha oncedende bahsedildigi gibi matrislerin
boyutlari 7%11 dir. Matrisdeki herbir eleman 8 bit ile
temsiledildigi icin string uzunlugu toplam olarak 616 bit tir
[107.

4. SIMULASYON SONUCLARI

Sekil 3 asagida verilen transfer fonksiyonuna sahip ikinci
dereceden zaman gecikmeli bir prosesin, GA ile dizayn edilmig
bir FLK altinda simiile edilmis basamak fonksiyonuna géstermis
oldugu tepkiyi vermektedir.

G(s) = SXR(-0.48)
(0.35+1)2
Kargi1lagtirmak amac) ile, Sekil 4. ayni osesden

asagidak: paramatreler kullanilarak dizayn edilmis geleneksel
bir PID kontrolsriinm kullanilmasiyla elde edilen tepkiyi
gostermektedir.

Kp=0.630517, Ti:0.594813, Td=0'237036
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Sekil 2. Kullanilan Genetik Algoritmanin ak)s diagrami

Bu parametreler, ayn proses i¢in [11] de ‘'optimal'
parametreler olarak kullan;lmstic.

Ve yine bu proses igin Parametrik Fonksiyon Optimizasyon
metodu [12] ile dizayn edilmis optimal Fuzzy PID kontrolor
kullanilarak elde edilen neticeler sunlardir:




Yiikselme siiresi = 2.8 saniye
Overshoot = 4%
Durulma siresi { 3% hata dcin) = 5 saniye

5. SONUG

Bu makale, fuzzy lojik kontrolsrlerin dizayn; icin yeni
bir metod tammmlamygtixc, Metod, kontroldrin baglant)
matrisini elde etmek i1cin genetik algoritma kullanmaya
esastir. Elde edilen sonuclar, yeni metodla dizayn edilen
kontrolirlerin iistiin performansini acik bir sekilde
gostermigtir.
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Bilgi Tabanli Yaratici Kavramsal Dizayn

D.T. Pham ve U.F. Guner
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Ozet

Bu makalede, muhendislik dizayninda yaraticilik, statik- ve dinamik yonlerden
incelenmistir. Ilki, dizayn cozamlerinin elemanlari arasindaki iliskiye odaklanirken
ikincisi bizi cozume ulastiran olaylar dizisinden bahseder. Ayni zamanda, dizayn
prosesinin en onemli bolumlerinden biri olarak degerlendirilebilecek olan kavramsal faz
anlatilmistir. Bir bilgi temsil yontemi olan prototipler, aciklanmis ve prototiplere
uygulayabilecegimiz operatorler sunulmustur. Yaratici dizayna bilgi tabanli bir yaklasim
anlatilmistir.

Anahtar Kelimeler : dizaynda yaraticilik, insan yaraticilik stratejileri, kavramsal dizayn,
prototipler,

Knowledge-Based Conceptual Design ‘

Abstract

In this paper, creativity in engineering design is analysed from static and dynamic poins
of view. The former focuses on the relationships among the components of a design
solution, and the latter emphasises the sequence of events leading to the solution. Also the
conceptual phase which can be considered as the most important part of the design process
is introduced. Prototypes, which are a way of representing knowledge, are described and
the operations that can be applied to the prototypes are presented. A knowledge based
approach to creative design is explained.

Keywords : design creativity, human creative strategies, conceptual design, prototypes.
1. GIRIS

En basit tarifiyle, yaraticilik, elimizde olan bilgileri bir araya getirip yeni dizayn veya
urun elde etme, zun yillar boyunca bilim adamlarinin dikkatini cekmistir. Cogu zaman
matematiksel olarak anlatilmasi imkansiz olan bu beyin fonksiyonuna milattan onceki
yillardan baslayarak gunumuze kadar bir aciklama bulunmaya calisilmistir.

Yapay zeka ilminin gelismesi ve ozellikle bilgi tabanli sistemlerdeki ilerlemeler
sonucunda gecmiste bulunan cozumlerini deneyebilecegimiz bir ortam olusmustur.

Iste bu makalede, gecmiste ortaya atilmis insan yaraticilik stratejilerin ve yapay zeka
teknikleri kullanilarak elde edilmis belli baslilarindan omekler ve kullanilan tekniklerin
aciklamasi yapilmistir. Uygulama alani olarak ise dizaynin ozellikle mekanik ve insaat
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muhendisligi dallari secilmistir. Yazarlarin calisma konusu kavramsal dizayn oldugundan
dolayi, dizaynin ikinci fazi olan detayli dizayndan bahsedilmemistir,

Makallenin ikinci bolumunde dizaynin tarifi, ucuncu bolumunde ise yaraticilik deyiminin
aciklanmistir, Dorduncu bolumde ise bilgi tabanli sistemlerde bilginin temsili ve
prototipler anlatilmistir. Son bolumde ise makalede anlatilacak konular bir ornek olarak
verilmistir,

2. DIZAYN

Her ne kadar muhendisligin en onemli bolumlerinden biri olsada, uzun yillar boyunca ayri
bir bilim dali olarak kabul edilmeyen dizayn, ozellikle bilimde ilerlemeler ve bilgisayar
teknolgjisindeki gelismeler neticesinde yeni yeni bir dal olarak kabul edilmeye
baslanmistir,

Su ana kadar her ne kadar cesitli acilardan bakilarak bir cok tarifler yapildiysa da en genel
tavifiyle dizayn, kullanici talepleri ile urun arasindaki islemlerin tumudur (Sekil 1),
Muhendislik acisindan dizay isleminin tarifi ise: bireyin, kurulus veya isletmenin veya
sosyal ihtiyaclarin karsilanmasi icin belirli bir elemanin, hizmet veya sistemnin yaratilmasi
veya yeniden duzenlenmesidir [1). Literaturdeki diger onemli tariflerden biri ise:
muhendislik urununun kesfi, kavramin olusturulmasi, prototipleme, hesaplama, veri
organizasyonu, degisik bilgi domenlerinin faydali hale getirilmesi, ve detaylari
belirlenmesidir [2].

Kullanici _ Son
LR ST D 1 Z ayn L TR T ——
Talepleri ‘ Urun

Sekil 1: Dizayn

Dizayn islemi mevcut olan urunlerin ihtiyaci karsilamamasindan dolayi, bir ihtiyacin
ortaya cikmasiyla baslar ve bir cizim seti ve wretim icin gerekli diger bilgilerin
saglanmasiyla sona erer. Dizaynin ilk bolumleri problemin analizi ve problem hakkinda
ilk ifadelerin ortaya cikmasi, dizayni mumkun olan fikirlerin ortaya atilmasi ve detaya
inilecek fikir uzerinde cesitli kriterlere (maliyet, hafiflik, ekonomik omur, vs.) dayanarak
yapilan kontrol ve detayli olarak incelenecek fikirlere bu kriterlere bakilarak karar
verilmesi, son olarakta cesitli cizim veya prototip urunlerin olusturulmasi dizayn isleminin
tumunu belirler (Sekil 2).

2.1 Kavramsal Dizayn

Bu makalenin esas konusu fikirlerin olusturulmasi ve belirli bir kritere gore uretilen bu
fikirlerin gecerliliginin incelenmesi olarak tarif cdilebilir, ve ayni zamanda makalenin
basliginin bir bolumunu olusturan kavramsal dizayndir. Her ne kadar detayli dizayn bu
gune kadar yeterince incelenmis olsa da, fikirlerin uretildigi, ve cogunlukla daha onceki
tecrubelere dayali karmasik bir dusunce zinciri olan, ve matematiksel temellere
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oturtulmasi guc kavramsal dizayn denilen faz ile ilgili su ana kadar sadece iki referans
kitap bulunmaktadir [2], [3]. o
CTalcp )

T

Problemin
Analizi

(. )

[fadesi/

Kavramsal
Dizayn

1

AT
Secilen)
LProj,

Projelerin
Sekillenmesi

Detayli
Diz-ayn

Clzu
Urun

Sekil 2 : Dizayn akis semasi

Dizayn isleminin en onemli sayilabilecek bu fazi temel olarak dort bolumde incelenebilir,

Yeni bir urunun kavramsal dizayni (invention)

Yeni bir urun veya sistemin farkina varma (innovation)

Var olan bir urnnu gelistirmek icin kavramsal dizayn (improvement)

Var olan bir urun veya sistemin farkina varip yeni dizaynda kullanmak (refinement)

Pl el a

Yukaridaki tariften de anlasilacagi gibi, cogunlukla, kullanicidan gelen talepleri
karsilamak icin yapilan ve dizayn olarak adlandirilan islemlerin ozellikle kavramsal
dizayn veya ayni zamanda fikir uretme fazi denilen bolumu dizayn islemninin en onemli
parcalarindan biridir. Yapay zeka tekniklerinin bu alana uygulanmasiyla [4], [5], [6], [7],
(8], [9] dizaynda buyuk olarak nxtclcndmlebﬂecek ilerlemeler kaydedilmistir.
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3. YARATICILIK

Yaraticilik, bir kisinin yeni veya beklenmedik bir fikir ve dolayisiyla urun ortaya koymasi
olarak anlasilir ve zekiligin bir gostergesi olarak kabul edilir, Ama bu beklenmedik
zamanlarda beklenmedik ve kaliteli fikirler ortaya koyabilma yetenegi uzun sureler bilim
adamlarinin ilgisini cekmesine ragmen buyuk birbolumu hala bir sir olmaktan ofeye

gisdememistir fakat zekilik ve yogun bir. egitimin insan yaraticiligi icin gerekli iki sart
oldugu bilim adamlarinin cogu tarafindan kabul edilmistir.

Pisiko-analitik acidan yaraticilik kisinin bir eksikligi giderme ihtiyacindan dolayi (bir
yakinin olumu, derin ozlem) baska bir objeyi kayip olan obje yerine transfer etmesiyle
gelisen bir yatenektir. Yapay zeka temel alinarak bu aciklama incelendiginde bir
simulasyon ve bilgi tabanlarinda birbiri ile acik baglantisi olmayan bilgi domenlerinin
kullanildigi goralur.

Pisiko-fizyolojik yonden yaratici proses bagimsiz ve ani duyusal simulasyon olarak
anlasilabilir, boylelikle beyinde yeni aktivasyon sekilleri ve donguleri olusur. Bu tarif ise
yapay zeka acisindan bakildiginda sinir aglarinin bilgisayara uygulanmasindan ote bir sey
degildir ve bu teknik pattern ogretmeden lineer sistemlerin aciklanmasina kadar buyuk
uygulama alani bulmustar [10].

Muhendislik acisindan ele alindiginda ise yaraticiligin elde olan eleman veya bir dizayn
cozumunun tumunun, kullanicidan gelen taleplere gore yapilmakta olan dizayna uygulanip
ortaya daha onceden bilinmeyen dizayn cozumleri atmaktir. Kavramsal dizaynda
yaraticilik ise elde olan bilgilerin kullanilip yeni dizayn fikirleri elde etmektir. Temelde
dusunulurse yaraticilik denilen kavram bir dusunce sistemidir ve gerceklestirilebilirse
sadece dizaynda degil; tabiatta su anda var olan fakat farkinda olmadigimiz bilgi
kombinasyonlarinin ortaya cikartilmasinda kullanilabilir,

Yukaridaki degisik yonlerden yapilan tariflerdende anlasilacagi gibi yaraticilik yapay zeka
biliminin gerceklestirebilecegi bir dusunce sistemi veya yetenegidir.

3.1. Insan Yaraticilik Stratejileri ve Modellenmesi

3.1.1 Deneme Yanilma (Trial an Error)

Muhtemel cozumler uretip daha sonra bunjari test etmekten ibaret olan bu metod bir cok
yaratici ve rutin dizayn problemlerine uygulanmistir, Uretip test etme islemi, uretilen
cozumlerden birinin veya birkacinin testi gecmesiyle son bulur, Bu teknigin bilgisayara
uygulanmis hali Uret ve Testetdir (Generate and Test). Bunda ise bir dongu ile uretilen
sonuclar kontrol modulunde degerlendirildikten sonra kullanicinin istegine gore yeteri
kadar gecerli cozum bulundugunda islemi durdurmaktir.

i
3.1.2 Engellenmemis Fikir Uretimi (Brainstorming)

Bu teknik belirli bir zor problemin ¢oziimiinde degisik mesleklerden kendi konulariyla
ilgili iyi bir bilgi temeli olan kisilerin bir araya gelip, yoneltilen problemle ilgili herhangi
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bir kesintiye veya elestiriye ugratilmaksizin biitiin diisiincelerini sGylemesidir. Bu esnada
soyledikleri not alinip degerlendirilmesi sonra yapilmaktadir. Butun istirakciler problem
hakkinda dusunduklerini soylemesiyle seans sona ermektedir. Bazi yonleriyle bu metodun
yapay zekaya uygulanmasi SOAR denilen bir sistemle yapilmistir [11].

3.1.3 Mutasyon (Mutation)

Mutasyon, bir obje veya fikrin bilinen herhangi bir kurala uymaksizin, ozelliklerinin
degistirilmesi islemidir. Mutasyonun bir cok wygulanma teknigi vardir, bunlar arasinda
Genetic  Algoritma  [12], islemin toplama, cikarma, carpma ve bolme olarak
gerceklestirilmesi [13] vs. Mutasyonun bilgisayara uygulanmis hali oldukca basarili
olmustur, bu teknigin en onemli uygulamalarindan biri Lenat (1982) tarafindan yapilan
AM dir [14].

3.1.4 Benzerlik (Analogy)

Yeni karsilasilan problem ve eski cozulmus problemler arasinda kurulan benzerlik
neticesinde, eski cozum teknik veya bilgilerin yeni karsilasilan probleme benzerliginden
faydalanarak, elde olan problemin cozulmesi islemine Benzerlik veya Analogy denir.
Benzerlik cok iyi bir problem cozme teknigi olmasinin yani sira, ayni zamanda iyi bir de
ogrenme teknigidiv [15]. Bu teknigin etkin bir sekilde kullanilmasi icin, gecmis
tecrubelerle yeni problemi baglayabilecek guclu bir metoda ve genis bir bilgi tabanina
ihtiyac vardir. Yapay zckaya en basarili uygulamalarindan biri Prieditis tarafindan
yapilmistir [16].

3.1.5 Ters Cevirme (Inversion)

Adindan da anlasilacagi gibi bu teknikte hafizadaki bilgilerle yeni karsilasilan dizayn
problemine cozum bulunamazsa, hafizadaki bu bilgilerl ters cevirerek yeni cozum
yontemleri aramaya calismaktir, Bunun en guzel orneklerinden biri manyetik alana dik
hareket_ettirilen iletkende bir akim uretilir ve bunun tersi olarakta, iletkenden akim
gecirildiginde iletken etrafinda manyetik alan olusur. Bilgi tabanli yaratici.dizaynda bu
teknigi kullanarak yapilan en kayda deger calisma PROMPT dur[17].

4, PROTOTIPLER [18]

Yaratici turde bir bilgi organizasyona ulasabilmak icin, bilgi tabaninda sahip oldugumuz
bilgilerin sistemlere nasil aktarilacagi, diger bir deyisle bilginin nasil temsil edildigi cok
onemlidir. Bilgi tabanli sistemlerin ortaya atilisindan bu gune kadar basta kural tabanli
temsil, cerceve tabanli temsil ve semantik aglarla baslayarak bir cok bilgi temsil yollari
denenmis ve bunlarin bazi noktalardaki yetersizlikleri metodlarin hibridlenmesiyle
giderilmeye calisilmistir,

Su ana kadar genel amacli bir cok bilgi temsil yontemleri ortaya atilmis olsa da; dizayna
yonelik olarak hazirlanmis en kayda deger bilgi temsil yontemi Prototiplerdir, Bir dizayn
sisternindeki genellesiirilmis eleman guruplari sinifina Prototip denilir [tech rep]. Bir sinif
olarak prototipler, diger ust siniflardan cesitli deger ve metodlari miras edinitler boylelikle
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elde edindikleri bilgiler neticesinde dizayna baslamak icin gerekli olan veri miktari
azaltilmis olur,
Bir Prototipe P dersek

P=D,1V,K)
ifadesi elde edilir, Bu ifadede
D :dizayn tanimi
I : dizaynin yorumu
A% : dizayn elemanlari
K :dizayn tanimini dizayn yorumuna baglayan sistem icindeki bilgi

Bir prototipte, Prototipi hazirlanan objeye ait Fonksiyon, Davranis va Yapi olmak uzere
uc ana bilgi unsuru vardir. Fonksiyon bir objenin fonksiyonalitesinden yani o objenin ne
yapabileceginden bahsederken; yapi o objeyi olusturan elemanlardan bahseder, davranis
ile o yapiyla o fonksiyonun nasil gerceklestirilecegini anlatir (Sekil 3).

4.1 Dizaynin Prototiplere Dayanarak Siniflandirilmasi [19]
4.1.1 Prototiplerin Gelistirilmesi

Sinifindan ornek olarak alinan prototip kullanici taleplerini karsiliyorsa, bulunan bu
prototipin sadace degerlerini degistirerek dizayn gerceklestirilir. Bu haliyle, yapilan
dizayn turune rutin dizayn denir.

D=1D,I)
4.1.2 Prototip Adaptasyonu

Bulunan prototip veya prototipler herhangi bir sekilde cozum aranan dizayn problemine

uygun degilse, bu takdirde, kullanici prototipleri istedigi sekilde adapte ederek problemin

cozumune ulasmasi mumkundur, Yorum (I), elemanlar (V), sistem bilgisinden (K)

herhangi birini degistirerek dizayn tanimi icin yeni potansiyel degerler elde edilebilir,
D'=1(X', V,I)

Prototip adaptasyonunun sonu bir anlamda yaratici dizayndir, Uygun adaptasyon

saglandiktan sonra yapilan islemler prototiplerdeki ilk islemlerin aynisidir.

4.1.3. Prototip Uretimi

Prototip uretimi, prototiplerle yapilabilecek en yuksek islem seviyesidir. Bu islemde ilk iki
seviyede problemin cozumune cevap veremeyen sistem, yeni ve hafizadakilerden farkli bir
prototip uretir, Bu seviyenin formal olarak karsiligi bilinmemektedir.




Yorum

Fonksiyon : Ailey-e:}:;x-s‘e'u_na alani
saglamak

Stil : (Modern, Osmanli, Stlcuklu)

Maliyet  (dusuk, yuksek, normnal) »

Bir cesit : Bina

Kat_sayisi: 1-3

Uzunluk : maksimum uzunluk <
Ingaat alani

Dizayn Elemanlari

elemanlar ; (mutfak, oturma odasi..)

v

Bilgl,
Eger Muifak yerlestirildiyse

yemek odasini mutfagin
~ yanina yerlestir

Sekil 3 : Ev Prototipi
§ BILGI TABANLI YARATICI DIZAYNA BIR YAKLASIM

Bir otoyol uzerine bir bina yapilma ihtiyaci duyulmustur, Bu da uzun span (kopru iki
ayagi arasindaki mesafe) gerektirmektedir. -Kullanicidan gelen talepler ise ekonomik
sebeplerden dolayi 30 ft. uzerinde olmamali ve binanin tabani yuk tasimaya elverisli
olmalidir, Prototiplerle bilgi temsili yapilan bu sistemde ilk adim, verilen taleplere uygun
prototiplerin bulunmasidir. Bu sebeple hafiza incelendiginde analoji yardimiyla uzun span
mesafelerini karsilayabilecek sadece bir cozum bulunabilmistir, Bu cozum ise daha once
dizayni yapilan bir kemer kopruye aittir. Uygun prototip secildikten sonra, korunun bina
jcin uygun olmayan ozellikleri mutagyon ile degistirilmistir. Mutasyon islemi, cikartma
olarak kablo sayisinin azaltilmasi ile baslar bu seviyeden sonra kemer altinda kalan
suspansiyon kablo kullanici tarafindan, gerilme bloklari ile degistirilir [13].

Bu problemdeki analoji bir benzerlik kriterine gore kismi karsilastitma ile yapilmaktadir.
Kismi karsilastirma sonucunda bir cok potansiyel cozum bulunmasi mumkundur. Kismi
analojinin en onemli ozelligi farkli ve birbiriyle direk iliskisi bulunmayan bilgi
tabanlarinin kullanilmasidir. Verilen ornekte, mutasyonun daha onceki bolumlerde

215




bahsdilen toplama, cikarma, vs, sekli kullanilmistir, (Sekil 4.) de de gorulecegi gibi ilk
islem suspansiyon kablo sayisindaki mutasyondaki cikartma ile azaltma yapilmasidir,

Sekil 4 : Mutasyonun toplama ve cikarma olarak uygulanmasi
Daha sonra ise toplama islemi ile bina icin gerekli olan yatay yuzeyler yerlestirilmistir,
Yukaridaki omektende anlasilacagi gibi problemin en onemli yonleri: kurallara bagli
kalmadan yapilan degisiklikler, ve daha onceden de sozedildigi gibi birbiriyle dogrudan
iliskisi olmayan bilgi tabanlarinin knllanilmasidir,

6. SONUC

Makalenin cesitli bolumlerinde de belirtildigi gibi, yaraticilik, insanin sahip oldugu ustun
bir bilgi organizasyon rudar, Bu organizasyon tekniginin dizaynin ozellikle kavramsal
fazina uygulandigi takdirde insan hayatini kolaylastirabilecek ve bu turde bir dusunce
yapisina sahip olmayan insanlara yardimci olabilecek asistan bir sistem uretebiliriz [20],
Her ne kadar bu alanda daha uzun bir zaman arastirmalar yapilmasi gerekse de, bu turde
sistemlerin gelistirilmesi bilimde bir donem olacaktir,
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Abstract

As a subfield of Distributed Problem Solving, cooperating experts approach allows
several specialized problem solvers to work together for solving complex tasks such as design,
medical diagnosis, business management, and so on. Due to differences in goals, knowledge
and viewpoints of agents, conflicts might arise at any phase of problem solving. Managing
diverse expertise requires good models of conflict resolution. In this paper, a model for
cooperating experts which openly supports multi-agent conflict detection and resolution is
proposed. The model is based on the insights that each agent has its own conflict knowledge
which is separated from its domain level knowledge. The proposed model is compared with the
existing approaches.

1. INTRODUCTION

Distributed Problem Solving (DPS) is a subfield of Al which is concerned with solving
problems by using both AT techniques and distributed processing capabilities, DPS is different
from distributed processing in that it does not only distribute data, as in the case of distributed
processing, but also control. In addition, DPS involves extensive cooperation among problem
solvers [2,8]. One of the application domains of DPS is cooperating expert systems.
Cooperating expert system approach is concerned with solving complex tasks that require
diverse expertise to generate comprebensive solutions,

Applications of cooperating expert systems can be seen in human problem solving tasks
such as desigu, medical diagnosis, research, business management, and human relations.
There have been several systems reflecting cooperating expert systems approach such as
Hearsay-II, Contract Net, Distributed Vehicle Monitoring Testbed, MDX, Coop, etc [7].
Managing diverse expertise is difficult because one has to take into account the problems which
will arise in working out solutions in the face of conflicting goals, constraints, viewpoints, and
knowledge of heterogencous experts.

In this paper, we propose a model in which a set of knowledge-based agents cooperate for
solving design problems. The model is based on resolution of conflicting solutions generated
by experts having different goals, priorities, and evaluation criteria. Existing approaches
[1,4,5] to conflict management rely on coordinated resolution strategies which require
resolution of a conflict based on a globally agreed strategy. In these systems, conflict resolution
knowledge is maintained either centrally, or replicated at all agents. In any case, one of the
disputants is given the power to take control of the conflict and use a resolution scheme known
to everybody. In our proposed model, however, agents are free to choose the most appropriate
action, given their understanding of the global and local situations and their own capabilities.
They maintain their own set of conflict resolution knowledge which is not globally known.
Using their own conflict knowledge, the participants may come to an agreement on a revised
solution. This is similar to the resolution of conflicts that occur among human beings when
solving a problem.

In the next section, an overview of conflict management in cooperating expert systems is
presented and the existing approaches are summarized. Section 3 explains the proposed model
for cooperating experts and how the problem solving proceeds within the model. Section 4
describes how conflict resolution takes place in the proposed model. Section 5 includes a
design example to illustrate how problem solving proceeds in the proposed model. Section 6,
the last section, summurizes the proposed model emphasizing its characteristics.
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2. CONFLICT MANAGEMENT AMONG COOPERATING EXPERTS

In cooperating experts approach, several specialized agents combine to solve a common
problem. During any phase of problem solving, conflicts might appear as a result of incorrect
and incomplete local knowledge, different goals, priorities, and solution evaluation criteria.
When there are several conflicting proposed solutions for a (sub)problem, the agents involved
in a conflict must either agree to choose one proposal, cooperatively revise one, or search for a
new solution that will be acceptable to everyone.

A common practice in building knowledge-based systems is to avoid potential conflict
situations through analysis and consistency checking of knowledge base at development time
[6,7]. This approach, although effective, is very costly as the amount and diversity of
knowledge increases. Resolving all conflicts, no matter how unlikely, at development time can
be prohibitively time-consuming. Moreover, dividing the domain knowledge into smaller
internally consistent collections is difficult,

The problems encountered when resolving conflicts in development time can be avoided by
allowing conflicts to occur and be resolved at run-time, In other words, participating agents are
allowed to generate conflicting solutions to the subproblems at run-time. In case of conflict, a
set of strategies could be used to resolve the conflict. Some examples of strategies include
backtracking, compromise negotiation (a solution is jteratively revised by sliding a value, or
set of values along some dimension until a middle point is found that is mutnally acceptable),
Integrative negotiation (identify the most important goals of each agent, and find a solution
which fulfills all of these goals), constraint relaxation, case-based and uiility reasoning
methods, etc. {1,4,5). Work in this class come closest to providing conflict resolution expertise
with first-class status..

There are several important studies that emphasize the use of conflict resolution within
cooperating expert systems [1,4,5]. In these existing systems, several agents solve
subproblems relevant to their specific expertise and integrate their efforts using conflict
resolution strategies that are appropriate to the problem solving context. All of the agents have a
global knowledge of conflict resolution strategies. When a conflict is detected, agents involved
in the conflict propose their alternative resolution strategies. Eventually they agree on a
resolution scheme. The conflict is resolved by third-party arbitrator agent based on the globally
known conflict resolution knowledge. The arbitrator operates in both passive, and active mode.
In passive mode, arbitrator monitors the agent proposal process and intercedes when a problem
is evident. In active mode, arbitrator mediates during the agent’s proposal process when called
upon by the agents,

3. A NEW MODEL FOR COOPERATING EXPERTS

The proposed cooperating experts environment is organized as a community of cooperating
problem solving agents, where each agent is represented as a fully functional and autonomous
knowledge-based system. The model is specifically designed for solving problems in the
domain of design. This model is based on the insights that each design agent has its own
conflict resolution expertise separate from its domain-level design expertise, and that this
expertise can be instantiated in the context of particular conflicts into specific advice for
resolving these conflicts. The model allows a new problem solver to be added, or an existing
one to be removed without requiring any modification on the rest of the system. The model,
therefore, can be considered to achieve Open Systems Semantics! [3] in the sense that it does
notonly allow scalabiliry (ability to increase scale of commitments) but also robustness (ability
to keep commitments in face of conflicts) which are two primary indicators in Open Systems
Semantics,

3.1. Architecture of the Proposed Model

The proposed cooperative design environment (Fig.1) is composed of a set of design agents
which are fully functional knowledge-based systems.

10pen Systems deal with large quanities of diverse information and cxploit massive paralielism
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SHARED BLACKBOARD

Agent 1 Agent 2 o Agent n

Figure 1: The Architecture of the Proposed Cooperative Design Environment

The agents -communicate by posting assertions in a shared language. This rgquires
translation capabilities to be included within the agents. The shared blackboard is a public
repository available to all agents. This gives one the ability to store “global” information
although the information can only be used locally by the agenis. Alternatively, it would be
possible to convey information directly through point-to-point communication channels or
reserved-spot communication, The shared blackboard is partitioned into four chunks, allowing
fast access, delete and update operations of units . They are called problem, solution, proposal
and conflict areas.

The problem area of the shared blackboard contains the initial problem definition and overall
requirements that niust be taken into account by the design agents. The solution area of the
shared blackboard includes the evolving design template to which non-conflicting design
commitments produced by agents are added. Proposal area includes pariial and incomplete
solutions at several layers of abstraction issued by design agents, Design agents assert their
solutions as proposals into this area. Owner of the proposal indicates its confidence in
generating such a proposal. This information would be useful for other agents if the owner
utilized inaccurate, or incomplete knowledge in producing its solution. Conflict area is the place
where agents put into their critiques related to a new design commitroent. A portion of this area
provides communication medium with agents that are involved in a conflict situation. This area
holds evaluation results and conflict resolution recornmendations issued by design agents.

Description of an agent in the proposed model is given in Fig.2. An agent supports a
knowledge base, a database, and a general controller. Knowledge base includes domain and
control knowledge just like in a classical knowledge-based system. In addition, it also contains
conflict resolution knowledge to be used in cooperatively managing conflicts with other agents.
This knowledge is not known globally and varies with respect to the agents’ beliefs and
understanding of the environment. The database includes facts, goals, and constraints specific
{o the domain of that agent. Agents also maintain two types of history information related to the
solution generation phase and conflict resolution phase. This does not only make backtracking
possible, but also allows case-based information to be used later for solving similar problems
encountered. General controller includes procedures for generating and evaluating design
commitments, managing conflicts, and translating messages into the common language.
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KNOWLEDGE BASE DATABASE GENERAL

CONTROLLER
Control Knowledge Goals Proposal Generation
Constraints Proposal Evaluction

Domain Knowledge

Confiict Resolution

fFacts
. Handler
Confiict Resolution —
Knowledge Histories Transiation
Procedures

Figure 2: Internal Structure of a Design Agent in the Model

Local knowledge is represented in whatever language desired and cannot be accessed by any
agent except its owner. Several knowledge representation techniques have been developed for
the domain of design. If the internal language is not the same as the shared language,
translation procedures are incorporated within agents. In case of a conflict, agents might make
some or all of their goals, constraints, and even knowledge available to others.

4. CONFLICT RESOLUTION IN THE MODEL

The problem solving in the proposed model is initiated by one of the agents asserting a
problem definition into the problem area of the shared blackboard. All interested agents, after
examining the problem definition, are instantiated and they start producing design proposals
related to their expertise, knowledge, and viewpoints, When a design agent generates a design
proposal, it is put into the proposal area. The agent producing this proposal also includes it
explanation information which indicates which of agents’ goals and constraints caused such a
proposal. This explanation allows other agents to understand why such a proposal has been
asserted.

After the generation of a proposal, all of the agents are signalled to criticize the proposal.
When an agent detects a conflict, it participates in the resolution process based on its own
contlict resolution knowledge. Each agent may utilize different conflict resolution strategies.
For example, suppose that we ate given the problem of designing an office. The functionality
agent suggests to pur the PC desk close to the window so that a PC user could have a look
outside when (s)he is bored. On the other hand, the computer specialist, detecting a conflict,
argues that sunshine could damage the PC. The computer specialist uses a conflict resolution
strategy which says that “put electrical devices far away from windows.” The functionality
agent, however, uses a domain-independent resolution scheme “try other subgoal alternatives,”
Eventually two experts revise the proposal such that the PC desk is put into a place in the office
which is not exposed to sunshine, by using different resolution schemes, In deciding which
strategy to apply, an agent uses information gathered until the time the conflict has occurred as
well as its conflict knowledge, This information includes

Explanation embodied within the proposal.

Critiques made by the interested parties to the proposal.

The relevance of the agent to particular problem being solved.
Flexibility of agents involved in conflicts.

* Behavior and actions of other agents in resolving the conflict.

e & ¢ @
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o Conflict resolution history information.
e Number of agents involved in the conflict.
. @ Available problem-solving resources.

When noné of the interested agents detect any conflict related to 4 proposal, the partial design
template residing in the solution area is updated by using the design coniribution existing in the
proposal. The process contifives until design termplate meets requirements specified by the
agent that put the initial problem defirition in the problem area of the shared blackboard. The
design process may also be terminated; although the agent that put the problern définition is not
satisfied. This may happen iri cases where none of the agents can generate a nonconflicting

design proposal anymore.

5. AN EXAMPLE: OFFICE DESIGN

The following example is taken from the domain of office design and exemplifies the
problem solving process of the cooperating experts that is used in our implementation, Here,
we present a simplified layout problem for an office design and describe design agents and their
interactions. A well-designed office encompasses different areas of expertise concerning
aesthetics, functionality, energy efficiency, etc. In this example, we have incorporated four
agents in the proposed framework. They are

@ the client agent,

e the functionality agent,

e the electricity agent, and

¢ the cost agent, . .

_ The client agent is the one that puts the problem definition specifying general constraints and
the global design goal to be satisfied. The functionality agent uses specific heuristic search
techniques in the area of space planning, Electricity agent is concerned with all the electrical and
electronically devices and wiring including computers, telephones, facsimile systems, etc. The
cost agent is required to control the overall cost of the design and avoid wasteful use of
resources. The design process is initiated by the client agent that puts the following problem
definition into the problem area of the shared blackboard:

Problem Definition =
<Client-Agent,
{goal: {design office)
subgoals: ((minimize amount-of-walking)
(customize componentSnto—the—size—of~office)
(maximize efficiency)
{must-have PC) ...)} },
{constraints: {(to-be-used-by faculty-menmber)
(number~of-occupants 1)
(cost-of-design < $6000) ... ) 1},
{layout:
shape: rectangular :
dimensions : ({length 10} (width 8) (height 2.5))
coordinates: (upperleft (x 0 y 0))
window:
. type : ((frame wood) (glass glassl))
dimensions: ((height 1))
coordinates: ((x 0 y 3) (x 0 y 5))
door: .
type: ({made-up~of wood))
dimensions: ((height 2))
coordinate: ((x 8 y 7) {(x 8 y 8))
electrical-plug: '
coordinates: ((x 6 y 0))
phone-plug:
coordinates: ((x 6.5y O))..} >
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Figure 3: a) Global Layout of the Office. b) Layout of the Office After Proposal-0,

Fig.3a shows the global layout of an office. In this example, we ignore the third (z)
dimension; instead the height attribute of objects is used when necessary. Also we are not
concerned with the precise locations of objects. After examining the problem definition, all of
the interested parties start producing design commitments. First, the functionality agent,
according o its expertise and understanding of the problem asserts the following proposal into
the proposal area of the shared blackboard which updates the template as shown in the Fig,3b.

Proposal-(Q =
< Functionality-Agent,
{ (put :object deskl itype desk :location (2 2)),
(put :object chairl :type chair :location (3 0.5)),
(put :object pedeskl :type pcdesk :location (2.5 6)),
{put :object chair2 :type chair :location (3 5)) },
{(utilize sunshine)
{have better-view) },
nil >

The functionality agent has decided to put a desk and a PC desk along with two chairs
nearer to the window so that the occupant could not only have a good view but also utilize
sunshine. This proposal triggers the evaluation procedures within other interested agents.
Client agent detects a conflict after evaluating the proposal. With this configuration, the client
agent notices that the occupant must walk too much because (s)he might need to use PC (that
will be put on the PC desk) very often. The functionality and client agents combine to resolve
the conflict encountered. Client agent uses a specific resolution scheme which states that “keep
frequently used objects close to each other,” and functionality agent uses a general conflict
resolution strategy which is “try other location alternatives.” Client agent has two alternatives
to resolve the conflict from its perspective. It may put the PC desk either to the left, or to the
right of the other desk. Taking into account the explanation within the functionality agents'
proposal, the client agent proposes to put the PC desk to the left of the other desk so that the
PC desk will be close to the window and hence the occupant can utilize sunshine and have a
better view. The revised and agreed solution is shown in Fig.4a.

At that time the cost agent realizes that there is no need for having two chairs. The cost,
client, and functionality agents decide to remove one of the chair as shown in Fig.4b. In the
resolution phase, agents agree on rotating the PC desk such that a chair could be used for both
desks. Next is the conflict resolution tuple generated by the client agent:
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Figure 4; a) Layout of the Office After Resolving the Conflict in Proposal-0. b) Layout
of the Office After Resolving the Conflict in Proposal-07.

Conflict Detection Tuple =
< Client-Agent, Proposal-0,
{ (all-actions) )}, { (increased amount-of-walking) },
“Conflicting~Proposal” >

The design proceeds in this manner until reaching the requirements specified by the client
agent. In this example, we only gave a segment of problem solving process emphasizing the
resolution of conflicts without considering precise locations of objects.

6. CONCLUSIONS

Cooperating experis approach has an important role in the field of Distributed Artificial
Intelligence because many of the problems that are being encountered in real life require the
application of complex and diverse expertise. One of the important problems faced in a
cooperating community of experts is how to detect and resolve conflicts occurring at any phase
of problem solving. Existing approaches to conflict resolution rely on coordinated conflict
resolution strategies [1,4,5]. In these approaches, each agent is assumed to have a global
knowledge of conflict resolution information. In case of conflicts, they agree on a conflict
resolution scheme and one agent resolves the conflict using a globally agreed resolution
strategy.

In this paper, we propose a cooperating experts environment for solving problems that
openly supports multi-agent conflict detection and resolution. In this environment, each agent is
free to choose the most appropriate action given its understanding of the global and local
situation and its own capabilities. Each agent has its own conflict resolution knowledge which
is not accessible and known by others, Furthermore, there are no globally known conflict
resolution strategies. Each agent involved in a conflict chooses a resolution scheme according
to 1its_self~inn:re.st. Agents might use different strategies of their own and might still agree on a
solution.

Cursently, we are implementing the model on inicrconnected SUN 3 - 4 workstations. All of
the problem solvers, agents, are modeled as processes running on different workstations that
communicate over Ethernet. We will test the conflict resolution based model on various other
examples in the domain of design.
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Abstract: In this paper we present an experimental expert system
shell, KNOWALL!, and demonstrate how it can provide a more
"intelligent" solution to clasgsification type problems  than do
conventional rule-based systems. The shell is based on a new form
of representation, known as "inscriptors", specifically designed
to store and reason with knowledge in the real-world. Inscriptor-
based systems offer a methodology for knowledge acquisition and
validation, ease of use and maintenance, and potentially more
robust solutions!

Introduction

Expert systems are computer programs that achieve expert (problem
solving) performance in some limited domain and can explain their
reagsoning. The expert system paradigm developed in the 1970's in
response to the failure of attempts to construct general problem
solvers., Efficient problem solving could not be achieved through
generally applicable heuristics alone, but was seen to demand
domain specific knowledge. The new approach was not able to solve
'any’ problem, but rather efficiently solve a few specific
problems from a narrow domain. 8Since to be worthwhile such
problems algo had to be difficult, the term ‘expert systems”
became used to describe such programs.

Barly expert systems, such as MYCIN, XCON etc,([l}, were large,
expensive undertakings, but they paved the way to cheaper systems
by establishing the idea of separating the domain knowledge £f£rom
the mechanisms which manipulate it. If a single form of
representation could be used to store knowledge from any domain,
then the same "inference® mechanism could be used to construct any
system. Thisg observation gave rise to the "expert system shell®, a
program providing the basic inference mechanisms, to which the
user simply adds knowledge (in an appropriate form for the program
to read and manipulate) to produce a functional expert system.
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The advent of such shells greatly reduced the time and expense of
constructing expert systems, making them viable propositions for a
wide range of applications, The lure of "intelligent" problem
solving combined with the apparent ease with which "something"
could be got up-and-running, ensured that expert sgsystems
technology spread xapidly. Unfortunately, even though more and
more systems were built, relatively few Dbecame commercial
successes; in most cases expert systems simply did not live up to
expectations. Criticisms leveled at them included,

- the difficulty of acquiring knowledge;

- the necessity for much commonsense knowledge;
- the restricted form of dialogue:

- the difficulty of design and maintenance.

There have been many attempts to solve these problems, most
concentrating on techniques and methodologies to ease the
development and maintenance cycle, a few suggesting alternative
forms of knowledge representation (including frames, scripts and
neural nets) and even some proposing extended inference mechanisms
through meta-interpreters. Despite all of these, however, todays
expert systems function in essentially the same manner as did the
pioneering systems of the 70‘s.

The majority of expert systems are still pure rule-based ones,
although there is a trend towards hybrid systems, combining for
example, rules and frames. Generally, knowledge is stored in the
form of IF/THEN statements, either as production rules or Horn
clauses (single consequent term), viz.

IF a and b and ¢ and d THEN =z

The inference engine is responsible for drawing the appropriate
inferences. Thus, given such a rule, together with the fact that
ALL its antecedent terms (a, b, ¢ and d) are true, the inference
engine can (deductively) draw the conclusion (z). In fact, there
are two common forms of inference engine, forward chaining and
backward chaining (also referred to as data-driven and goal-
driven respectively). They both employ simple deduction to draw
their conclusions, the difference between them lying in how facts
are ’‘discovered’.

Backward chaining systems work by choosing a goal =z, and
attempting to prove it by establishing the truth of all Aits
antecedents a, b, ¢ and d. If any of these terms is itself the
consequent of another rule, the inference engine will set this up
as a sub goal; if, however, there are no other references to it,
then the system will query-the-user for its value. If the goal
proves false the system simply selects another one, and so on,
until either one is proved or no more remain. In contrast to this,
forward chaining systems generally require the user to enter any
available data at the beginning of the consultation and then
mechanically draw all the conclusions which are possible from the
given data. For a detailed description of such systems see [2].
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More recently, Davenport[3] has again suggested that many of the
difficulties encountered with expert systems can indeed be traced
to the form of knowledge representation employed. Although the
critique was based on Horn-clause systems, it applies, in essence,
to other formg of symbolic representation too, and results from
their lack of a philosophically plausible view of the world. He
went on to propodge "inscoriptors" as a step towards rescolving these
difficulties. We will now give a brief overview of inscriptors and
then present an experimental expert system shell based on them.

Inscriptors

Inscriptors represent knowledge in the form of an IF/THEN
statement having only a single antecedent term, but with any
numbér of consequent terms all logically conjoined together, viz,

IF =z THEN a and b and ¢ and & and

All terms are positive propositions, no disjunctions are allowed
and there are no certainty factprs or probabilities. Consequent
terms in one inscriptor can be antecedent terms in another, but
cycles are prohibited. An equivalent graphical representation
comprising unlabeled directed arcs from a node representing the
antecedent terms to each of the nodes representing the conseguent
termg, is helpful for visuvalisation.

An inscriptor is simply a "record of the co-occurrence of certain
terms"; a statement of what was "the case". Associated with each
inscriptor is a value which represents the systems current
"*belief" in the proposition that its antecedent term represents,
i.e, 1its belief that the same conjunction of terms is again
prevalent.

Inscriptors are intended to be interpreted as logical implications
admitting the following inferences,

X ~>Y X ->Y X ->Y X ->Y
X ~Y ~X Y
v x Y or ~¥ X or -X
(1) (2) (3) (4)
The first, deduction (modus ponens), 1is a statement of fact,

generating a description of X. For example, applied to
IF strawberry THEN red and fruit

it says that strawberries are red fruits. The second, (modus
tollens) says that if any one of the consequent terms is not true
then the antecedent cannot be, i.e. if the item we are considering
is not a fruit then it cannot be a true strawberry. The third and
fourth inference methods sgeem useless, however the fourth,
abduction, is actually the key to the whole classification

229




process, What it says, in this example, is that something that is
a fruit, ‘may be’ a strawberry. Of course, it may well be
sométhing else, only when it stands as the only possibility can we
be reasonably sure that this is the case. Within a set of such
inscriptors, this can be achieved either by collecting negated
terms and using modus tollens to eliminate possibilities, or, more
usually, by collecting increasing numbers of positive terms such
that our "belief" in inscriptors that match all of them goes up,
while that of inscriptors which do not match all of them does not,
Given enough information there will thus always be a clear winner.

KNOWALL! : Users Perspective

KNOWALL! 1is the prototype of an experimental inscriptor-based
expert system shell. To the user, KNOWALL! can appear much like
any existing expert system. It begins by loading knowledge from a
given text file and displaying whatever nessages the
knowledge-base designer desired. Once this is complete the user
prompt appears indicating that KNOWALL! is ready to accept
commands . To begin a consultation the user should tell KNOWALL!
something about their problem, for example, in an animal expert
system the user may enter ‘animal’, indicating that what they want
to identify is known to be an animal and that the system should
determine exactly what sort of animal it is. Given this initial
information KNOWALL! will prompt the user for more information by
asking specific questions, eg. how many legs does it have? Given
the answer to this, it will then ask another question, and
another, and so on until the animal is uniquely identified (or
until no further progress is possible because of the system’s
limited knowledge).

All this, of course, is exactly how existing expert systems
function. What makes KNOWALL! different is that,

(a) the user can reply "don‘t know" to any question. In such
cases the system will simply find another question to ask, and
carry right on solving the problem;

(b) the user can volunteer information, positive or negative,
at any time. For example, he/she may say ‘not mammal’ to narrow
the possible choices; alternatively, rather than saying
‘animal’ right at the beginning, the user may immediately
restrict the field by saying ‘'cat’ or ’2Legs’ or whatever:

(c) the user can always ask for auxiliary information, eg. the
ATTRIBUTES-OF an elephant, known INSTANCES-OF snakes, the
DIFFERENCE between a dog and a wolf, whether penguins ARE red,
or whether the animal being identified COULD possibly be a
dolphin and if not why not!

As a result of these pnew facilities (themselves a consequence of
the inscriptor philosophy), consultations with KNOWALL! can be
very different. Whereas conventional expert systems often resemble
simple decision trees, such that the same sequence of questions is
followed at each consultation, in EKNOWALL! which questions are
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asked depends entirely on what information the user volunteers.
Also, while being unable to answer a question normally results in
complete .failure, KNOWALL! simply asks a different gquestion and
carries on regardless.

KNOWALL! ‘s method of selecting queries means that it naturally
asks (almost) optimal guestions. Moreover, since it does not have
ta establish the truth of ALL relevant terms to conclude
something, consultations can be shorter and more directed,
Consider, as an extreme, volunteering the fact that the animal is
known to have a ‘tyunk’. KNOWALL! will immediately conclude
elephant (the only possibility) without the user having to answer
a single question; yet, if asked for the attributes of 'elephant’
it can still 1list a dozen other features. Consider that an
equivalent rule-based expert system would have had to ask twelve
questions before coming to the same simple conclusion! Of course,
in such systems the knowledge engineer may not have bothered to
include all these attributes so as to make consultations more
manageable, but then if the user wanted to know how many toes the
elephant had, the system wouldn’t know. Equally bad, if he/she had
included it, the user probably wouldn’t know the answer . and hence
would never discover that the animal with a trunk was an elephant!

Lastly, (but by no means least), a point which is invisible to the
end user, but which will be very apparent to the knowledge
engineer, 1is the independence of functioning with respect to
rule/term order. New inscriptors can be added, and existing ones
extended and even reordered with confidence that previously
correct operations will not be compromised. This makes knowledge-
base construction, testing and maintenance much easier and could
lead to significant savings in time and money.

KNOWALL! : Implementation

KNOWALL!'s implementation (in Turbo Pascal on IBM PC compatible
machines) is based on the graphical interpretation of inscriptors.
Nodes have a name string, a state, score and difference score.
Arcs, which need to be traversed both ways, are formed from each
node by keeping a pointer to a list of consequent nodes (nodes
below it) and a pointer to a list of nodes where the node is
itself the consequent term (nodes above it).

The only other data structures used are the sets ‘'GivenTrue"
(which holds pointers to nodes which the user has told KNOWALL!
are true), "GivenFalse" (which holds pointers to nodes given
false), "Hypotheses" (which holds pointers to the set of nodes
which KNOWALL! is currently trying to distinguish between) and
nconcluded" (which holds pointers to any nodes which KNOWALL! has
inferred must be true given the available information).

KNOWALL! begins by reading inscriptors from an external (text)
file and constructing its internal representation of the
knowledge- base. Yt then enters a loop, processing user input
until commanded to “quit" the program. User input comprises either
terms (node names volunteered true/false), the answer to the
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current question (true/false terms or unknown) or a request for
auxiliary information.

All inferences are based on simple recursive graph/tree marking
algorithms. Initially all scores are set to zero. When the user
volunteers a true term, the corresponding node is added to the
"Given" set, and it and all nodes below it have their state set
TRUE. Then the "Hypotheses" set is emptied and all nodes above the
given node have their scores incremented, in the process of which
a new Hypotheses set is constructed from those nodes whose scores
first equal the number of given nodes plus the number of concluded
nodes. When the user volunteers a false term the node is added to
the "GivenFalse" set and all nodes above the given node have their
state set to FALSE and their scores decremented. Nodes encountered
on route are removed from the Hypotheses set; see figure 1.

@

e

Figure 1. Generating hypotheses P & Q given
A and C true and B false.

Following such inferences, if the ‘Hypotheses" set is empty then
no solution is known, while if it has only one element in it then
the corresponding node can be added to the Concluded set. If there
1s more than one element left in the "Hypotheses" gset then
KNOWALL! must attempt to find a question which will help resolve
among the competing hypotheses. To find such a gquestion it takes
each node in the "Hypotheses® set and increments the difference
-core of every node below them. The node with maximum difference
score (from those with zero score and state not marked as UNKNOWN)
is used to construct a question; see figure 2,
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Figure 2. Determining suitable question to resoive
between hypotheses P and Q, (choose X).

In replying to a question, the user may either respond "unknown'
or state (in effect) that one or more nodes are true/false. This
latter case 1z handled as above, while if the user responds
"unknown', the state of the corresponding node is set to UNKNOWN
(and hence excluded from further questions) and a new question is
sought as before. Requests for auxiliary information are all
handled in a similar fashion, and result in a list of node names
and/or set contents being displayed, rather than a question being
asked,

Conclusions

This paper began with a brief overview of inscriptors, a new form
of knowledge representation designed specifically to help overcome
the difficulties encountered in constructing real-world
knowledge-based applications. It went on to describe KNOWALL!, an
experimental expert system shell Dbased on the inscriptor
philosophy. This was seen to offer many advantages.

That inscriptors simply record ‘observed facts’ and that inference
can be accomplished without regard to knowledge-base sequence,
makes knowledge acquisition, wvalidation and maintenance easier.
Compared to existing expert systems, the user can ask a much wider
range of questions, can volunteer information whenever he/she
likes and can reply ‘don‘t know’ to any guestion. Since it does
not have to establish the truth of everything it knows about
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something before concluding it, EKNOWALL! can also accommodate
incomplete information and even scmetimes jump-to-conclusions,
solving problems ‘quicker than would a conventional rule-based
system, '

To conclude, KNOWALL! and the inscriptor theory it embodies,
appear to provide solutions to most of the difficulties
encountered in constructing classification type expert systems. It
is, of course, experimental, and work is currently underway £o see
how well it copes inidifferent applications and to see whether the
range of commands -offered is appropriate. Initial results are
promising.
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Abstract

The present study investigates applicability of
the counterpropagation networks to recognise and classify the
six chart patterns which nay be produced from the
industrial or/and commercial analysis. Counterpropagation
networks produced initially fails to accomplish  this
goal due to overlapping of some of the chart patterns in
data and test files. In order to avoid overlapping and
complexity of the chart patterns, the data file is divided
into sub-data files in which six chart patterns
are included. Ten counterpropagation networks were trained
using this sub-data files, Five of the networks having
high performances are selected. A conbined network is
constructed using this five networks set and one other
sixth network. The combined system then tested and it is
found that the combined network system introduced in the
present work gives  improved performances for the chart
patterns.

1. INTRODUCTION

Counterpropogation network was invented by Robert Hecht-
Nielsen of Hecht-Nielsen Neuro-Computer Corporatlionf[l]. The
original basis for the network is not clearly known, but it
appears to have developed as a mneans for synthesizing
complex functions, - much as backpropagation., It works as a
"look-up" table, in parallel finding the closest example and
reading out its equivalent mapping.

Counterpropogation network selects from a set of
exemplars by allowing them to compete amongst each other.

Normalized inputs and competition between exemplars
the nearest neighbour. This provides a method of
constructing an adaptive pattern classifier, function

approximation and data compression [2].

The counterpropagation network developed formerly

consist of bi-directional mapping network. X and a Y
inputs are applied, which in turn interact together to
select a particular processing element which is

nearest to the composite vector (X,Y¥). The winner activates
X' and Y'. In this way it acts as an be-lateral auto-
associative network. - The network gets its nane from the
counter-posing flow of information through it.

.-.l...
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Counter  propagation networks are usually trained to
perform pattern mapping, the mapping of one particular
pattern to another for entire set of patterns. The trained
network classifies that pattern into a particular group by
using a stored reference vector. This provides the target
pattern associated with the reference vector as a output.
In this case  hidden layer performs a competitive
classification grouping the patterns. It was shown that,
counterpropagation works best when the patterns are tightly
clustered distinct groups [3]. It was also shown that
counterpropagation may provide an excellent example of a
network that combines different layers from other samples to
construct a new type of network [4].

Two ~ types of layers different than each other are
used in counterpropagation. This includes: 1) The hidden
layér is a Kohenen type, in this case competitive units
accomplish unsupervised learning. ii) The top layer is the
Grossberg layer. In this case this layer is fully
interconnected to the hidden layer and is not competitive.
The Grossberg layer is trained by a Widrow-Hoff or Grossberg
rule.

Counterpropagation is considered a faster alternative
to backpropagation. The improvement in the training time with
counterpropagation is in general substantial. Counter-
propagation can learn many pattern mapping problems well
but, recent studies have shown that it often generalizes less
well on new patterns [5]. It has been shown that
counterpropagation requires that input pattern classes be
organised into clusters that are seperated (non-overlapping)
[6]. Therefore in the light of the previous work [5,6] the
present study ewamines the recognition and classification of
the six chart patterns ,which are introduced in data files,
using counterpropagation algorithm. To achieve this goal, a
variety of counterpropagation networks, which has different
number of processing elements in their hidden layer, i.e.
(60-35-6), (60-30-6), (60-9-6) and (60~7-6) are trained using
the data file developed before [7]. The counterpropagation
networks trained are tested by using test file and their
performances are produced. However, the performance of each
networks fails to recognise all the chart patterns. This may
be due to the fact that the pattern classes are not clearly
seperable in the data file. In order +to overcome this
tackle, the data file is divided into sub-data files in which
chart patterns are presented avoiding the overlapping
problem. This provides six chart patterns taking place in
one sub-data file. Ten different counterpropagation networks
are trained using ten different arbitrary selected sub-data
files. Performances of these networks are examined for
individual chart patterns.Two sets of five networks having
better performance than the others are selected. Each set of
five networks are combined to the sixth network which in turn
produces combined network system, i.e. two combine network
systems each having six counterpropagation networks are
produced. These two combined network systems are then tested
by using the all sub-data files. Finally, the performances
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of these combined networks are examined and hence on of the

combined network system 1is selected due to its better
performance.

2. NETWORK MODELLING

The data file developed previously [7] are divided
into sub~data files such that each sub data file contains the
data corresponding to six chart patterns. i.e. each
sub~data file has 6x60 data. Figure 1 shows control chart
patterns. Each network is trained and tested using with one
of these sub-data files. This provides very high level
learning (100%) for each network. After completing the
training, some of the weak connections between Kohonen and
the output layer of the network are deleted. After
this process the simplification of the network is obtained.
This procedure 1s repeated for the other networks,

In order to construct and analyse  the conbined
network systemn, each network is studied individually.
In - the combined system, five networks are employed and each
of them has 7% processing element (60-9~6). Their first

layer has 60 processing elements and it acts as a buffer.

The input vectors are 'normalized" and have same length.
There are 9 processing elements in the competitive
(Kohonen) layer different number of processing elements are
experimented and 9 processing element in the Kohonen layer
are found to be suitable for this application. In this
layer processing elements are computed and one of the
highest output wins, For a given inputs, one and only one
RKohonen neuron output is a legical one and- all others are
zero. 6 processing elements take place in the output layer.
Output layer provides a way of decoding that single input to
a meaningfull output «class. Widrow~Hoff learning rule is
used in this layer. The output layer fully connected to
Kohonen layer, the Kohonen layer fully connected to the
prior layer. In this case, it has same effects as the
Grossberg Outstar learning rule, but easier to
inmplement. Initially, ten networks were trained seperately,
by using 360 (6x60) different data. Each network learned
100%. It should be noted that each network was trained
with using one of the different arbitrary selected sub-
data files. The performance of the each network can be
defined as:

Number of Patterns Correctly Classified
POYTOYMANICE 55 e v i s oo oo oms oo v o o fr o b 1 1 o i 8 i o o 4 . a5 o b et
Total Number of Tests for the Pattern

The combined network system consist of 6 networks;
five working simultaneously to process the input data
and producing output data to feed the sixth network,
Conseguently, the output of the sixth network is the output
of the combined network system. The block diagram of the
arrangements of the networks in the combined network system
is shown in figure 2. To obtained a high accuracy for the
combined network system two sets of networks are gelected

~3_,
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initially and their performances are compared. After the
comparison, the set of networks having higher performance
than the others are selected and this is employed in the
combined network system. Finally, a data file is developed
in a binary form to train the sixth network in the combined
network system (Figure 2).

The sixth network in the combined network systenm
has 42 processing elements (30-6-6). 30 of them are used
in the input layer, 6 processing elements are used
in the competitive (Kohonen) layer and last layer is the
output layer with 6 processing elements. The data "file for
the sixth network -¢contains 180 data‘-corresponding to 6
control chart patterns- obtained from the output of the set
of five networks.
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Figure 2. Block Diagram of The Combined Network System.

3. REBULT AND DISCUSBION

Each of the network in the combined network system is
trained 3300-3400 times, After this training each of ‘then
learns 100%, So if the training times between counter-
"propagation and  backpropagation is, compared, counter-
propagation nets learn faster than backpropagation nets.
They are typically 10~100 times faster to train than
conventional backpropagation; with  the results  that
often comparable. The use of counterpropagation networks
alsc provided rapid prototyping of " the system. on the
~other hand, the hybrid schemes are not optimal in the sense
o B} e
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that backpropagation is, since
are
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Figure 5 'shows

network systenms, providing that each combined network
employes a set of high performance five networks

selected before. The performances
combined network systems are almost the sane. However,
of the combined network system corresponding to
has slightly  better performance than the

Consequently, this combined network

It may be seen from Figure 5 that
combined network system selected
numbers 1, 2, 3,
number 6, In order to investigated
each combined network systemn,
the performances corresponding to each of

used in the combined system are plotted
performance of the combined network

is high

the performance

system in figures 5.a ,
and 5.b  for the control chart patterns. It is ‘
obvious that the performance of the combined network systen {
is higher than the aritmetic mean value of the performances
corresponding to set of five networks. This clearly ‘
indicates  that combined network system gives higher [

performancé than the other trained networks.
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Figure 5.a. Comparison of Performances of Combined Network
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Figure 5.b. Comparison of Performances of Combined Network
System Number 2 and Arithmetic Mean vValue of The Perfor-
mances of Five Set of Networks.

To study the combined network system, a definition of
the performance of learning becomes hecessary. This wmay be
defined as:

Number of Chart Patterns Recognized

Performance Of LEArNiNg =m wemmmmsm e e mm e o o o o e e
Number of Tests

Figure 6 shows variation of performance of learning
with control chart patterns number. It can be seen from
figure 6.a that combined network system gives 100%
performance for testing the control chart pattern number
1. On the other hand, combined network system gives 80%
perforamce of learning for pattern number 2 and 20% for
pattern number 4. This result is obtained whenh testing
pattern number 2. However, when testing pattern number 3
with using combined network systen, it gives 92%
performance of learning for pattern  number 3 and 8%
performance of learning for pattern number 5. When testing

the pattern number 4, the combined network system gives
performances of learning 58% for pattern number. 4 and 42% for
pattern: mumber 2. Similarly, combined network system

‘gives 65% performance of learning for pattern number 5 and

35% performance of learning for pattern number 3, .8% for

pattern number 4 and 39% performance of learning for pattern

number 6. Tt can be seen from these figures that combined

network system fails to learn 100% for pattern numbers

2, 3, 4, 5 and 6. It confuses with pattern number 2 and 4,
] -
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and 3 and 5. This may be due to that the amplitudes and
frequencies of these patterns are very similar and there may
be overlapping of patterns occured. In this case it is very
difficult to judgye the relevant pattern nunmber (Figure
6.f}).

4. CONCLUSIONS

A counterpropagation network fails to recognise and
classify the data developed previously for six  chart
patterns. However, an alternative method for the back-
propagation may be developed using a counterpropagation
combined network system. In this case the data file should
be divided into sub-data files such that each sub-~data file
contains the data corresponding to six chart patterns.
This is necessary, since overlapping of the chart patterns
can be avoided., Consequently, counterpropagation networks
are trained using different sub-data files and two sets of
them are selected due to thelr better performances. The
sixth network is introduced and trained using binary data
file and it is added to these network sets which in turn
preduces a combined network system. The performance of the
combined network system is found to be better than the
any other individual network's performance. However, the
combined network system fails to recognise and classify 100%
for some chart patterns. This may be due to the fact that
some of the chart patterns have very similar amplitudes
and freguencies resulting in overlapping. On the other
hand the performance of the combined network systen
developed in the present study gives improved performances
and may be considered as sufficient for the application to
the present problemnr. It is worth to mention here that
training time for the combined system is considerably less
than backpropagation networks developed for this purpose, i.e
about 21000 times trained for the combined network systen
and over 90000 times trained for the backpropagation for
the same sample.
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Abstract

This paper includes an overview and experimental results on RST, the hybrid pattern classifica-
tion system. It can recognize patterns even when Uliey are deformed by a Lransformation like rotation,
scaling, and translation or a corabination of these [11]. The system is formed of & Karhunen-Loéve
transform based pattern preprocessor, an artificial neural network classifier and an interpreter. After
a description of the system architecture, experimental results are provided from three different clas-
sification domains: classification of letters in the English alphabet, classification of the letters in the
Japanese Katakana alphabet, and classification of five main geometric figures. The sysiem is general
purpose and has a reasonable noise tolerance.

1  Imtroducticn

The recent interest in artificial neural networks, machine learning, and parallel computation has led to re-
newed research in the arca of pattern recognition, Paltern recognition aims Lo extract information about
the image and/or classify its contents, Systems having patlern recognition ability have wmany possible
applications in a wide variety of areas, from simple object existence checks, through identity verification,
to robot guidance inn space exploration. Pattern classification, a subfield of pattern recoguition, is con-
cerned with determining whether the pattern in an input inage belongs to one of the predefined classes,
Many researchers studied parametric Bayesian classificrs where the foroy of input distributions is assumed
to be known and parameters of distributions are estimated using techniques that requive siiullancons
access to all training data, These classifiers, especially those that agsiime Gaussian distributions, are still
the most widely used since they are simple and are clearly described in a number of texthooks [4, ).
{lowever, the thrust of recent research has changed, More attention is being paid to practical issues as
pattern classification techniques are being applied to speech, vision, robotics, and artificial intelligence
applications where real-time response with complex real world data is necessary. In all cases, pattern
classification systems should be able to learn while ot before performing, and malke decisions depending
on the recognition result.

* Developing pattern recognition systems is usually a two-stage process. First, the designer should
carefilly exarnine the characteristics of the pattern environment. The result is a set of features chosen
to represent the original input image. Second, the designer should choose from a variely of techniques
to classify the pattern which is now in feature representation. The stage of feature determination and
extraction strictly determines the success of the system, since from thereon the image is represented
by this feature form. Thercfore, it is highly desired that the classification system itself should extract
the necessary features to differentiate the example patterns that represent each class. In other words,
the system should be auntomated to work by itself and should not depend on the human designer’s
success in defining the features, Further, these features should he chosen such that they should tolerate
the differentiation between the patterns in the same class, The system should also have the ability Lo
perform the classification in a votation, scaling, and translation invariant manner. This effect is typical
when the scanning device, suppose a camera, changes its orientation or distance from the specimen.
Hence the image fed to the system may contain a pattern that is rotated, scaled, or translated compared
to its original form when it was first presented to the system. For snch a case, eilther the system should
employ features that are invariant to such transformations or there shonld be a preprocessor to maintain
the rotalional, scaling, and Lranslational invariancy. Fven for a limited system designed for clussifying
only a determined type of patierns ~ an optical character classifier, or an identity verifier - it is hard to
find features that extract vseful information while maintaining the mentioned invariancies, ‘T'he problem
will be impractical if such a system is intended for general purpose classification, or Lo say it is aimed
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to classify any type of patlerns. Artificial neural networks have recently been used for automatic feature
extraction and/or pattern classification mainly owing to their learning algorithms, generalization ability
and noise tolerance {1, 2, 3, 6, 8, 10, 11].

2 The Pattern Classification System

Selecting good features for relatively complex patterns, like the human face or finger prints, turns out to
be impractical or even impossible [9]. The problem is more acute when there is no prior knowledge on
the patterns to be classified. Therefore, a system to automatically extract the useful features is essential.
Artificial neural networks extract information during the training process, RST, the pattern classification
system first presented in {11] has a modular structure consisting of three main blocks, a preprocessor,
a classifier, and au interpreter, The blocks are cascaded in order such that the original image is first
preprocessed, then classified, and finally the results are interpreted.

2.1 PREPI1: The Preprocessor with Radial Scaling Correction

The preprocessor has three cascaded blocks R-Block, S-Block, and T-Rlock. The R-Block maintains rota-
tional invariancy, 8-Block maintains scaling invariancy, and T-Block maintains translational invariancy,
The order in which the blocks are cascaded is determined mainly by the functional dependencies between
these blocks. In the first implementation of the preprocessor, PREPI, the 1-Block comes first, S-DBlock
second, and R-Block last,

The T-block maintains translational invariancy by computing the center of gravity of the pattern and
translating the image so that the center of gravity coincides with the origin. The resulting image is passed
to the S-Block. The center of gravity, (zay, ¥av), 19 computed by (weragmg the = and y coordinates of
the on-pixels. The mapping function for the translation invariant image is:

Jr(za, u3) = f(&: — 2avy Yj = You) (1)

where function f(2,y) gives the value of the pixel at the coordinates (z,y). For digitized binary-valued
2-1) imnages this function will be either 0 or 1.}

The 5-Block maintains scaling invariancy by scaling the image so that the average radins for the
on-pixels is equal to one-fourth of the grid size. The term radius for a pixel is defined to be the length of
the straight line connecting the pixel and the origin. The scale factor is:

5= k o (2)
N ey LIy fr(e wy) - (fa} + o

i1 —4,.—1 Jr(zi;)

where I is equal to one-fourth of the grid size. The mapping function for the scaling invariant image is:

frs(ai, ) = fr(s- 2, s y5) (3)

The R-block maintains rotational invariancy by rotating the image so that the direction of maximum
variance coincides with the z-azis. The derivation of the function is based on the Karhunen-Lodve
transformation which has been used in some applications [7, 9, 10, 11]. The transformation exploits
the followmg given a set of vectors, the eigenvector that corresponds to the largest eigenvalue of the
covariance matrix calculated from the set of vectors, points in the direction of maximum variance [7, 9.
This property is used to maintain rotational invariancy since detection of the maximum variance direckion
will also reveal the rotation angle, Define:

NN NN
LEP -—ZZ[T.&(%J; Tyy = 35 fra(asyy) Toy =9 > frslenm) vy (4)
=} ja=i izt j=1 =l =1

The sine and cosine of the rotation angle will be:

sing = ( yu lrx) 4 \/( - r:v)” ’1'4‘-1? B (5)

[\/1 STy i '/‘w("' W)]\/u ~Ten)? 4T,

0w vy, the argwinents of the function, are not integers then llmy are rounded to the nearest integer to obtain the
.pixel coordinates,
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cosf = 7 2 Tey - (6)

ng [ [Ty = Toa)? + 40 Ty + (Tyy = Tox)| (fyy“[xi) +4- T3,

The mapping function for the rotation invariant image is:

Jrsn(zi,y;) = fralcos 0 zi+sind - y;, —sin0-a; + cos 0 y;) ™

2.2 PREP2: The Preprocessor with Axial Scaling Correction

PREP1, performs radial scaling cortection. That is, it uses the same scaling factor along all directions.
This approach will perform better in certain applications like patterns being scanned in dilferent reso-
lutions in different, dimensions. In preprocessor with axial scaling correction, called PREP2, the main
blocks are reordeted, such that T-Block comes first, R-Block is second, and S-Block is last. Further,
the scaling factors are computed using a different function. In order to maintain rotational, scaling, and
translational invariancy PREP2 computes various relevant parameters as:

N N N N ,
Tow= | 99 fl@i,p) ol | =P ool Ty = | S 9 fay) v | ~P-vd, (8

t=1 j=1 i=] j=1

N N
v = 9y f(@iy) 2y | = P Zav Y (9)

izl =1

T R,- P

- b - . 10
o \/ Toa(cos 0)2 2 Toy - cosll - i 0 Ty (sin 0)2 (10)
Ry P (1)

TN Toalsin0)2 =% Moy cos sind Ty (con 07

where s, and s, are the scaling factors, and 12, and J2y are the desired deviation values along the
corresponding axes. It and R, are equal to the grid size,
The mapping function for the preprocessor with axial scaling correction is:

Jras(eiy;) = f(s0 0 (cosO - (2i— 2av) + 500 (Y5 ~ Yav))
Sy (= sind < (2§ — ¥ay) + €080 (Y ~ Yav))) (12)

2,3 The Classifier and The Interpreter

The current implementation of the system efnploys a multilayer feed-forward network for the classifier
block, Such a network has a layered structure and only connections between neurons at subsequent layers
are pcrm\bted The training algorithm is the wxdcly used Imclznnpagnlwn algorithm. Since the input is
an image in pixel-map form, the number of nodes in the input layer is fixed and equal to the number
of pixels. Further, since the output neurons are organized such that each node represents a class, the
number of output neurons is also fixed. An output neuron having a value close to 1 is interpreted as
a strong membership, while a value close to 0 will point a loose membership. Hence, given the input
and output layer size one should decide on the number of hidden layers and the number of neurons in
cach hidden layer as well as the learning rate. 'The E,enerdl siructure of the neural network classifier was
presented in [11]. The output of the preprocessor, which is an image in pixel-map form, is converted Lo
a lincar array by cascading the rows of the image from the top row to the hottom row. The content of
caclt array entry is the initial input value of the corresponding input node. ‘

The method we have used in the interpreter block is to report no discrimination as long as the ratio of
the maximurm ontput to the next highest output remains under a predetermined threshold value. When
the ratio exceeds the threshold, which means that the maximum output is dominant on the other outputs,
the interpreter decides on the class with the maximum output. If not, then the interpreter reports that
no unique discrimination could be made, This simple method has been observed to perform well in the
evaluation of the classifier outputs.
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Pattern is R with 0,827704
Candidate was ¥ with 0,021057
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Candidate was € with 0.026937
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Figure 1: Classification results with PREPY for letters A and B rotated by 0, 60, and -60 degrees.

patteen Is A with ©,927704
Candidate was ¥ with 0,021057
Diserimination ratio is 440.6 ¥

Pattern Is R with ©,605121
Candidate was V with ©,040005
biscrimination ratio is {54.3 %

Pattern 1s R with 0.501417
Candidate was K with 0.168918
Discrimination ratlo is 23,7 %

pattern is B with 9,906775
Candidate was D with 0.030358
Discrimination ratio Iy 298,7 %

Pattern is 8 with 0,94755%
Candidate was D with 0,075%828
Discrimination ratlo Is $21.5 ¥

Pattern is B with 0,73%702
Candidate was £ with 0,061352
Oiscrimination ratio §s {18.4 %

Figure 2: Classification results with PREP1 for letters A and B scaled by a factor of 1, 0.8, and 0.6.
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Pattern iz A with 0,770125
Gandidate was R with 0,041848
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' Pattern is A with 0.927761
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Diserimination ratio ig 440.6 %

Pattern Is B with 0,%80677S
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Discrimination ratio 1s 172.8 %

Pattarn ls B with 0,848754
Candidate was O with @,098396
Diserimination ratio is 85.4 %

Figure 3: Classification results with PREP1 for letters A and B translated diagonally by 0, 6, and -6

pixels.
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Liscrimination ratio 1s 5.3 %

SV, s e

Pattern is B with 0.306775
Candidate was D with 0.030358
Uiscrimination ratio is 298.7 %

Pattern is B with 0,795386
Cangidate was £ with ©.032866
Diserimination ratio is 242,53 %

Pattern is B with 0,783350
Candidate was R with 6,055924
Disrrimination ratvio is 218.1 X

Pattern is B with 0,%06775
Candidate was D with ©,0393158
Discrmination ratio is 298,7 &

Pattern is B with 0,479234
Candidate was R with 0,0083784
Oiscrimination ratlo is 7.2 &

Pattern is 8 with 0,032634
Candidale wiy /f with 0,08%072
Discrimination ratio is 237.4 %

Figure §: Classification results with PREPI for letters A and B with random translation, scaling, and

rotation applied.




Figure 7: Classification results with PREP2 on scaled letiers,

o [ p

Figure 9: Classification results with PREP2 on noisy letters.

TR

pattern i5 1 with 0,314179
Candidate was 42 with D,046750
pleerimination rativ 15 138.5

paktern 15 L with 0,762654
Gandidate was 9 with ©,067812
Dlscrimination ratio 1s 14.2

pattern s { with 0.830162
Candidate was § with 0,151426
Discrimination ratlo i% 5.5

Pattern Is 1 with 0.911179
Candidate wag 22 with 0,0468750
Dlserimination ratio Is 19,5

Pattern (s 1 with 0,770898
Candidste was 22 with 0.082084
Olserimination ratlo Is 12,3

Pattern Is L with 0,4255%
Candidate was 25 with 0,185589
Diserimination ratio 1s 2.3

pattern §s 1 with 0.811479
Candidate was 22 with 0.048750
Discrimination ratlo ts 19,5

Pattern 1s 1 with 0.80728%
Candidate wag 25 with ©,077792
pisorimination ratin is 10.4

pattern 15 | with 8.701698
Candidate was B with 0,074611
plserimination ratio Is 10,5

pPattern 1s 1 with 06.914373
Candidate was 22 with @.046750
Discrimipation radlo 1s 29,8

Pattern 15 4 with 6.721102
Cangldate was 25 wlth ©.3113924
piscrimination ratio 15 6.0

Pattern s 1 with 0,773600
tandldate wag 25 with 0. 134237
Discreimination rztlo is 5.8

Pattern 8 { with 0,911178
Candidate weg 22 with Q,046750
Discrlmination ratle s 19,9

Pattern Is § with 0.353124
Candidate was 25 with 0,109775
piserimination ratlo is 3.2

Pattarn 1€ 1 with 0,750400
Candidate wag 25 with ©,079528
Biscrimination ratis 1s 9.6

“Figure 6: Classification results with PREP2 on rotated letters.

B

pattern {5 2 with 0,775044
Candidate was 39 with 0,072447
dlscrimination ratio is 10.0

Pattern Is 2 with 0,624327
Cangigate wag 24 with ©.058638
Olscrimination ratle 15 11.0

Pattern is 2 with 0,56311%
Candidate was 21 with 0.051234
Discrimination ratio ls 11.4

pattecn is 2 wih 0,779841
Candidate was 19 with 0.072447
pDiscrimination ratio 1s 10.9

Paktern Is 2 with 0.361877
Candidate was 4 with 0,078825
Discriminatlion ratia is 2,1

pattern is 2 with 0.634949
Candidate was 18 with ©,071773
piscrimination ratio is5 8.8

Pattern 15 2 with 0,.7793844
Candidate wag 19 with 0,072447
Discriminabion ratio is 10.8

Pattarn 35 2 with 0.428662
candigate was 10 with 0,191974
Diserimination ratio Iy 2.2

Pattern 18 2 with ©,496763
Candidate was 18 with 0.050100
Discrimination ratio is 9.9

Figure 8: Classification results with PREP2 on translated letters.

Pattern {5 2 with Q.779844
Candidate was 13 with 0,072447
Biserimination ratis is 16.8

Pattern Is 2 with 0,688617
Candidate was 18 with 0,858586
Discrimination ratio Is 11.8

Pattern is 2 with ©,105399
Candidate was 4 with 6,0523%8
Discrimination raklo 15 2.0

Pattern 15 2 with 0,77384%
Candidate was 19 with 8.072447
Discrimingtion ratio Is 10,9

Pattern Is 2 with 0.304868
Candidate was 4 with 0.141030
Discrimination ratio s 2.2

Pattern s 2. with 0,705387
candidate was 16 with 0,09917%
Discrimination ratio i§ 2.9

Figure 10: Classification results with PREP2 on letters with random translation, scaling, and rotation

applied,
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Figure 11: Classification results with PREP] for symbols from Class |

degrees,

Figure 12: Classification results with PREP! for symbols from Class 1

and 0.6.

Pattern Is 1 with 0.82012¢
Candidate was 14 with 0,075892
Discrimination ratio 18 10.8

Pattern {€ & with 0.554672
Candidate was 34 with 0,054674
Digcrimination ratio Is 10,1

Pattern Is t with 0,58028¢
Candldate was 5 witnh 0,07150%
Discrimination ratio Is 8,1

Pattern 1s L with 8,.820121
Candigate was 14 with 9,075092
Biscriminasion ratio is 10.8

Pattern 1s 1 with 0.486271
Candidate was 34 with 0,042003
Riscrimination ratio is ii.6

Pattern s L with 0,%25178
candidate was 34 with 0.077539
Discrimination ratio is 6.8

Pattern Is 1 with 0.82012¢
Candidate was 14 with 0,0758%2
Discrimination ratlo ls 10.8

Pattern Is { with 0,001766
Candidate was 14 with 0065163
Discrimination ratio 18 12,1

Pattern §s 1 with 6,81%3754
Candidate was 14 with 0.074115
Discrimination ratio Is 11.0

Wm%
Nt

,f .

Pattern is 2 with 0,%02589
Candldate was 13 with 0,048572
biscrimination ratio is 18,8

Pattern 15 2 with 0.565567
Candidate was 33 with 9,072772
Dlscrimination ratio Is 7.8

Pattern 15 2 with 0,469407
Candidats was 40 with 0,017400
Discrimination ratio {5 26.9

and 2 rotated by Q, 60, and -60

Pattern is 2 with 0,902589
Candidate wis 13 with 0,048577
blserimination ratio is 18.§

Pattern Is 2 with 0.446612
Candidate was 40 with ©,2033549
Piscrimination ratlo Is 2.2

Pretern is 2 with 0.812504
Candidate was 33 with 0.035528
Hserimination ratio is 22,7

and 2 scaled by a factor of 1, 0.8,

Pattern Is 2 with @.902589
Candidate was 13 with 0,048572
Diserimination ratta is 18,6

Pattern is Z with 0.4%55043
Candidate was 35 with 0,065810
Discrimination ratio is 6.5

Pattern 15 40 with 0.249898
Candidate was 9 with 0,099151
Olscrimination ratio is 2.5

Figure 13: Classification results with PREP] for symbols from Class 1 and 2 translated diagonally by 0,
6, and -6 pixels.

Fxgule 14: Classification results with PREP] for symbols from Class 1 and 2
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kg

noise,

T

ki

oy

Pattern is 4 with 0,820121
Candidate was 14 with 0.075892
Discrimination ratie is 10.8

Pattern is { with 0.786378
Candidate wig 14 with 0.054121
discrimination ratio’ 15 14.5

Pettern 15 1 with 0.678368
Candidate was 21 with 0,038385
Diserimination ratic ls (7.7

Pattern 1s 1 with 0,812
Candidate was 14 with 6.075942
Digcrimination ratio is 10,8

Pattern 15 1 with 9,640245
Candidate was 34 with 0.052877
Diserimination ratlo 1s 32,2

Pattern is 1 with 0,45%797
Candidate was 13 with 0.140603
Disceimination ratio is 3.3

S it

s

Q.

 {

Pattern is 2 with 0,9%02589
Candidate was 13 with 6,048572
biscrimination ratio is 18,8

Patvern s 2 with ©,714926
Candldate was 40 with 0,069100
piscriminztlon ratic Is j0.%

Pattern Iy 2 with 0,265838
Candidate was 6 with 0,000218
Discrimination ratlo is 3,3

with 0%, 20%, and 40%

Pattern Is 2 with 0,92589
Candidate was 13 with 0.04a8572
Diserimination ratio s 18.8

Pattern Is 2 with 0,572148
Candidate was 13 with 0,1034%
Discrimination ratlo is 5.5

Pattern Is 2 with 0,758858
Candidate was 40 with 0, 109365
Discriminatlion ratio iy §.9

Figure 15: Classification results with PREP1 for symbols from Class 1 and 2 with random translation,
scaling, and rotation applied.



Pattern {5 § with 0,866124
Candidate was 5 with 0,000000
Discriminatlion ratio Is [n¢

pattern is 3 with 0,880963
Candiuate was 5 with ©,068072
piscriminition ratio is 13.)

Pattern 13 3 with 0.685215 ] Pattern 1s § with 0.88278)
'*\ sttt Candidate wss 3 with 0.089678 . i tandidate was 4 with 0.073631
Blserimination rasio 1s 12.7 Discrimination ratio is 12,0

pattern {5 3 with ©.509394 ) Pattera is 5 with 0.877362
;,ﬂ‘ WWW Candidate wag B with 0,07381% Candidate was 2 with 0,03097%
# Niscrimination ratio is 12,0 Diserimination ratio {s 22.5

fignre 16: Classification results with PREPI for geometric symbols rotated by 0, 60, and -60 degrees.

Pattarn 15 3 with ©.868963 Patteen Is § with 0.886124
bt Candidate was 5 with 0,066373 Candidate was § with 9.000000
biscrimination ratio {s 13,4 Discrimination ratio is Ing
Pattren 15 3 with 0,888750 fatearn Is 3 with 0,.853%5
P, Candidate wis % with 0.867956 Candidate was 2 with 0.037264
viserimination eatio s 23,1 Biscriminatlon ratio (s 22.3
Pattern is 3 with 0.€03877 Pattern Is 5 with 0,879075
_—e kg Candtdate was 5 wlth 0.073653 Candivate was 2 with ©,040645
piscriminntion ratio 1g 12,0 Biscrimination ratio is 21.6

Figure 17: Classification results with PREP1 for geomettic symbols scaled by a factor of 1, 0.8, and 0.6.

3 Experimental Results

-y

Three problem domains have been experimented: character recognition on the English Alphabet, char-
acter recognition on the Japanese Katakana Alphabet and recognition of geomelric objects. It should be
noted that the R-Block rotates a pattern until the computed orientation coincides with the z-azis. Since
a pattern and its 180° rotated version will have the same orientation of maximal variance, R-Block will
not be able to differentiate between them and will apply the same angle of rotation on both patterns. The
resulting mappings will conserve this 180° angle difference. Hence depending on its original orientation,
a given patlern will be mapped to one of the two canonical patterns. These two canonical patterns will
both represent the class. Hence for each original pattern we have two preprocessor outputs which are
used during training.

3.1 Character Recognition on the English Alphabet

This classical problem is the classification of letters in the English alphabet. The number of hidden layers
and the number of neurons in each hidden layer has been found by trial-and-error, which is typicsl for
most multilayer feed-forward network applications [1, 2, 3, 6, 8, 10]. From experimentation, a network
with 1024 input nodes, 20 neurons in a single hidden layer, and 26 neurons in the output layer performs
best for a number of test cases. In the training phase, the network is trained on the canonical example
patterns (which are the outputs of the preprocessor) until it manages to successfully classify the letters,

Figure 1 through Figure 10 present examples of the system performance using both preprocessors.
Input images images are 32 x 32 pixels. First column is the original image given to the system. Second
column is the preprocessed version of the original image, and finally third column is the resulting decision.
The class name and value of the corresponding output neuron are given,

Pattern is 3 with ©,86036% Pattern i 5 with ©.886129
st | beine Candidate was 5 wish 0,08007% m Candidate was 5 with 0,000000
Discrimination ratio Is 3.4 Diserimination ratio Is In#
Pattern Is % with 0.888563 . Pattern Is 5 with 0.853155
Candidate was § with 0,06807% E::pt Candldutle was 4 with 0,067199
. vhombdls . Di'scr_‘lmlnatlcn ratio s 3.1 Diserimination ratio 1s 2.8
o Pattern 18 ¥ with O.08R96Y Pattern 15 3 with ©.885915
Candldate was 5 wlth ©.06607% E?ndlda‘te was 4 with 0.000000
piseriminatlon ratia (s 13.1 Piseriminatlon ratia is Inf

Figure 18: Classification results with PREP1 for geometric symbols translated diagonally by 0, 6, and -6
pixels,
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st |Ltep g Candldate was § with 0,068073 Candidate was § with 0.000000

Pattern {85 3 witn 0,808963 Pasteen 1s 5 with 0.886124
Discrimination ratie {s 13,{ Diserimination ratlo |g ng

Pattern Is 3 with 0,903624
. Candlgate was $ with 0,074028
seais | el
[ Biscrimination eatio 18 11,9

Pattern s § with ©.892%0%
Candlidate was 5 with Q, 000G
biscrimimation ratio 1y Ing

Pattern 15 3 with 0,876547
Wdtgm ‘r§ "5551 Candidate was 5 with 0.075138
biscrimination eatlo is 14,7

Pattern 1s S with 0,8%8724
Candidate was 4 with 0.082411
Discrimination ratio s 13,5

Figure 19: Classification results with PREP1 for geometric symbols with 0%, 20%, and 40% noise.

} Pritern s 3 witn ©.B88YE3
Candidate was 5§ yjen 0.068073
Discrimination ratio Is 13,4

e = Rattern Is ¥ with 0,009988
./;,, Candidate was 5 with 0.071890
MJ Biserimingtlon ratio la 12,3
prmemmd b

Pattern 15 3 with 0.083738

T Pattern Is 5 uitn 0. 876000
} Candidate was S with 0.075221 m Candldate was 4 with ©,063743
. Otscrimination ratio iy y1.7 ki:? Discrimination ratio Is 12,5

s § N

Pattern Is 5 with 0.6866124
Candidate way 5 with 9.060600
Biscrimination ratie ig fn¢

e

Pattern is 5 with 0.859256
Candidate was 4 with A,080094
Biscrimination ratlo |g 4.3

Figure 20: Classification results with PREP] for geometric symbols with random translation, sc

aling,
and rotation applied,

8.2 Character Recognition on the Japanese Katakana Alphabet

"This problem is the classification of symbols in the Japanese Katakana alphabet. Since the 111 Katakana
symbols are in fact combined forms of 66 unique patterns, the system is trained only on these 66 patterns.
With some experimentation, a network with only one hidden layer having twenty nodes has been chosen.
Figures 11 through 15 give the performance of the system with preprocessor PREPI.

3.3 Classification of Geometric Symbols

This is the problem of classification of five main geometric symbols: circle, cross, line, rectangle, and
triangle. Figure 16 through Figure 25 present examples of the system performance nsing both preproces-
5078,

Figure 26 gives the classification results for the two versions of the preprocessor on Lhe distorted
versions of the geometric symbols, PREP] could detect only 50% of the distorted patterns, while PREP2
managed to successfully classify 90%. The performance difference emerges from the axial scaling corree-
tion ability of this preprocessor.

Table 1 shows the (average) percentage of English letters, Katakana symbols and geometric symbols
correctly classified after undergoing 100 randorm transformations of the type stated in the first column.?

2Combined denotes an input that is distorted from the ori
noise is applied to an undeformed pattemn by flipping the on p
applied to the distorted pattern

ginal by a random rotation, scaling and translation, The
ixels with a certain probability. In the last row, nolse is

Pattern is 3 with 0,071p18 . Pattern {5 5 with @.559079
Candidate was 5 with Q,035180% Candidate was 3 wien 0.041384
Diserimiration ratig Is 27.4 | Discrimination ratin |g 4.3
Patbern 15 ¥ with 0.800754 [ Pritern is S with 0.560a1g
Candidate was 5 with o,034429 Candidate was 3 with 0,045978
blserimination ratig is 23,3 Olscrimination ratio is 12,4
Pattern is 3 with 0,759228 (] ’ Pattern Is 3 witn 0,545709
Candidate was § with 0.334764 Candidate was ¥ with 0,05597¢
Discrimination ratio |s 2.3 ’ biscrimination ratio is 10.2

A S U

Figure 21: Classification results with PRIP2 for rotated geometric symbols,




Pattern Is 5 with 0,871019 © Pattern 15 § with 8,%09079

sttt Candldate was 9 with 0,031003 Cardldate s 3 ulth 9,8417384
Digerimination ratio Iz 27.4 Bisorinimation ratio ty 4.3
Pattern ls 3 with 0.654029 Patternt 15 8 with 5.551313

Susity Candidata wag 5 with 0.632874 Candtitabe wag 3 with 0,046004
discriminatlon ratin is 28,3 Distrinination ratlo 1s 1.3
Pattern 15 3 with 0,26006% Pattern Is 5 uith §,5558154

. Candidate was § with 0.032336 ﬁ Cardldate w35 3 uith §.041707
oiscrinination ratlo Is 26.9 J Dlecrinination ratlo is 15.6

Figure 22: Classification results with PREP2 for scaled geometric symbols.

Pattern (5 3 with 0,871819 Pattern is 5 with 0,588078

i Candidate was 5 with 0,03160% Candidate was 5 with 0,041394
Discrimination ratie Is 27.4 Dlserimination ratio is 14.3
Pattarn 15 3 with 0.0871818 Pritern s § with ©,494002 '
Candldate was § with 0.03(803 Candidatr was 3 with O.054646
Discrimination ratic s 27.4 Diserimination ratioc is 9.0
Pattern 1s 3 with 0.4871a19, Pattern is S with 0.5089824
Candidate was % with 0.031603 Candidate was 3 with @.041387
Discrimination ratio is 27,4 Diseriminavion ratlo is 14.2

Figure 23: Classification results with PREP2 for translated geometric symbols.

4  Conclusions

In this work we have presented a hybrid a pattern classification system which can classify patterns
independent of any deformations of translation, scaling and rotation. The system uses a preprocessor
which maps input patterns to a set of canonical patterns which is then classified by a multilayer neural
network. The artificial neural network is trained using the popular backpropagation network. The use
of the preprocessor reduces the number of training patterns to two per example pattern to be classified
instead of a much larger number if the networks were to be trained on all possible distortions of the
patterns. Results from three different applications were presented. In classification of letters of the
English Alphabet the system was able to correctly classify 89% of the inputs which were deformed by
random rotations, translations and scaling. The performance is much better when distortions were only
of one kind, with 100% of the inputs distorted by only translations correctly classified. In the recognition
of geometric figures, the system was able to correctly classify 88% of the inputs which were deformed by
all three kinds of distortions while the performance was almost perfect when the random distortions were
only of one kind, The overall performance for recognition of Japanese Katakana alphabet were warse
- compared to the other two applications. 68% of the inputs with combined deformations were correctly
classified. Even though the performance for inputs which are distorted only by translations or scaling is
very good, the performance for rotationally distorted inputs was about 75%. The main reason for this
loss of performance is that some of the letters in this case are very similar to each other differing by very
small visual features. When patterns that are already deformed are processed with the preprocessors, a
certain amount of superfluous visual features may he introduced during mapping between images. The
system presented here is independent of the application domain and leaves feature extragtion to the
neural network and thus can be applied in other domains with relative simplicity.

Pattern Is ¥ with 0,8718¢9
Candidate was 5 with 0,051803
Oiscrimination ratfo 1s 27.4

Pattern 1s 3 with 0,8072988
Candidate was 5 with @.034283
Discrimination ratio 1s 23.4

Pattern s ¥ with 0,822618
Candidate was 5 with 0.055444
Diserimlnation ratia Is 84,8

A

<]

<]

A

€

Pavzern (s $ with 0.5a3079
Candldate way 3 with ©,041384
Giscriminttion ravio s {4.3

Pattern 1 5 with 0,%527329
Candidate way 3 with 0,050612
Discriminzdion ratio 15 10,4

Pattern is 5 with ©,525%36
Candidate was 3 with 0,072024
Diserimination ratia is 7,3

Figure 24: Classification results with PREP2 for noisy geometric symbols.
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Figure 28: Classification results with

and rotation applicd.

Pattorn ts 3 with @,871818
Candldate was $ with 0.,03160%
Discrimination ratio ig 27,4

Pattern [s 3 with 0,851932
Candidate was 5 with 0©.032829
Discrimination ratlo Is 25.0

Pattern 1s % with 0, 6654583
Candldate was § with 0.029283
Dlscrimination patig ig 29,6
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Pattern 1s 5 with 6,589879
Candidate was 3 wlth 0.041784
Discrimination ratio is 14,3

Pattern is 9 with ©.5227%0
Candidate was 3 wl¢n 6.061937
Digerimination ratla Ix 0.6

Pattern is 5 with 0,56849%
Candidate was 3 with 0.054351
Diserimination ratig is 10.5

PREP2 for geometric symbols with random translation, scaling,

Table 1: Percentage of correct ¢l

under various distortions

torvnmeslh
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Figure 26: Classification results

main geometric symbols,

Pattern Is § with ©.489718
Candidate was 5 with 0,1829%7
Diserimination ratio Is 2.7

Pattern I8 § with 0. 834490
Candidate was 4 with 0.054007
Discrimination ratio is 15.5

Pattern Is ¥ with 0,683378
Candidate was 5 with A, 106959
biserimination ratio is 6.4

Pattern 1s 3 with 0,.70%%
Candlidate was 5 ylth 0, 129465
Discrimination ratio Is 5.5

Pattern 1s 3 with 0.583%68
Candigate was 5 with 0,086862
Biscrimination ratio s 8,4

Pattern Is 3 with 0.qe0596
Candldate was S with 0.060497
Discrimination ratio Is 13.0

Pateern 1s 4 with 0,351476
Candldate wag 5 wlth 9.870720
Diserimination ratio s 5.0

Patteern 1 5 yith 0.,4B796%
Cangidate was 4 with ©,006454
Oiscrimination ratio is 75.8

Paktern (2 5 with 0.419378
Candidute was 3 with ©.104784
Discrimination ratia is 4.0

Pattern {s 3 with Q.744873
Candgldate was 5 with 0, 286256
Oiserimination ratfo js 2.5

e English ‘Katakana ~_ Geometric
_Transformation | PREPI | PREP2 PREF1 | PREPT | PREP?
" Tiotabion O1% | 8% | 7% | 98% | 9%
Scaling 98% | T 94%, 02% | __100% | " 100%
 Translation 100% | "100% 100% | ~100% | 100%
. Combined [~ 89% | 75% 68% | 88% |  §1%
20% noise 8% | 96% | 93% | 100% | 100%
40% noise 92% | 81% 6% | 98% | 91%
Combined & |7 0 o 5% | 89% | 8%
20% noise R S -
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assification for English letters, Katakana symbols and geometric symbols

Pattern is 1 wlth ©,829573
Candidate was 4 with 0.108957
Oiscrimination ratip ig 7.8

Pattern is 1 with 0.745327
Candidate wis 5 with 0.000175
Diserimination watio is 9.3

Pattern Is 2 with 0.,807162
Candidate was 3 with 0,20871%
Discrimination ratio is 3.9

Pattern is 2 with B.660773
Candidate was 3 with 0,200848
Oiscrimination ratlie Js 3.3

Pattern 1s 3 with 0,717909
Candidate was 5 with 0.250264
Discrimination ratio §s 2,8

Pattern Is 3 with 0.757173
Candldate was 5 with 0,045864
Diserimination’ ratin s 16.5

Pattern s 4 with 0,45172y
Candidate was 2 wiin 0,0786808
Discrimination ratie is 5,7

Pattern s 4 with 0,552%(0
Candidate wis 3 with Q.028043
Biserimination ratio ig 19,7

tould not discriminate “ia
Candlidates were 5 with ©,236333
and 3 with @, 130053

Pattern is 5 with 0.45580)
Candidate was 3 with 0.067811
Discrimination ratin Is 8,7

, with PREP1 (left) and PREP?2 (right), on distorted patterns of the five
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Application of Artificial Neural Networks to Pattern
Recognition

Isil Celasun, M. Burgin Gokgoz, M. Kemal Ciliz and Y orgo Istefanopulos
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Abstract

In this paper, the recognition problem of fighter / bomber planes is investigated by
using artificial neural networks as pattern recognition fools. The aim was to remove
noise effects and to represent images in such forms that they are quite smaller in size and
so that compatible with the neural network characteristics. There are lots of ‘redundant
information in images which should be discarded to increase the performance of neural
networks. Five different models of aircrafts are used to train the artificial neural

networks.

1. INTRODUCTION

Reference images are obtained by using a Vidicon camera that is connected to a PC
through a digitizer circuit.The images are taken under bad ( nonuniform ) lighting
conditions to simulate real cases. Grabbed images consist of 256%256 pixels where each
has a value of intensity in the range [0,63]. Then 108*%108 subimages that contain the
picture of airplanes are extracted. Binary images are obtained by thresholding these gray-
level images.

An aircraft which was initially represented by its digitized image is embedded with
Gaussian noise having different signal to noise ratio values ( 6, 12, 18 and 24 ) and with
non-Gaussian noise(Uniform noise in the interval [-9,49] ) Fig.2. Two noise removal
techniques whii'ch are smoothing and cellular neural networks (CNNs) are applied to
remove the noise in the above two cases and then they are compared in terms of
performance. Images of airplanes with two different orientations and distances are taken
in order to test whether the recognition method is rotational and scale invariant
respectively.

Hence, artificial neural network models are used as a noise removal tool and as a
classifier. These issues are discussed in sections 2-and 3.

2. NOISE REMOVING METHODS

Cellular neural networks are used as a noise removal technique in [4]. The main
difference of CNNs is their nearest neighborhood connection structure as compared to a
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fully connected Hopfield net. Neurons are only connected to their nearest neighbors in
the network matrix. Adjacent cells can interact directly with each other and cells not
directly connected may also affect each other indirectly because of the propagation effects
of the continuous time dynamics of the network. CNNs can be programmed to perform
several tasks through their neighborhood connection weights which are also called
cloning templates. A cloning template is a space invariant matrix that shows the
connection weights of the cells in a neighborhood. Connection weights are twofold. A
matrix A that holds the weights for output voltages of neighboor cells, which is also
called the feedback operator and a matrix B that holds the weights for input voltages of
neighbor cells, the control operator. The averaging operator which is used as the
feedback operator, is chosen as the dynamic rule for noise removing CNN. The steady
state of a cell C(i,j) depends on the average of those of its neighbor cells. This feedback
operator has been used both for Gaussian and non-Gaussian noise embedded cases of
images. Cellular neural network gives better performance for all the aircrafts in all
positions when embedded in Gaussian noise’ with different variance valies but
approximately similar results are obtained with using smoothing and CNN when images
are embedded in Uniform noise. To improve the performance obtained, some changes
can be done on the feedback operator for non-Gaussian noise embedded images.

Table 1.
Table presenting the average number of wrong pixels for a 108%108 image after noise
removing process using the two methods discussed above ( "Smth." denotes

smoothing).
G6 Gl12 G18 G24
Smth.| CNN | Smth| CNN| Smth] CNN| Smth.|CNN
EF15 153 | 118 | 154 | 121 | 157 | 124 | 162 | 130
Fl117 119 91 1 134 128 | 134 | 134 | 150 | 150

MIG27 302 | 224 ] 303 | 226 306 | 226 | 306 | 226
MIRAGE 79 36 85 391 86 42 881 43
F16 178 1 129 1811 1391 189 | 145 194| 153

3. CLASSIFICATION

Five types of airplanes are employed for classification which are F15, F16, MIG27,
F117, MIRAGE. To test the recognition performance for the methods that will be
discussed in the sequel, images of airplanes with two different orientations and
distances are taken into account. The planes are rotated about 45 degree to change the
orientation and taken two times far away to scale it. (Fig. 1(b) and (c)) Recognition
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process is performed for three forms of five airplanes (normal, rotated and scaled) with
two type of noise( Uniform and Gaussian with four different variance values):

Recognition process is based on using pecstrum and multilayer perceptron (MLP).
The first aim of using pecstrum is to provide translation, rotation and scale invariance
properties and the second is to provide small input vectors-to MLP. Pecstrum is
calculated by applying morphological operations to the two-valued images. This:
approach is generally based on the analysis of two-valued images in terms of some
predetermined geometric shape known as a structing element.

There exists a well developed morphological algebra which is expressible as digital
algorithms in terms of a few primitive morphological operations. Two of the
fundamental operations are called Minkowski addition and Minkowski subtraction,
Minkowski addition adds two regions on the analytical plane by adding all points of one
region to those of the second: Minskowski subtraction finds points by first taking the
symmetric region{of the second-operand about the origin, and then sélecting those points
if their addition with the symmetric region is on the first region. Erosion operation is
defined as the subtraction of the symmetry of a region from another. If the second
operand is already symmetrical around the origin, the erosion is equivalent to the
Minskowski subtraction. Dilation operation is equivalent to the Minskowski addition.
While erosion has an effect of shrinking the shapes, dilation expands them. Besides the
fundamental operations, two other operations play a central role in image analysis. One
of them is opening which is an erosion followed by a dilation. The other is closing
which is a dilation followed by an erosion.

Pecstrum consists of a set of vectors where each gives the fractional change in the
area of a shape when opening or closing is applied. The image is taken as the first
operand of the opening operation. The second operand is a symmetrical region around
the origin which is called the structing element. Pecstrum vector set is obtained by
applying several opening operations on the original image while increasing the size of the
structing element by a certain amount at each step. Two examples of opening sequences
are illustrated in Fig.4 and Fig.5, Pecstrum is translational invariant since it is not related
to the position but to the area and the form of the shapes. It is also rotational invariant
provided the structing element is a circular one[4]. Pecstrum with above properties is not
scale invariant. However, if every shape is prescaled to a standard area, pecstrum sets
for the images of the same figure with different distances will be close to each other.

The pecstrum consists of at most 6 real values in our implementation (For 5 reference
images; F15: 5, F117, :6, MIG27 : 3, MIRAGE : 5, F16 : 5). Binary form of pecstrum
set is also presented to MLP network as well as pecstrum itself. In this case binary codes
are concatenated to form an input vector to MLP. The length of such input vector is 36
instead of 6, since each element of pecstrum is converted into binary code up to 6 bit
precision. In our implementation, these two options give the same result.

The MLP net consists of few layers where each contains a number of perceptrons.
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Each perceptron in a layer has a connection with all perceptrons of the previous and the
next layers. The network has an input layer of which perceptrons accept the input values
to the network. The last layer of the network outputs the result of the operations. Each
perceptron has a nonlinearity that maps the sum of incoming values to a single output
value. Connections between perceptrons have weights which are multiplied by the output
of the outcoming perceptron to calculate the input of the incoming perceptron. Weights
are adjusted by the backpropagation algorithm while the network is trained.

A neural net consisting of 3 layers is used. The input layer has 36 nodes. Two
hidden layers contain 45 and 30 nodes. The output layer has 5 nodes where each one is
expected to output "1" while the others "0" for each airplane.

This method which is based on artificial neural network is compared with a
conventional one which makes use of Fourier descriptors(FD) in shape representation.
FDs in shape representations are also translational, rotational ans scale invariant. In this
representaion a closed contour surrounding the shape is sampled by a certain number N
of points. The axis and ordinate of each point constitute the real and imaginary part of a
complex number respectively. Then a set of N complex Fourier coefficients are obtained
and calculated by :

N

1 1
N

n=

fy= Zy exp(-j2nkn/N)
1
where k = “111,..., Ny With ny+ny+1 = N.
These values are taken as N=128, n1=63 and ny=64 in the implementation,

Comparison between two FDs F and G can be achieved by crosscorrelating them by the
formula:

L2 g
= : s -2
C = max IN kzgnl ”fk" “gk” exp (~j2nkn/N) |
or
ng  f ox o .
- 1 k " 8k i
¢ = max IN k—gnl T gyl exp (-j2rkn/N) |

where gy’ is equal to g, 5-np-k then a distance term between them is d(F,G)=min(d , ")

where d2 = 2[l-c] d?= 2[1-¢"T with d' being the distance term for the flipped form
of the original shape. First five FDs for five different types of planes used in the
application arc found and stored then at the classification stage , a Fourier descriptor
computed from the new image is compared by each of those five FDs. The minimum
distance is taken for the classification scheme.




4.SIMULATION RESULTS

Simulations are done on a 286/16 PC with coprocessor and Turbo Pascal 6.0 is used
as the progmmmmg, language. Once the FDs of reference images are computed the
recognition process of new coming noise removed image is completed in exauly 60
seconds. On the other side once the network is trained, the computation of pecstruin and
recognition by the network takes 25 seconds for an image in average. The result of two
classification methods are presented in Table 2. Fourier descriptor method best
recognizes F1S but for example F16 is generally misrecognized as being confused with
F15 in recognition. Pecstrum plus MLP recognizes F15 and F16, MIG27 almost in all
cases. This method has the best performance at recognizing the similarly oriented planes
with the reference planes and close performances in rotated orientation and the scaled
cases

Table 2.

Comparison of the two methods in recognition of the airplanes ("Pec." denotes pecstrum

and B , 4 denote the correct recognition for FD and Pec.+MLP respectively)

Noise Fi5 F117 MIG27 MIRAGE Fl6

Pee.t FD Pec.+ FD Pec.+ FD Pec.+ FD Pec.ok

FD MLP
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(©)
Figure 1. Gray level images of F15 (a) 108* 108 refercnce image , (b) 45 degree

rotated, (¢) two times dislant pose .

Figure 2. Noisy images of F15 (a) Gaussian noise with variance 18 is added
(b) Uniform noisc is added.

CNN

(b)

Figure 3. Binary forms of noise removed version of F15 by smoothing (denoted by S)
and using CNN of (a) Gaussian with variance 18 ( denoted by G18 ) (b) Uniform noise
(denoted by U) added image of FI5
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Figure 4. Opening sequence for F15. .

Figure 5. Opening sequence for MIG27.




§. CONCLUSIONS

With using the morphological propetties such as thickness ratio, relative area of
some components of the shape, different pecstrums are available for all airplanes. 8o, in
the recognition of objects with silhouettes like airplanes pecstrum provides good results,
On the other hand, Fourier descriptor method uscs the contour characteristics
(frequency) of the shape. Since the contours obtained from the shapes of some planes
are not much different from each other, 'FIY is not as good as 'pecstium + MLP' in
recognition performance for all cases discussed previously .
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Abstract

_This paper provides one solution to the complex problem
of  segmenting Ottoman words and subwords into  their
ipdividual character components. Such a procedure 1is a
critidal component of being able to recognize and translate
Ottoman written text automatical via computer intoc modern
Latin character based Turkish.

1. INTRODUCTION

Much Ottoman printed text exists which has painstakenly
been translated into modern Turkish by humans able to
understand and decipher this type of writing. The objective
of the current research is to provide for a computer based
system based on scanned text which may automatically and
systematically translate Ottoman intc modern Turkish. What
makes part of this work difficult is the nature of the
Ottoman writing itself in that it is cursive, sometimes
connected, overlapping, and includes marks above or below
words and characters. Furthermore, the shape of characters
varies based on their position within words or alone.

The important  problem of character segmentation is
encapsulated in the whole recognition system shown in figure

Text~-—~>SCANNER---Binary image file~-->PREPROCESSING~---

~=-~3»CHARACTER ~ —--Segmentation-—-~>CHARACTER =  ~-——-—-
BEGMENTATION vaectors POSTPROCESSING

~—-->Character ~m 3SCHARACTER ---=>Latin character-~
Identification CLASSIFICATION counterparts
Vectors

P TRANSLATION S8YSTEM-—---»Translated text in Latin based
character set

Figure 1. Identification system

267




As can be realized in figure 1, without proper character
segmentation, the remainder of what follows will be a
multiplicative error. Thus the better segmentation is
achieved, the better the identification.

2. METHODOLOGY

Much investigation has been made by the researcher
into the most current literature concerning Arabic text
recognition. Little if none of the literature directly deals
with Ottoman text; however Arabic text has very similar
characteristics and problems. From this work the researcher
has come to the conclusion that in order to form any sort of
systematic segmentation, one must strive for some type of
commonality in the text as a starting point and then process
each line of text individually with systematic vertical and
horizontal scanning. This scanning must incorporate some
particulars of the Ottoman writing by becoming somewhat
familiar with the writing.

The intent of this paper is to present the basic
details of a different approach for Ottoman character
segmentation. The exact detalls of the alogrithm and program
are not included due to preference of nondisclosure to the
general public at this time.

3. NOTATIONAL FIGURES

Figure 2 below establishes the notational references
tco be utlized in the discriptive alogrithm to be given in
the next section. Reference should be made to these figures
as needed.

ymin yb ymax

Nx 0 Nx 0 0 xril
———————————— <ymin %22%%2 xl1
text line of text 7 Rr2

frame veeensess |<ybase (yb) é%%%%g -x82.1
i e —— <ymax | %12
Ny . . 7 1 Xrd

N . ) y ‘-Xbr'k3 1

. . %} -x83.1

Ny Nx | <)% 7 |x13
ybrk3.1

(a) (b) (c)
Figure 2. Notational references

(r=right, l=left, s=segment, brk=break)
Xxr,xl -~ lst pass, xbrk,ybrk - 2nd pass, xs - 3rd pass
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4, SECMENTATION ALGORITHM DESCRIPTION

Given below, in several parts, is a word description
of the segmentation algorithm. Refer to figure 2 as
required.

< ‘PREPROCESSING >
Establish ymin, ymax, ybase, for line of text

' (1) Scan with a horizontal (one pixel wide) scanline from
(x,y)=(0,0) towards (0,Ny) and mark they-coordinate where an
initial line of black pixel(s) is (are) detected as ymin;
mark the y-coordinate where white pixel lines (white pixels
along entire horizontal scanline) white count (WC) threshold
Twe ag ymax (note: WC reinitializes to 0 if at anytime
before Twe is reached, & line of black pizel(s) 1is (are)
detected) . :

(2) ybase is established for the horiZontal line detecting
the greatest count of black pixels (BC)jalong the scanline as
the . scan proceeds From (0,ymin) in thé increasing vy
direction; in situations where ties cccur, the most current

line is the baseline.
Filter and thin line of text
(1} Median filter line of text

(2) Thin text image line between [0,ymin] and [0,ymax] from
(0,0) to (0,Nx)

< SCANNING >

Scan ' right to 1left to determine major character/word
segmentation zones (1st pass)

(1). Scan from right to left (x=0 to x=Nx) using a vertical
(one pixel wide) scanline bounded by [ymin,ymax].

(2) Mark the x-coordinate of black pixel(s) detected
anywhere along the vertical sgcanline as xr, mark the x-
coordinate of the first white pixel line (white pixels along
entire vertical scanline) detected after the detection of
black pixel(s) as xl. That is,  =xr and x1 correspond to
detecting an alternating pattern of black pixel(s) and white
pixel(s), ([....1//7//] X R R L
X! Xr

xr2 - x11

(3) Continue (2) until no other alternating patterns are
detected.
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Scan to determine hidden caharacter separation (2nd pass)

(4) For the x-coordinate posgitions bounded by [xr,x1], begin
scan from y=ymin towards ymax and mark the y-coordinate of
the first black pixel(s) detected along the horizontal
scanline occurring after a pattern consisting of line(s) of
black pixel(s) then line(s) of white pizxels detected as york
(indicates a break in character along the vertical).

(5) If (4) occurred, extract (by making all white (0)
pixels) the section bounded by [xr,xl;ymin,ybrk] and then
scan with a vertical scanline from xr toward x1 and mark the
x~coordinate of black pixel(s) detected anywhere along a
vertical scanline after a pattern consisting of black
line(s) followed by line(s) of white pixels as xbreak
(indicates a break in character(s)).

(6) Repeat (4) and (5) until no others are found; (4) and (5)
implement a pruning operation to detect hidden character
separations where hidden characters are caused by overhanging
(above or below characters/words) vertically disconnected
line(s) or dot(s).

Scan to determine character separations not caused by hidden
character situations (3rd pass)

(1) Begin scan from xr towards x]1;

(1.a) in memory stack SB (baseline stack) push into stack
black or white pixels detected along ybase keeping a count
of BC and WC pixels;

(1.b) in memory stack SI (pseudoimage stack) push into stack
black pixel or white pixel not along ybase; this implies that
even if there is more than one black or white pixel detected,
not occurring along ybase-coordinate, only one black or white

pixel is recorded as being pushed into SI (thus a pseudoimage
results);

(1.¢)

{i} if comparison of SB and SI (at the same stackpointer
(SP) location) indicates SB (white), SI (white) segment at
the white x-coordinate as xs ( WC(base)=0 remains );

{ii} if comparison of SB and SI indicates §B (white), 8SI

(black) start WC and if WC(base) > Twc segment at WC=0 as
XS

{iii} if comparison of SB and $I indicates SB (black), ST
(black) start BC and if BC(base) > Tbe segment at BC=last
count ag xs;



{iv} if comparison of 8B and S8I indicates 8B (black), SI
(white) start BC and if BC(base) > Tbhc segment at BC=last
count at xs;

Note: 1. WC(base) and BC(base) reinitialized to zero (0)
each time a new count begins,

Note: 2. if for 8B (white), 8I (white), (xs=xr or xl) WC
remains at 0 count until a situation other than 8B (white),

SI (white) is encountered,

Note: 3. ii and iii are hidden zone separations and thus may
yield a loss of information of one character and an addition
of information to another character; adding information may
yield a more difficult classification problem since it
results in a more unpredictable situation, than loss of
information, due to wider variations to contend with; when
part of a character may be lpst, some tolerence in character
variations may be allowed to yield identification.

Note: 4. iv may result in segmenting a whole character
(between xr and xl1); if identification is not possible for
xr to xs and xs to x1 then reclassification for
identification may be required for xr to xl as a whole.
5. OVERVIEW OF IDENTIFICATION PROCESS

80 as to highlight the major steps involved in the

Ottoman  character identification scheme  and where
segmentation fits into all of this, presented below is an
overview. Those steps between the dashed lines are steps

beyond segmentation.

(1) <Preprocessing> .find ymin,ybase,ymax for a line of text
.median filter a line of text .thin a line of text image.

(2) <Scanning for Segmentation>

+1st pass: .locate major character/word segmentation zones
.2nd pass: ,locate hidden character separations due to
vertical breaks caused by line(s) or dot(s) .3rd pass:
.locate any other character separations not covered by 1st
and 2nd pass conditions.

(3) <Segmentation Coordinate Vectors> Vri, vr2, V3, ...,V
where Vri=[1Vri, 2vVri, oo RVLL]; 1vri=[xri,qgi],
gi=xbrk;xsi; 2vri=[qi,g(i+j)], gi=xbrki,xsi;
kVri=[qi,xli].

T em Am e e e e o e A em ma me e e e M A R B em ed b e ok e ea mme dam e

{1} Each vector indicating an 1isolated character is
unthinned by adding one pixel to each of the four sides of a
character skeleton pixel.
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{2} Perform edge detection to obtain a character contour.

{3} PFind Fourier descriptor (¥FD) vector of a character
contour.

{4} FD vector is utilized as input to a neural network
classifier to identify a character in the Latin alphabet
;(modgrn Turkish) according to an established rule base.

- vew amm s e e Gme e ke ewm e o e ww wm e W Aem e ke kA mem A mes sam s e wew  mew

6. SEGMENTATION/IDENTIFICATION PROGRAM STRUCTURE

Shown below ig how a program may be structured so as
to achieve Final identification  encompassing the
segmentation phases. It should be emphasized that Contour
implies use of an edge detector to leave only a character
image edge, Fourier Desc implies utilizing . Fourier
descriptors of a character image contour so as to uniguely
label characters, and Classifier implies use of a neural
network classifier for character identification.

<<MAINS>
[1] CALL SEGMENT [2] CALL CHARACTER [3] CALL CLASSIFIER

[1] <SEGMENT> (1.1) CALL PREPROCESS (1.2) CALL SCAN RET MAIN

[2] <CHARACTER> (2.1) CALL LOCATE_CHAR (2.2) CALL UNTHIN
(2.3) CALL CONTOUR (2.4) CALL FOURIER_DESC RET MAIN

[3] <CLASSIFIER> RET MAIN

[1.1] <PREPROCESS> (1.1.1) CALL LINE (1.1.2) CALL FILTER
(1.1.3) CALL THIN RET SEGMENT

[1.2] <scan> CALL FIRST_PASS CALL BSECOND_PASS CALL
THIRD_PASS RET SEGMENT

[2.1] <LOCATE CHAR> RET CHARACTER
[2.2] <UNTHIN> RET CHARACTER

[2.3] <CONTOUR> RET CHARACTER
[2.4] <FOURTER_DESC> RET CHARACTER

7. TYPICAL APPLICATION
Here a typical piece of written text is subject to the

rules of the aformentioned algorithm to show the workings of
the algorithm. Refer to figure 3.
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(1)

(i-1)

(1)

Figure 3. Typical segmentations

The three typical situations are typified above and include
some segmentation situations for Ottoman characters. However
shown below is a particular case which should be mentioned.

e 4 vl

oty e e
,é’:;;}*}ﬁg,@w e pinels vertical soan-
» TR ) Sy Vine before blaek
xwmmmllm%xL(xQ

If a case shows only an x1 occuring at the same point where
an xr is expected, then that segment point receives a double

label as xl (xrx).

8. CONCLUSION

A segmentation algorithm has been presented for
Ottoman characters, The algorithm examplifies a systematic
approach to the problem and differs from previous work for
Arabic—like text in that the common text ' baseline is
utilized for making some decision for segmentation
coordinates. Like so many others, the algorithm is not
expected to be foolproof due to the nature of Arabic-like
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writing and its varations &and anomalies. However the
approach presented is new and holds promise to yield
reasonable results with future refinements expected as
special cases warrant.
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Abstract

Recognition in parallel is costly to implement. Achieving a recognizer with feasible
complexity and cost requires a compromise between parallel and sequential processing. Dividing
operation in timeia vision, seeing a part-of the scene at a time, one needs to find ways first, to
map spatial relations into temporal relations and second, to compare temporal signals. In the
literature the name sefeerrve atfention is employed by which a system selectively concentrates on
parts of a given signal, one at a time.

In such a model one wants to be able to learn, Definition of a visual object consists of the
content of the parts of the image seen one at a time, i.e., features extracted in each fixation, and
the trajectory followed while seeing thoge so as to be able to take into account their relative
positioning. Learning of such definitions should proceed in an incremental manner; one starts
from short sequences where rough features are used to define abjects. As similar objects are
encounteved, [onger sequences and finer features need be extracted. Two learning algorithms,
named Grow-and-Learn (GAL) and Grow-and-Represent (GAR) for respectively supervised
and unsupervised learning, have previously been proposed towards this aim (Alpaydin, 1990).

' This paper, in the first two sections, explains the ides and gives supporting theories from
neuroscience and psychology. How such a recognizer achieves transtation invariance is shown.
Various compartments of such & system, ¢.g., pre-attentive, attentive, and associative levels, are
analyzed. Difference is stressed between internal and external forms of attention, commonly
confused. Saccadic system in vision, as one form of external atention, is explained.

Ozet

Tamamen kosut bir tanima, gereksinim duyulacak sistemin karmasiklifis ytzinden
pahalidir ve her zaman olast olmayabilir. Gergeklegtiritebilecek bir karmagikliga ve fiyata sahip
bir taniyict, ancak kogut ve siralt islemin beraber ve uygun bir kultammu ile olasidr. Gormede,
butin girdinin bir anda islendigi kogut bir sistem yerine, etkin gormede onerdigimiz, belirli bir
anda sistemin sadece bir bolim girdiyi alip, Kogut islemesi, bitin gorintiyd tanyabilmek igin
ise, zaman iginde “dikkat’ini gorintiniin gesitli bolimlerine, sira ile vermesidit. Bunu
gerceklestivebilmek icin '

[1]  uzay icindeki iligkiterin zaman igindeki iliskilere cevrilebilmesi,

[2]  bir anda degilde zaman iginde parga parca altnacak simyallecin uygun bir sekilde
saklanabilmesi ve karsilaguritabilmesi

gerekir. Bir sistemin zaman iginde segerek sinyalin geyitli boliimlerini parga parga ve stea ile birer

birer islemesine seprer oifkar ading verebiliriz,

Bdylesi bir sistemde ogrenmek de istenebilir. Bu durumda bir cismin tanum

[1]  her goriinen bolimdeki onemli ozellikler ve

2] birbirlerine gore zaman ve vzay icindeki konumlarindan

olugur. Boylesi tanimlar 6frenme sirasiada detaylapabilir, dolayist ile degisebilir. Ornegin, itk
basta cismin bir kag kaba ozelligi bu cismi digerlerindan ayut etmeye yetebilicken, zaman icinde
benzer bagka cisimlerin Ggrenilmesi ile, cismin bagka boltunlerine de bakimak ve daha detaylt,
ince ézelliklerin bulunmast gerekebilir. Yapay sinir aglars ile boyle bir d§renmenin yapilabilmesi
igin, ogrenme yordamlarnin ag yapisint da defligtirebilmesi gerekir, Boylesi yordamlat yine bu




sempozyumda anlatilacaktir.

Psikolojik ve norofizyolojik teoriferin etkin gorme fikeini nasil destekledigi antatilmis ve
boyle bir sistemin geyitli pacrgaiari, dikkat oncesi 1glem, dikkat, bellek ve tanima katmanlary,

tamtslmagtar. Sik olarak karistirlan i ve diy dikkat arasindaki fark anlatilmuy ve goz hareketlert,

bir ornek ofarak verilmigtir. Gergeklestirilmiy bir benzetimde yer degistirmeye degfiskensizligin

nasil oldugu ve sistemin nasil daha genellegtirilebilecegi antatmugtar,

{. INTRODUCTION
The feature idea implies checking for a particulac value combination at a certain part of
the image, i.e., the receptive field. The problem with this approach is that when the possible

nutnber of features or the image size gots large, one encounters the problem of comébinatorisl

[

explosion one reaches a hierarchical cone size that is no longer possible to implement. -

Assigning one unit to check for a certain feature at a certain position, i.e., conjunctive encoding
(Hinton et al., 1986), one arrives to a number that is not plausible neither from the point of view
of engineering nor neuroscience. ,

One way to get around this problem is to divide the recognition process into several
subprocesses in time. Instead of performing the recognition process all in parallel, one divides it
into a segurence of partial recognitions, each one being realized during & certain period of time
according to 4 certain order. Thus a compromise between parallel and sequential processing is
envisaged. One implements a small cone that is fed by only a small past of the image, which
performs basic feature extraction in that restricted region all in parallel. The scope of this cone
can be changed and thus other parts of the image can be sampled in later steps of processing.
The result of these samplings are combined in time till the system gets enough knowledge to be
able to identify the image content.

Whereas spatial data are presented in parallel, temporal data are presented serially, A

|

finite temporal window must be used and events over a longer period of time must be

sufficiently abstracted, i.e., by extraction of features, so that they can be efficiently represented
and processed internally. Successive fixations should be generated to sample the image and
these samples should be processed and abstracted to generate a temporal context in which results
can be integrated over time. Temporal expectations, as [ will talk about later on, can be generated
to control further operation. Thus, it is one of a time-varying data interpretation task (Tsotsos,
1987).The system then has the structure seen in figure 1. '

There is an "eye" that looks at an image but which can really "see” only a small part of it.
This part of the image that is examined in detail is called the "fovea." The fovea's content is
examined by the pre-attentive leve/ where basic feature extraction takes place. This level
corresponds to the small cone I have mentioned above, where all the processing is done in
parallel. Sampling a part of the image is also called a /xaroq moving eye from one part to
another is a swccade and is governed by an oculomotor system The output of the pre-attentive
level is fed to the cognitrve feve/ which has two functional components: srzemtive and
assocrative Although processing at the pre-attentive level is bottom-up, i.e., driven by input,
processing at the cognitive level is at a higher level relating to long-term plans of the system
which requires a fogg-term memory: In. this memory, definitions of classes that are to be
recognized are stored in an absteact form based on the features detected by the pre-attentive level.

The search through memory, given a seties of fovea samplings, is performed by the associative

part.
The attentive part induces the oculomotor system to move the eye from one part of the
image to another. To minimize recognition time, the attentive part shouid be able to find where

{

{

are the parts that convey most discriminative information, For this, one should find a criterion of (

being "interesting,” which then should be applied to all points in the visual field and the eye

should then be turned to the maximally interesting point. The idea of exchanging spatial refations '
with temporal ones is mentioned by Pitis and McCulloch (1947) calling it zfe exchangeabiliy of

space and time Feldman and Ballard (1982) also touch the point briefty.
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Figure 1. Structure envisaged when vision is a temporal process.
2. SUPPORTING THEORIES FROM NEUROSCIENCE AND PSYCHOLOGY

This section is a short summary of what is known of the processing of form in the visual
system and saccadic eye movements. For more information, one may refer to (Hubel & Wiesel,
1977y (Hubel & Wiesel, 1979) (Kandel & Schwartz, 1985) (Sparks & Jay, 1987) (Robinson,
1987) (Grant, 1988) (Hubet, 1988).

We all have eyes whose acuity is more than 10 times greater in fovea than in the
periphery. Recognition of an object whose reflection on the retina is bigger than the fovea
necessitates sacéadic eye movements to be able to have all the "interesting” parts of the object fall
onto the fovea. When the object is still bigger, we need to move the head and eventually the
body as well. The machinery dedicaled to analyse a part of the visual field decreases
exponentially as eccentricity, i.e., distance to the center of the fovea, increases. This is valid
both in the retina and ia the visual cortex. Higher spatial frequencies, i.e., details, can be
detected in the fovea which are Jost in the periphery.

Of the twa types of ganglion cells in the retina that are related to processing of form, the
X cells have small receptive fields and thus respond to details; they are concentrated in the foveal
region of the retina. The Y cells have larger receptive fields and thus respond only to coarse
features. Y cells transmit faster and are believed to carry an initial crude analysis of form. X cells
are thought to be involved in the detailed high-resolution analysis of the visual image.

- The X cells project to the lateral geniculate nucleus (LGN). The Y.cells project to the
LGN and to the superior cofliculus (SC). The third type of cells in the retina, the W ceils, project
exclusively to the SC, SC is responsible for saccadic eye movements. The difference of
processing for different spatial frequencies, detail and crude form, is also kept in the LGN and
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in later steps of processing in the visual cortex and other areas of the brain.

The parvocellular pathway starts from the layers of the LGN fed b y the X cells and
reach the visual cortex (V1, V2, V3, and V4). Simple, complex, and hypercomplex cells in the
visual cortex extract lines of around 18 different orientations. The results are passed to the
inferotemporal cortex which is a region where high-order associations are stored. In monkeys,
lesions of this area, result in deficits in the rate of leacning of visual tasks. The X pathway thus
is thought to be concerned with visual discrimination learning.

The second, so-called mapnocetlo/ar pathway starts from the LGN layers fed by the Y
ganglion cells of the retina which then project to the visual cortex. The cells in the visual cortex
who ate part of the magnocellular pathway (V1, V2, and V3) project to the medial temporal aren

{

[

{

;

(

{

(V5 or MT) and from there to the posterior parietal cortex and then to the frontal eye fields which

in turn project to the SC. This pathway is believed to be concerned with movement and ,

attentional aspects. Certain cells in the paretal cortex respond to visual stimuli or during visvally
guided movements. These results are consistent with the notion that the parietal cortex is
involved in processes associated with attention to the spatial analysis of sensory input and
perhaps with the manipulation of objects in space. In pacticular, the activity of the cell is
enhanced when the animal pays attention to the stimulus. When connections from {frontal-eye
fields are lesioned, patients cannot initiate voluntary saccades. They may however look
compulsively at objects that appear abrubtly in the periphery, even when told not to do so. It is
thought that this behaviour is caused by a SC response that has been released from higher
control by the lesion,

SC is thought to be exclusively involved in saccadic performance and is believed to
translate visval input to oculomotor commands. The superficial layer of the SC has a retinotopic
organization. It receives visual input from the retina and the visval cortex as mentioned and these
inputs are maintained in register, that is, a region of the SC that receives inputs from a specific
retinal region will also receive input from an area of the visual cortex that processes information
about the same retinal locus. It also receives projections from the SC. The deeper layer is a
motor map. Neurons coding for the spatial location of the stimulus as well as for the direction
and amplitude of saccades are arranged topographically, There is no evidence of direct
connections between superficial and deeper layers however.

Added to this complexity is the existence of a thalamus which receives projections from
almost all parts of the brain and which seems to project back everywhere as well. Information on
any given modality is transmitted first to a primary cottical area and from there, either directly or
via the thalamus, to successions of higher areas. The pulvinar of the thalamus has inputs from
the SC and the primary visual cortex (V1) and has reciprocal connections with the parietal,
temporary and occipital (V2 and V3) cortices,

Treisman proposed (Treisman & Gelade, 1980) that there is a parallel, pre-attentive
system that performs extraction of disjunctive features only. The attentive system operating on
this is a serial, i.e., sequentially operating, system incorporating a focus of attention and that
deals with conjunction of features. Ullman also proposed (1984) that a "base representation" is
computed in parallel everywhere which is then processed by a set of “visual routines” to find
spatial relations like connectivity, inside-outside, etc.

The basic idea underlying parallel versus temporal processing can be explained as
follows. Let us say we want to detect if there is a green T somewhere in the image. In a paraitel
scheme, we implement a “T-detector” and g greenness-detector” and place them everywhere
over the image. We then can say that "there is & green T" if both two detectors at a certain locus
fire together. Thus we check for the conjusiction by assigning an additional unit checking for that
condition which we need to have at all loci throughout the visual field. To be able to recognize
such combinations, one need to have detectors checking for such conditions. The problem,
additional to cost, is that, if you do not have a "pink-P-detector,” you will pot be able to detect
it

In the temporal version, the T-detectors and greenness detectors are the same, but no
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conjunctive units are there. Instead, one has an attentive system, which first detects that there is
a T somewhere by attending to the output of form detectors. This fact and its position in the
visual field is recorded in a short-term memory somehow. The attentive system than attends to
the output of color detector units and checky if the greenness detector iy active also at the same
locus. It is as if the attentive system has a "searchlight" with which first the form and later color
detectory are highlighted, '

The ability of selective attention in a general sense implies being able to extract, from a
background of data, that part of the signal that is most relevant or interesting, e.g., one object in
a scene cluttered with many objects, one speaker in a "cocktail party,” etc. '

3. LEARNING

There are two problems that one encounters when one wants to implement an attentive

visual recognizer:

{1}  Spatial relations should be mapped in a way into temporal relations. This is done by

. having an eye that sees a small part at a time but moves around over the image in time.

Thus scene content is defined as a sequence of the content of the eye fixations. Such
contents need be represented in an abstract form by a process of feature extraction,
Additional to the content of fixations, the trajectory followed by the eye over the image
need also be represented in a manner as to be able to take into account the relative spatial
positioning of eye fixations, e.g., using polar coordinates relative to the previous
fixation,

[2]  Once such a sequence is generated, it should be represented in & certain way and used to
look for a similar one during recognition or stored in the case of learning.

To be able to carry out the learning and recognition process as rapidly as possible, one
looks for shortest possible sequences that allow one to differentiate between individual objects.
This implies a somewhat on-line learning process in an incremental maaner by quick changes on
such sequences. One starts from short sequences where rough features are extracted during
fixations, As similar objects are encountered, longer sequences and finer features need be used
to be able to extract finer differences.

As previously mentioned, learning such sequences should be made very guickly,
preferrably at one-shot. One cannot carry out an iterative, gradient-descent based procedure
because first, there is not enough time for many iterations, and second, because iterative
procedures’ error definition is the sum of the errors on all of the vectors, other patterns, i.e.,
sequences, should also be explicitly stored somewhere as a training set in which one pattern gets
modified or added and then the whole set needs to be learned once more. To get around this
problem which appears due to the fact that weights are shared to store patterns, one can employ
a local representation based on a competitive scheme where modifications in one unit do not
affect the other units' weights. Grow-and-Learn (GAL) (Alpaydin, 1990) is one such algorithm
for learning of categories where learning each pattern takes one iteration which sometimes do not
require any modification of the network at all.

In the case of extracting the content of individual fixations, one needs to know the salient
features, If learning is required, those should also be learned. The content of the fixation is then
coded using a set of features, as the output of a set of feature detectors (Barlow, 1989), During
an incremental learning process, the system should be able to add new features when
significantly different patterns are encoumtered. What is more, as similar objects are
‘encountered, to be able to- differentiate between them, one requires a learning process that can
automatically pass from coarse to finer features. These conditions ave satisfied by the Grow-and-
Represent (GAR) learning algorithm (Alpaydin, 1990) which is an incremental algorithm for
unsupervised learning.
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4. PRE-ATTENTIVE AND ATTENTIVE LEVELS

As fovea covers only a small part of the image, to be able to recognize an image, one
needs to make a series of samplings moving the eye from one part to another. The attentive
system, as mentioned previously, decides where to move the eye next, Relative positions of
successive fixations should also be taken into account so that the trajectory followed can be
known.

One strategy is to start from upper left of the visual field and scan sequentially till bottom
right. Although this is feasible, it is not very intelligent. An intelligent strategy would be osie that
minimizes the number of fixations as this will decrease recognition time. This can be achieved if
one can find a measure of being "interesting” and then look at enly the interesting parts. A
region, once looked at, is no Jonger interesting. Thus, top-down, memory-based information
also has its part in the criterion that makes a region "interesting.” ,

.. The bottom-up, i.e., input driven, component of the criterion of being interesting, first
of all, should not be too difficult to compute as it needs to be computed in parallel for the whole
visual field. On the other hand, it should give useful information. Events having smalter
probabilities convey more information. Discontinuities are those parts that are not very probable,
50, discontinuities are interesting, Discontinuities in an image are sudden changes in intensity,
e.g., edges, lines, line-ends, corners, ete (Hebb, 1949) (Ullman, 1984).

This implies using a low-resolutjon filter to detect such discontinuities throughout the
image in parallel everywhere. The functional system that performs an all-paralie! extraction of
basic features is called the pore-amentive lovel (PAL). It is comiletely input-driven in the sense
that it is not in any way affected by any higher-level part like a long-term memory or any
previous partial rexults, Although PAL, carries out & feature extraction everywhere in parallel, the
features detected are still represented locally on a retinotopic map; they are not tried to be mapped
to higher order semantic features or classes. Thus, no association takes place there. PAL
network does not need to be plastic; when it is, the learning is unsupervised.

So PAL first catries out a crude analysis of the periphery of the visval field, i.e.
parafavea. This is to decide where next to fixate, and once a fixation is made, PAL also carries
out a detailed analysis of the fovea to extract features that would allow the system to recognize
classes. PAL thus has two outputs:

[1] To the attentive level, crude features detected in the parafovea,
[2] . Tothe associative level, detailed features detected in the fovea.

. It does not take too much imagination to propose that this pre-attentive processing is
carried out by the visual cortex, The X pathway, passing through V1, V2, V3, and V4 carries
out a detailed analysis of the fovea and Inter projects to the associative part, the inferotemporal
cortex. The Y pathway passing through V1, V2, V3, and V5, later projects to the attentive part,
the posterior pareital cortex and the frontal eye fields.

The superior colliculus has inputs coming from three sources: retina, visual cortex, and
frontal eye fields. One can also conjecture as follows, As Y ganglion cells take time derivatives,
the first is probably related to reflex. The second input source, the one from the visual cortex,
corresponds to the bottom-up criterion of being interesting. The third one, from the frontal eye
fields, is concerned with top-down, voluntary, learned control of the eye movements and thus
corresponds to the top-down part of the criterion of being interesting. The thalamus then acts as
a policeman mediating between the top-down and bottom-up demands on the superior colliculus.

The eye movements in the beginning are directed by the low-level information coming
from the pre-attentive level giving a symbolic version of the content of parafovea. As more
fixations are made, the associative system generates hypotheses about the identity of the scene
and then the attentive system directs the oculomotor system to check for certain conditions

through a mechanism of selectsve attention For example, "this letter can be ‘y', check if it has a
tail. "
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Types of atteation

One should note the following point which was also made before. The type of
coordinates one uses depends on the medium in which attention is made, thus the type of
attention. ,

[1] One perceives the image, optionally processes it to get a more absteact form and places it
in'a memory which is preferrably retinotopically organized. In such a case, attention implies
extracting one part of the memory, i.e., 3 memory to memory copy. This type of attention may
be done for any modality and is not limited to eye movements or vision, it may be called snermal
attention Tn this case, one has absolute coordinates which are in fact memory addresses. The
memory to memory copy is done by enabling one part of the memory and disabling the rest. For
example, Crick proposed (1984) that-the thalamic reticular complex does a similar job in
enabling one part of the thalamus.

[2]  The second type of attention is directly related to eye movements. Here, attending to
another part means receiving a different part of the signal, i.e., looking ut a different part of the
image, what we can call exters/ attentfon In this case, one cannot use absolate coordinates
because the only coordinates available are retinotopic, viewer-centered, and as eyes move, those
change. In such a case, the most logical is to use relative coordinates, the displacements made
while making a saccade. So, the position of each fixation is coded relative to the previous one.

The best compromise between cqst and speed is when one stores an gbstract and rather
rough version of the complete image in memory using which a first evaluation is made. When a
more detailed version of any part is required because it is "interesting” enough, the eyes ace
moved to that region and a detailed analysis is made. The memory is organized in a retinotopic
manner, What is important is that when the attentive system decides to cosicentrate on one part of
the image based on the memory content, the mapping from the memory address to a retinotopic
address should be done so that proper command signals can be sent to the motor units
controlling saccades. This is for example critical when the memory is not allocated in equal
amounts to parts of the visual field. In the retina and the visusl cortex for example, more
memory is devoted to regions closer to the center of the visual field. Grossberg aad Kuperstein
(1989) show tiow such mappings can be learned.

5. CONCLUSIONS

In rich environments where the' dimensionality of the signal is high or when class
definitions are complex, parallel recognizers need very many units. Assigning one unit to check
for one value combination at one particufar position, one soon reaches a very big number which
best can be explained using the term comébinatorial explosion However, to be able to get
systems with a reasonable amount of complexity, vision may turn into an operation through
time. In this way, spatial relations are miapped into temporal ones, Evidence shows that this is
also the strategy chosen by nature.

‘ Although the idea is promising, still more work needs to be done. Especially, a
mathematical framework is required by which temporal operations can be defined and
processed. The advantages of this approach cannot be underestimated:

[1]  The complexity of the system is reduced at the expense of slower speed.

[2] A reasonable pattern-recognition task requires rietworks containing on the order of
thousands of units. We are far away from being able to build such machines,and it seems as if
we are bound for still some more time to' sequential hardware, It is therefore a better idea to get
the best of it by applying a sequential’ high-level strategy on it. At the low, basic feature
extraction level connectivities are local, generally in the form of convolutions. Processing in
these levels can be easily parallelized and hardware for to handle such local combinations are
feasible like cellular automata machines or convolution filters. At the higher levels where
connectivities are large, one either needs very complex hardware or look for simple sequential
solutions because sequentiality when propetly introduced, simplifies the system operation a lot.
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(3]

The third advantage is that sequential processing is a domain we know alveady. For

decades, computer scientists worked on grammars, finite-state machines, parsing etc. One very
popular approach in pattern recognition is syntactic pattern recognition where considerable work
has been and is being done. One may, by a compromise as proposed by temporal vision, profit
from all this experience.

[1]

[2]
(3]

[4]
[5]
[6]

(8]
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Dzet:

Renk, nesnelerin tammmasinda cok osnemli bir bilgidir.
Rengin dogru kullanilmas:, bir ‘"yapay go6rme sistemi'nin
giclinii ve verimini bityiik miktarda artirmasina ragmen, yanlig
kullamm ise bdyle bir gistemin verimini oldukca
difsiirebilir. Yapay gorme uygulamalavinda rengin etkili bir
sekilde kullanilmas: digin tamamlanmig bir kurallar seti
gelistirmek miymkiin olmamasina ragmen, insanin renk gdrme
sistemi temel alinarak, elde bulunan renk teorileri
yardimiyla genis manada baz; temeller kurulabilir.

Bu caligmada, bugiine kadar gelistirilmis renk teorileri ve
renk modelleri (uzaylari) kisaca tarif edilecektir. Renkli
resim igleme ile 1lgili bu teorik Dbilgilerin pratik
szellikleri tartigilacak ve rengin, yapay giérme ve resim
igleme uygulamarinda etkili kullanimy igin gelecefe ait baz
aragtirma yonleri belirtilecektir.

Anahtar Kelimeler; Yapay gorme, renk . teorileri, renk
modelleri, renkli resim igleme.

Theoretical and Practical Aspects of Colour Image Processing

+

Abstract:

Colour is one of the wmost important properties of an
object. Properly used, colour can be a powerful visual cue to
improve the 'usefulness of an artificial vision system in
object recognition tasks. However, the inappropriate use of
colour can seriously reduce the performance of such a system.
AXthough it is not possible to develop :a complete set of
guidelines for the effective use of colour.in all artificial
vision applications, some broad principles, based on the
mechanisms of human colour perception and colour theories,
can be established. A

In this paper, the major colour theories and colour models
(spaces) developed so far will be briefly described.
Practical aspects of colour image processing will be
discugsed and some future research directions in the
effective use of colour in artificial vision will be
indicated.

Keywords: Artificial vision, colour theories, colour models,
colour image processing.,




1. GIRIS

Renk teorileri, rengin birtin o6zelliklerini aciklamakta
yetersiz kalmaktadir. Bunun #nemli bir sebebi "insan renk
idraki"nin henijz tam manas)yla anlasilamamasindan ve idrak
igleminin cok agamal} ve karmagik olmasindan
kaynaklanmaktadir. Bilgisayarlarla renkli resim iglemenin
temelleri, anlasilmas, ve bagaris) renkli resim yapisimin ve
renk modellerinin iyi anlagilimasiyla cok yakindan alakalidir.
fyi bilindigi gibi, sadece gri-seviye vresim ile, bir
manzaradan goze gelen bittiin bilgiyi temsil etmek imkansizdir.
Uzay (pozisyon, mesafe, vb.) ve renk bilgisi de g6z oniinde
bulundurulmas,; gerekmektedir.

Ifdrak edilen renk insanin bir tiriiniidiilyr, nesnenin sahip
oldugu fiziki bir 5zellik deBil denilebilirse de, makineler
ile yapilan renk ile ilgili islemler, nesnelerden elde edilen
baz) fiziki gozlemler ve deferlendirmeler iizerine bina
edilmek mecburiyetindedir.

Rengin tarifi, rengin subjektif-~enfasi bir tecriihe
olmasindan dolay, gok =zordur, Rengin beyinde olan idraki
igin ¢ ana unsur gereklidir. Bunlar; "goriilecek olan-nesne",
"gorecek olan-gézlemci" ve "gisterecek olan-i1gik"tir. Renk,
gozle alinmip bheyinle yorumlanilan is1ga kars) psiko-fiziki
bir tepkidir. Insanin renkleri idrak etmesi heniiz tam
anlagilamayan bir fizyo-psikolojik fonemen olmasina ragmen,
"renk"in fiziki tabiat) teori ve deneye dayal) sonuclarla
desteklenerek formiillegtirilebilir.

Renkler, temelde ii¢ faktdr goz onine alinarak ayrilir.
Bunlar, "Renk-hue", "Doyym-saturation® ve "Parlakl ik~
brightness"dir. Renk~hue, 1s1k  dalgalarimin  karigimndaki
hakim dalgaboyu ile ilgilidir. Bir nesnenin rengine kirmyzy,
sar) veya mavi demek ile onun "Renk-hue"i belirtilmis olur,
yani Renk~hue, bir nesnenin "dogru~renk"ini temsil eder ve
"renk" kelimesi ile eganlamlidir. Doyum, renklerin safligina
dayan;r, diger bir deyigle bhir Renk-hue ile karismiz beyaz
11k miktarinmin bir §lgiisiidiir ve bir rengin soluk veya canl)
olmasin; belirleyen bilegendir. Parlaklik ise keskinlige
(intensity) dayan;r.

Bu makalede, bu bslimdeki giristen sonra ikinci bgliimde;
renk teorilerinden Ug-renk Teorisi, Zit-renk Teorisi ve
Retinex Teorisi genel olarak gozden gecirilecek wve bu
teorilerin insan renk idrakine gore eksikliklerinden
bahsedilecektir. Ugiinci bslimde "renk"i temsil etmek igin
gelistirilen renk modelleri fiziki, {perceptual) ve
{conceptual) renk modelleri basliklar, altinda
incelenecektir. Dsrdiincti sirada olan renkli resim igleme
bgliminde, renk modellerinin resim iglemeye tesirleri ve
birbirlerine gdére iyistiinliikleri srneklerle verilecektir. Sonuc
boliimiinde dise dofru-renk bilgisinin yapay-gorme ve resim
igleme uygulamalarinda baz; etkili kullanimlar;ndan ve
gelecege ait baz, arastirma konularindan soz edilecektir.
Yapay gorme'de renk bilgisinin teorik temelleri hakkinda daha
ayrintily bilgi [1} [2] [3] [4] [5]'den elde edilebilir.

2. RENK TEORILERI [11 [2] [5]
Bugiine kadar bircok renk teorisi ortaya ati;lmasina ragmen

rengin biitiin  $zelliklerini aciklayabilen diinya genelinde
kabul g&rmig bir teori heniiz geligtirilememigtir. Bu vyiizden,
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insanlarin rengi nas1l idrak ettikleri ve rengin tam
manasiyla nas)l temsil edilebilecegi sorularina heniiz cevap
bulunamamigtir. Burada, Ug-renk Teorisi, Zit~renk Teorisi ve
Retinex Teorisi sirasiyla incelenip tartigilacaktir.

2.1, Uc~Renk Teorisi [1]

ic-renk teorisine gore: "Bir nesnenin vengini, tayfdaki
yerleri Kirmyzi, VYegil- ve Mavi diye ©bilinen ii¢ gorme
kanalinin ¢cikis: belirler.”

Bu teorinin basit olmas:, retina'min yapisina uygun olmasi
ve renk karigtirma prensiplerini aciklamas) séylenebilecek
temel dyilikleridir. Bunun yaninda bu teorinin, dezavantaj
denebilecek, aciklayamadi g snemii fonomenler vardir.
Bunlardan ¢nemli ikisi:

i} Renk Sabitligi: fdrak edilen renkler, cegitli aydinlatma
sartlar; altinda belirli bir dereceye kadar sabit kalirlar.
Bu fonemen rengin, nesnenin iizerine gelen g1k ile degil
nesnenin yviizey pzellikleriyle ilgili olduBunu gosterir.

ii) Renk Kontrasti: Gézlemler neticesinde edinilen tecriibe
odur ki, bir bslgenin idrak edilen rengi, etrafin; saran
renklere gore degismektedir. Mesela; kirmiz) genig bir alanda
gri bir nokta yesil gibi idrak edilir.

Bu fonemenlerin  ac¢iklanamamasinin  sebebi, her iki
durumunda da retina iizerine gelen 1s18in tayfi kalitesinin
degigmemesidir.

2.2, Zit-Renk Teorisi [6]

Bu teoride iic-renk teorisi gibi i¢ kanalin varlgini kabul
eder, fakat bu kanallarin ¢zelliklerinin farkl) oldugunu
spyler. Bu kanallar seti ikili degigkenlerden olusmugtur.
Bunlar, tSari-Mavi (S-M)"', "Kirmizy~Yesil (K~-¥)! ve
'Beyaz-Sivah (B-Si)'dir wve ii¢ =zt iglemin  tepkisini
gosterirler. Yani mavi'nin idrak edilmesi sar)'nin idrak
edilmesine direnir, kirmizi ve yegil iki zit kuvvettir ve
ayn: gekilde siyah ve beyaz da éyle. Yalmiz bu iglemler,
alicilar seviyesinde degil daha sonraki seviyelerde olur.

Her iglemin belli bir parlaklik seviyesine bagl: olarak
aktif hale geldigi farkl) bir m"egik" degeri vardir. Insamn
renk idrakinden elde edilen bilgilere gére, bu teori, carpim
faktsrimin ve esik deferinin S$-M isleminde K-Y igleminden
daha biiyitk oldugunu ve B-Si iglemi igin esik degerinin diger
iki islemin esik degerinden daha kitgitk oldugunu
séylemektedir. Parlakligin artmasiyla, ilk dnce B-Si islemi
aktif hale gelir ve bu da c¢ok diisitk 1si1ktaki renksiz gorme
idrakine karsilik gelir. Cok diyi bilindigi gibi, diisik
1stklarda nesnelerin renklerini ayirtetmek oldukga giigtir.
B-Si'den sonra K-Y islem aktif olur ve biylece kirmzi
yegilden ayirtedilmeye bagslanir. En sonunda S-M iglemi aktif
hale gelir ve bu iglemin tepkisi K-Y igleminkinden daha hizli
yiikselir (daha biiytik carpim faktorit yiiziinden). Parlak i1sik
altinda sar; ve mavi, kirmz: ve yegilden daha iyi
ayirtedilir. Parlskl;&in daha fazla artmasiyle biitiin iglemler
doyuma ulasir ve beyaz hakim hale gelir.

.. Renk Konrast: durumgnda bu teori, kirmizi1 tepkinin
etrafiny saran noktalarda daha kiciik yesil tepkl ile beraber
oldugu, bir endiiksiyon igleminin varligin: dne siirer. Ug~renk
teorisi ve bu teori, idrak edilen bir noktanin renginin, o
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noktadan retina'ya gelen 1gifin tayfi tzelligine bagl;
oldugunu styler. Renk Sabieligi ve Renk Kontrast;
tzelliklerini anormallik olarak deferlendirirler.

2.3, Retinex Teorisi [7]

Bu teoriye gore, géze gelen 1s1k, nesneyi aydinlatan
151810 keskinliginin ve nesnenin yiizeyinin reflektansimin bir
tirinidiir. Gazdeki bu bilginin iki bilegeninin, uzaydaki
dagilimlary farklidir. Aydinlatma bileseni resimde normal ve
yavas bir degisim gasterir. Reflektans Dbilegeni ige
nesnelerin iizerinde sabit iken nesnelerin arasinda cok ani
degigim gésterir., Bu teoride, 1drak edilen renk dogrudan
nesnelerin yiizeylerindeki reflektansin bir neticesi olarak
goriilmektedir.

Bu teori, yerel olarak birbirine bagl: olmayan iic adet
alicy kanaldan olusan bir renk gorme modeli teklif eder. Bir
resimdeki herbir nokta, iic farkl: resimde birer nokta olarak
degerlendirilirx. Herbir alic; kanalin ¢ikisi, Taydinlatma
bileseni"ni ayirmak icin diferlerinden bagimsiz olarak
iglenir ve bir noktanin rengi bu g farkl) islemin cikisimin
kargilastirilmas, neticesinde bulunur. Bu ic iglemin
birlegtirilmis c¢ikig1 (lightness diye adlandirilir), yizey
reflektans: ile bir hayli etkilegmigtir ve idrak ile ilgili
bir niceliktir. Bu niceligi (lightness) hesaplamak kolay
degildir. Hesaplayabilmek icin bircok kabuller yap:imaktadir.
Genellikle yapilan temel kabuller:

i) Aydinlatma resimde cok hafif ve yumugak bir sekilde
degigir, yani golgeler ve parlak yans,malar gibi etkiler
yoktur.

ii) Reflektans, nesnenin viizeylerinde sabittir; vani
vizeylerin yoni veya herhangi bir golge tesiri reflektans
degerinil degistirmez.

Yapilan bu kabgller hesaplamalarn gercek ortamlarda
vapi1lmasin: engellemektedirler. Bu yitzden, bugiine kadar
gercek resimler izerinde caligmalar vapilamamistir.
Kabgllerdeki sartlar: sagladigindan, ¢alismalar daha cok
Mondrian diye bilinen &szel resimler iizerinde vapilmigtir. Bu
resimler, keskin kenarlar ile birbirinden ayrilms diizgiin bir
dagilima sahip renk bslgelerinden (parcalarindan) meydana
gelmigtir. Bu c¢aligmalarin, gercek diinyaya ait resimler
tizerinde gerceklestirilmesine cok fazla ihtiyac vardir.

3. RENK MODELLERI [11 [2] [5]

Renkli resim iglemenin temeli, bircok sayidaki renk
modellerini ve onlarin uygulamalarin: iyi anlamaktir. Bu
calismada renk modelleri genel olarak, fiziki, (conceptual)
ve (perceptual) renk modelleri diye if¢ ayri1 grup altinda
incelenecektir. Fiziki renk modelleri, renkleri gosterme,
ginderme, alma (televizyon ve video) ve bhasim gibi islemlerde
kullanilirlar. (perceptual) renk modelleri idrak edilebilir
veya &lgiilebilir olanlardir. Bu iki renk modeli gercek
diimyamin &zelliklerini yansittigindan onemlidir. (Conceptual)
renk wmodelleri, (perceptual) modeller ile fiziki modellerxr
arasinda bir gecis gibidirler. (Conceptual) modeller "renk
bilgisim™nin igslenebildigi modellerdir, yani bu modellerde her
tiirdlij matematik iglem renkli resimler izerinde
gerceklestirilebilir.
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3.1. Fiziki Renk Modelleri

Fiziki renk modelleri, renk uzayinda caligan aletlerin
(video, televizyon, basim makineleri, vb.) ©ozelliklerini
yansi1tir. Renkli resim igleme uygulamalarinda en ¢ok bilinen
fiziki modeller, XYM (Kirmizi, Yegil ve Mavi) Modeli, wve YIQ
(Y = Luminance, I = In-phase ve Q = Quadrature) Modeli’ dlr

3.3.1. KYM Renk Modell

Bu fFiziki model, video girig ve cikigi icin
kullanilmaktadir. Bu .modelde, renk uzay), ii¢ kogesinde
- Kirmizi (K), Yegil (V) ve Mavi (M) difer ii¢ koégesinde Siyan
(8), Macenta (M) ve Sariy (Sa) bulupnan bir kip olarak
ditsuniilebilir, Siyah merkezdedir ve capraz (diagonal)
kargisinda Beyaz vardir. Gri'nin tonlar:, siyah ile beyaz':
birlegtiren (K, Y ve M degerlerinin birbirine egit oldugu)
capraz eksen tizerinde bulunur.

KYM kiipi icinde, herbir ‘"resbir" (resim birimi), bir
noktadir ve K, ¥ ve M koordinat degerleriyle belirlenir. Bu
temsil modelinde bittiin renkleri tarif etmek oldukea zordur;
kahverengi'ni Kirmizi, Yesil ve Mavi'nin miktarlarina gore
tarif etmek gibi. KYM Modeli, insanin renk idraki ile de tanm
ahenkli degildir.

3.1.2. YIQ Renk Modeli

Bu model, baglangicta, elde bulunan  *siyah-beyaz"
televizyon yayin sgistemine uygun olarak geligtirilmig . ve
yayin varimi mijmkiin.  oldugu kadar yiksek tutulmaya
calisilmigtir, Y bilegeni liiminanstir ve televizyon
seyrederken bir insanin idrak ettigli parlakligin bir
Hlctimidiir. Siyah-beyaz televizyonlar sadece bu igareti
almaktadirlar. YIQ Renk Modeli, KYM. Modeli'nin lineer bir
cevrimidir. VIQ Modeli'nde renk bilegenlerinin (yani I, Q)
taradig: . saha (dynamic range), vayin bandinda ©+ renk
alg-~ ta§1y1c151 1¢in mevent olan bandgenisligi i1le simirlidir.
Eger. bu bilegenler bandgenigligini agarlarsa ve liminans
bandina tasarlarsa televizyon ortasinda bazi  yayin
bozukluklarina sebeb olurlar. I ve Q kanalindaki wmiimkiin
bandgeniglifi azalti;lmas) saklama kapasitesini diigiirmek igin
optimum bilgi dile yapilabilir (resbir basina 8-bit'ten
3-bit'e kadar diisiiriilebilir). KYM gibi, YIQ koordinatlariyla
da renkleri tarif etmek kolay degildir ve bir ¢eglt renk
igimlendirme iglemine ihtiyac vardir.

3.2. Perceptual Renk Modelleri

Perceptual renk modelleri, idrak edilebilir ve olg¢iilebilir
olanlard)r ama bu modellerde venk igleme iglemleri icin bir
temel bulunmaz.

3.2.1. CGIE. Renk Modeli [1]

"CIE Renk Semas1", cevresinde saf renkleri ve ortasinda
bir nokta i1le standart beyaz 1s:1£: temsil eden bir renk

modelidir.
CIE (Commlsblon Internationale L'Eclairage- Uluslararas:
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Aydinlatma Komisyonu) tarafindan temel renkler icgin verilen
standart dalga boylar: sirasiyla: Mavi=435.8 nm, Yesil=546.1
nm ve Kirmizi= 700 nm'dir. Renk sgemas)'nda saf renkler mor
renkten (380 nm) kirmiz)'ya (780 nm) kadar, seklin
kenarlarina dizilmiglerdir ve kenardan ic¢ kisimda kalan her
nokta tayfi renklerin bir karisiminy temsil eder, yani ic
kisimda olan renkler saf degillerdir. Esgit enerji noktas)
diye bilinen nokta, temel renklerin egit miktarlarda karigimi
neticesi elde edilen, CIE'nin standart beyaz 1s181dir.
Kenardan iceriye egit enerji noktasina dogru ilerledikce,
renge beyaz 1¢1k eklenmeye bagslar ve renk daha az doymustur
denir. Bundan da anlasildif gibi, esit enerji noktasinda
(beyaz 1g1k) doyum s;f rdir. Renk Semas: iizerinde iki noktay:
birlegtiren bir dogru, iki {i¢ noktadak: iki rengin karisim
ile iiretilebilecek renkleri belirler. Mesela; Kirmiz: ile
Yesil arasindaki cizgi bize kirmz: ile yesilin degisik
miktarlarda birbiriyle karistirilinca elde edilebilecek
renkleri verir. Aymi sekilde, herhangi bir tayfi rengi esit
enerji noktasina baglayan dogru da o rengin biitiin tonlarin
verir, Bu ikili kombinezon, tcli hale rahatlikla
getirilebilir. Ugli renk durumunda, iic nokta dogrularla
birlestirilir ve bir iicgen elde edilir, Bu iicgen icindeki
herhangi bir renk, iicgenin koselerini olusturan i{ic rengin
belli bir miktarda karigmm; ile elde edilir. Temel renkler
diye adlandirdigimz, kirmzi, yesil ve mavi'nin karigimy ile
iiretilebilecek biitiin renkler gema i{izerinde bu iic noktay
birlegtiren icgen icinde kalacagina gore, sema iyd
incelendiginde KYM ile fiziki olarak temsil edilemeyen, fakat
goritlebilen renklerin oldugu dikkat gekecektir. Bsylece sikca
sgylenen 'KYM Modeli ile biitiin renkleri iiretmek mimkiindiir'
ifadesinin yanlisli§) da tabii olarak ortaya cikmaktadir.

Bu modelde renkler fizdiki olarak 6lclilebilirken,
hesaplamalarin yap:lmas; oldukga karmasiktir.

3.2.2. Munsell Renk Modeli

Munsell Renk Modeli, renklerin (Hue), (Chroma) ve (Value)
degerlerine gore diizenlenerek olusturulmug ve atlas seklinde
bagilmig bir modeldir. Bu model, her ne kadar kisiden kigiye
degigebilirse - de renklerin karsilastirilmasinda ve
eslegtirilmesinde kullan;labilir. Bu modele henzer diger bir
ticari model de Pantone Renk Modeli'dir.

3.3. (Conceptual) Renk Modelleri

Bu modeller, renkli resim dgleme dcin kullanilan
modellerden en mitsait olanlaridir. HSY {Hue-renk,
Saturation-Doyum ve Intensity) ve HSV (Hue, Saturation ve
Value) verilebilecek &#rneklerdir. Ornek olarak verilen her
iki modelde de bir resmin parlakl;g: (HSI'da I ve HSV'de V)
renk bilesenlerinden (H ve S) ayridir. HSI ve HSV arasindaki
fark parlaklik bileseninin hesaplanmas;dir ve bu hesap
Farlaklik ve Doyum bilegsenlerinin taradif sahay. ve
dagilimlarini  belirler [5]. Bu modeller, KYM'den lineer
olmayan ¢evrimlerdir ve cevrim iglemi dikkat ister [8].
Herbir bilegenin insan goézii icin bir manas: vardir.
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4. RENKLI RESIM ISLEME [2] [4] [5]

Renkli resim igleme, "sahte-renk" ile degil "dogru-renk”
ile dlgilenir. Bir dogru-renkli resim idgleme wustli ic
agamalidir. I1lk odnce, resim KYM fiziki temsil modelinden bir
{conceptual) modele c¢evrilir. Ikinci asamada, resim igleme
operasyonlar: cevrilen (conceptual) modele gére yapilir. Son
asamada ise, digslemler sonucu resim goésterilmek i1gin tekrar
KYM modeline cevrilir.

Bugiin, resim islemede, gri~-seviye resim ~ islemeden
dogru-renkli resim iglemeye gecmeye biliyitk ihtiyag ve aym
zamanda talep de wvardir. Tib, basin-yayin, cografik bilgi
igleme sistemleri, endiistriyel inceleme ve dizayn dogru-renk
bilgisinin cok #snemli oldugu basta gelen sahalardir.

Rengi kullanmanin ehemmiyeti su noktalarda yatar:

- Renk, ayn: sekilde ve biiyiiklitkte olan nesneleri ayiran tek
bzelliktir.

-~ Renk, insanin gercek diinyayr tamimasinda ve idrak etmesinde
gnemli bir role sahiptir.

- Belli bir dereceye kadar, renkler, farkly; aydinlatma
gsartlarinda ayni didrak edilirler (Renk Sabitligdi), yani
renk aydinlatma sartlarindan az etkilenir.

Conceptual renk modelleri, resim dgleme acisindan diger
modellerden daha iistiindirler ve bunlarin dnemli faydalarindan
ikisi; mevcud tekrenk veya gri-seviye tekniklere olan
uygunlugu ve modeldeki herbir bilesenin ingan gézi icin
manali bir bilgi olmasidir. Bilegenlerinin, diger modellefe
nazaran bagimsiz olmasi, bu modellerin tek-renk: teknikler
kadar hi1zli1 olmasini ve bu tek-renk tekniklerin dogrudan
uygulanmasing saglar. Bu cegit zaman kazamma, renk
dogrulugunu bozmadan, biitiin resim igleme operasyonlar: icin
gegerlidir. Mesela; kirmizy bir giilin rengi sadece Hue
bilegeni degigtirilereK sari yapilabilir. Bir elma, bir
portakaldan hue histogram': ile ayri1labilir. KYM Modeli'nde,
K-¥-M tek tek iglenmeleri = ve iglem sonucunda
birlegtirilmeleri gerekir. Ciinkit ancak hep beraber anlaml;
bir bilgi verirler. Bir KYM resminin renklerini degigtirmek
igin, kirmizi1, yesgil ve mavi'nin dogru karisimlar: bulunmasi
gerekir. Bu idglemin sonuclari g¢ogu zaman tahmin edilemez.
Sonra, elde edilen bu yeni K, Y ve M degerlexi resimde dogru
yerlerine konulmalidir. Goriildigi gibi, conceptual modellerde
tek asamal: bhir iglem KYM*‘de ¢ok agamal: ve karmagik
olmaktadir.

Bu modelde bilegsenler birbirini c¢ok. etkilemektedir. Bu
yiizden  bu modeldeki renkli resimlerin iglenmesi ve
incelenmesi ¢ofu zaman zordur. Mesela; gri-ton resimlerin
kontrastini artirmada c¢ok diyi sonuglar veren histogram
esitleme algoritmas:, KYM resimlerine uygulandiginda resmin
tabii renk gériniigiini bozar. Bu sebeple, renkli resimlerde
kontrast artirma islemi conceptual modeller ile yapilmalidir.
Renk-hue segmentasyon ic¢in c¢ok etkili bir bilegendir.
Renk-hue bileseninin, Parlaklk bilegenine gore
aydinlatmadaki degigikliklerden daha az etkilenmesi
sebebinden,  Renk-hue histogram teknikleri gayet iyi
segmentasyon ve analiz sonucglar: verir. )

Ditzgiin olmayan 1siklandirma dag:limi, resimdeki baz
bolgelerde renklerin koyu tonlardan neredeyse beyaz'a kadar
degismesine sebeb olur. Sadece, Doyum bilegseni ayarlanilarak
bu yanlis 1siklandirma tesirlerinin dizeltilmesi- miimkiindiir.

291




Parlaklik bileseni, renkli resimdeki gri-ton unsurudur ve
tek-renk resim igleme ile renkli resim igsleme arasinda bir
baglant) gibidir. Cok yaygin resim isleme operasyonlary,
(esikleme, laplas filtresi, mantik operatorleri, vb.)
Parlaklik bilegenine rahatlikla dogrudan uygulanabilirler ve
tek-renk resimler ile ayn: siirede sonug alinir. Parlaklik
artirma neticesinde istenmeyen renk parlakliklar: ortaya
¢rkabilir., Bu durum ozellikle yitksek doyum ve diigitk parlaklik
olan bolgelerde daha acik olarak gdériiliir. Yitksek doyum, diisiik
parlaklik dile ortigldiugit icdin bu durum islemden o8nce goze
carpmaz. Uygun bir paralel Doyum i1isleme teknigi bu etkiyi
azaltabilir.

Conceptual Modeller ile galigan kameranin veya monitsriin

olmamas;, lslemlerinin bu modellere dogrudan
uygulanabilirligini dmkansiz kilmaktadir. Conceptual renk
modellerxi, gida ve ziraat endiistrisine, iiriinlerin

incelenmesinde daha objektif sonuclarin alinmasinda. yardime,
olur. Tibbi uygulamar, mesela; plastik cerrahi, doku analizi
ve dermatoloji conceptual wmodellerden ¢ok faydalanabilir.

Deri (pigment)lerinin eglestirilmesi, Renk ve Doyum degerleri
kullanilarak yapilabilir. Resim iglemede &nemli alanlardan
olan hareket analizi'nde ve robotik gorme'de conceptual
modellerle birgok kolaylik elde edilebilir.

Renk model cevrimi sirasinda meydana gelebilecek bilgi
kayiplar: ve degisimleri c¢ok dikkat isteyen noktalardir [8].
Resim kontrastimin difsitk oldugu durumlarda renk bilgisi cok
gnem kKazamir. Bsyle durumlar icin renk bilgisine dayal: resim
igleme tekniklerine cok fazla ihtiyac vardir. Insan géziniin
idrak ettigi tabii renk miktar: biitiin makina ve tekniklerin
gok izerindedir [9]. Bu  durum, renkli resim igsleme
algoritmalar; gelistirilirken ve bu algoritmalarin basarilari
karg)lastirilirken dikkate alinmalidir.

Renkli resimlerin manal, pargalara ayrilmas: igleminde
renk temsili icin modellerden birisi veya modellerin herhangi
bir cegit kombinezonu kullam lmaktadir. Cinki sayisal bilgi
resbir (resim birimi) seviyesinde bu temsil sekliyle daha iyi
idare edilir. Buna ragmen, temsil modellerlnin, renkleri
insanlar gibi dogrudan tarif edebilme ve temsil icin ihtiyag
duyduklar: bilginin fazla olmas) agisindan eksikliklere sahip
olmasindan dolayx alternatif temsil modellerine wve bu
modellere gore' de alternatif resim igleme tekniklerine
ihtiya¢ vardir. Bir alternatif; her resbir'deki gri-ton
parlaklik degerine ve renk ismine gore rengin ‘'"sembolik”
temsili bnerilebilir [10]. Bu temsil  modeli, meveut
segmentasyon algorltmalar1 ile kullanilamaz ama iyi bir bilgi
indirim wvasitas: olur ve bir digiik-seviye yorumlayicinin
yardimyla "diisitk~seviye sembolik islem" kabiliyeti saglar.

" Rénk aktif gorme'de bir resmin “netlik" degerini &lgmede
kistas fonksiyonu olarak; kameranin nereye bakmas)
gerektigini tespit icin ve pencerenin yerine ve ebatlarina
karar vermede kullamlabilir [11] [12]7.

Renk bakis 'acisindan ve yogunlugu (resolutlon)dan on az
etkilendigd dc¢in bilinen bir nesnenin’ manzaradakl verinin
bulunmasinda ve/veya manzarada yeri bilinén bir nesnenin ne
oldugunun tespit edilmesinde kullaniylabilir [13]. .

Makinalara yol gosterme ve kontrol alaninda oOnemli
uygulamalar; olan 3-boyutlu (3-B) resim tekniklerinin gicliik
cektifi eslegtirme noktalarinin bulunmasindaki karmasiklk,
renk bilgigi yardimiyla distiritlebilic [14].
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Renk bilgisini, diger gorme bilgileriyle (hareket, mesafe,
vh.)  Dbirlestirmek [15], bir ‘genel amacli yapay gérme
sistemi" ic¢in c¢ok onemli oldugundan bu ¢alismalar iizerinde
ciddiyetle durulmal;dir.

6 ~ SONUC

Rengin idrakinde bilinmesi gereken onemli iki nokta: goze
gelen 1s181n, nesneyi aydinlatan 1si18in keskinligi ve o
nesnenin yiizeyinin reflektansioin irinid ve "renk"inde sinir
sisteminin iiriinii oldugudur.

fdrak edilen renk, dinsamn bir iriniddir, nesnenin sahip
oldugu filziki bir 6zellik degil denilebilirse de, makineler
ile yapilan renk ile ilgili iglemler, nesnelerden elde edilen
baz; fiziki gozlemler ve degerlendirmeler iizerine bina
edilmek mecburiyetindedir.

Bilgisayarlarla renkli resim iglemenin temelleri,
anlasilmas) ve bagaris: renkli resim yapisinin ve renk
modellerinin diyi anlagilmasiyla cok yakindan alakalidar.
Bugiine kadar bir c¢ok renk teorilsi ortaya atilmasina ragmen
rengin bitin dzelliklerini (renk sabitligi ve renk kontrast
gibi) aciklayabilen dinya genelinde kabual gérmis bir teori
heniiz geligtirilememistir. Dolayisiyla, insanlarin rengi
nagil i1drak ettiklerl ve rengin tam manasiyla nasil temsil
edilebilecegi sorularina heniiz cevap bulunamamigtir. Ayrica,
renkli resim igleme uygulamalarinda kullanilan renk modelleri
rengl tam olarak temsil edemediklerinden uygulamaya bagl:
kalmaktadirlar. Renk temsil modellerinin uyygulamaya bagiml,
olmasi biyik bir dezavantajdir ciinki o uygulama i¢in en uygun
renk temsil modeli ancak bir siiri deneyler neticesinde
bulunmaktadir. Renk temsilinin biitin =zorluklarina ragmen
genel amacly bir renk modeline kesinlikle dihtiyag¢ vardir.
Bitin renk modellerinin 1iyi wve kot taraflary var. Bu
modeller, eksikliklerinin giderilmesiyle bighirlerine
vardime) olabilirler. Bu birlestirici vaklagim renk
bilimit'nde pgelecekte yapilacak olan arastirmalara yén
verebilir ve renk bilimi'ne yeni bilgiler kazandirabilir.
Renk Dbiliminde yapilan arastirmalarin renk teorilerini
geligtirmeye yvonelmesi ve snemli fonemenlerin
aciklanabilmesi, renkli resim diglemede ve  yapay-gotme
¢aligmalarinda yeni geligmeler kaydetmek idcin onem tegkil
etmektedir.

Degisik aydinlatma ve renk sartlary altinda caligan
robotlar igin geligtirilen gorme sistemlerinde Renk Sabitligi
gzelligi cok &nemlidir [16] [17] [18]. fnsan gérme sisteminde
bir dereceye kadar olan bu dzellik degisik ortamlarda
saglikla bir "renk gdrme" icin makinalara kesinlikle
uygulanmalidir,

Conceptual renk temsil modellerinin diger modellere,
renkli resim igleme gc¢isindan, bityik bir istinliigiinin oldugu
acikca gorilmektedir. Artik bu modellerin tabiatina tamamiyle
uygun renkli resim igleme algoritmalar: geligtirilmelidir.

Tesekkur
Yazarlar, Erciyes Uiniversitesi'ne bu calisma igin

Y.Samast'a sagladi§ maddi ve manevi yardimlarindan dolay)
tegekkiir eder.
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Otomatik Odaklama

D.T. Pham ve V. Aslantas

Intelligent System Laboratory

School of Electrical, Electronic, and Systems Engineering
University of Wales P.0. Box 904 Cardiff CF1 3YH, UK

Ozet

Aktif Gorme'nin bir teknigi olan Otomatik Odaklama, iic
boyutlu (3B} bir cgevredeki nesnelerin mesafesini hegaplamakta
kullanilabilir.

Bir genel-maksatl), servo-kontrollii wvideo kameranin elle
secilmig hedefler i{izerinde otomatik odaklamasinda ortaya
gtkan iki problem vardir:

1) Mesafe bilgisi olmaks;zin, bir nesnenin noktasinin net
gortntiisiinii saglayacak odak-motor pozisyonu en d1yi nas:l
tespit edilir?

2) Net bir gorintii elde edildiginde, nesne iizerindeki bir
noktanin mesafesi nas)l 6lciilebilir?

Birinci problemi g¢ézmek dcin bir "petlik” kistas)
formiiliize edilmelidir ve kistas fonksiyonunun modunun yerini
tayin etmek ig¢in bir arama-teknifine ihtiyac vardir.

Net goriintii ve mercek parametrelerinin degerleri elde
edildiginde optik geometri kanunlar: kullanilarak ikinci

Bu makalede, yukarida bahsedilen problemlere cézumler
acirklanacaktir.

Automatic Focussing

Abstract
Automatic Focussing is a technique of Active Vision which

can be employed to cqompute the depth of objects in a
three-dimensional (3D) scene.

There are two specific problems in automatically focussing
a general~purpose servo-controlled video camera on manually
selected targets:

1) Without having any information about depth, how to best
determine the focus motor position providing the sharpest
image of an object point.

2) VWhen a sharp image has been captured, how to obtain the
depth of the given object point be measured.

To solve the first problem, a "sharpness” criterion must
be formulated and a search-technique to locate the mode of
the criterion function is needed.

The second problem is solved by applying the laws of
geometrical optics when the sharp image and the values of the
lens parameters have been obtained.

In this paper, solutions to these problems are explained.

1. GIRIS
Net goriintiiler bulanik gérintilerden cok daha fazla bilgi

ihtiva ederler. fInsanlar ve bir c¢ok omurgal: hayvanlar,
gorintinin kalitesini artirmak icin hizli ve icgidiisel olarak
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otomatik odaklama yaparlar. Bu sebeple elde edilen
goriimtiideki bilgide artirilmig olur. Otomatik odaklamamn
gayeside bir robota bu kabiliyeti vermektir. Fizyolojideki
intibak (accommodation), uygun odak, netlik ve vyiiksek
frekansin wvarlig) otomatik odaklama ile es anlamdad;r ve
gtzdeki mercegin hareketiyle géziin odaklanmas; manas,na
tekabiil eder.

Odag: servo-kontrollii bir standart CCD kameranin otomatik
odaklanmasinda ortaya iki snemli problem c¢ikmaktadir.

1) Mesafe bilgisi olmaksizin, bir nesnenin noktasinin net
gorintiisind saglayacak odak motorunun pozisyonu en iyi nas:l
tespit edilir ?

2) Net bir gérintii elde edildiginde, nesne iizerindeki bir
noktanin mesafesi nasil §lcgiilebilir ?

Sekil.l'den de géritlebilecegi gibi nesne iizerindeki bir
noktanin net goriintisii:

1) Nesne diizlemine gére nesneyi hareket ettirerek [1];

2) Mercegi hareket ettirerek [2]1[31[41[5]1;

3) Gorinti diizlemine gére kameranin yerini degistirerek
elde edilebilir [6].

Meane Duziemi

Qoruntu Duzlemi Merook

T

I}
i
[ ‘ I e
P :
|
]

e

T4 T T otk Eksenl

i
s, ...‘\ /\

Kam'e/r/a Dedektary

Sekil 1, Kamera geometrisi.

Birinei problemi c¢ozmek ve bu dglemi otomatik hale
getirmek icin bir metrik “metlik" kistasina ihtiyac¢ vardr.
Bu kistas, mesafesi olc¢lilmesi istenen gdriintiinin netlik
degerini elde etmek icin bilgisayar tarafindan kullan l,r.
Bilgisayar, bir arama-teknigi kullanarak bu kistas
fonksiyonun maksimum veya minimum degeri elde edilinceye
kadar goriintii mesafesini degistirir.

Bir nesnenin net gorimtisii elde edildikten sonra optik
geometri kullanilarak ikinci problem kolayca céziiliir.

Sabit iki kamera kullanarak (stereo) ve bir (veya birden
fazla) kameray, hareket ettirerek mesafenin elde edilmesi
metodlarinda ortaya c¢ikan resim kargilastirma problemini,
otomatik odaklama ile mesafenin hesaplanmasinda chzmeye
ihtiyac yoktur.

2. NETLIK KISTASLARI

Bu béliimde, odagin kalitesini dlcmek dicin kullanilan
cesitli kistas fonksiyonlar: aciklanacaktir. Yukarida da
bahsedildigi gibi gorimntiideki bir bslgenin odagimin netligini
otomatik bir gekilde hesaplamak icin bir ‘"netlik” kistas:
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formiiliize edilmelidir. Kistaslar, gdrintiideki yiiksek frekans
degisimlerine kesinlikle cevap vermelidir. Ildealde, gorinti
izerindeki islem wyapilan bslge mitkemmel odaklaninca, kistas
kesinlikle maksimum veya minimum de8ere sahip olmalidir.
Genelde gaye , defisgik goriintiiler iizerinde dengeli ve saglam
bir davramis gosteren bir kistas fonksiyonu bulmaktir. Boyle
bir yaklasim, gelisen otomatik odaklama sistemlerinin biitiin
ortamlarda calisabilmesi icin dnemlidir. Bu bglimde, I(x,y)
goriintinin  intensitisini  gdsterir. Otomatik  odaklamada
kullanilan baz: kistas fonksiyonlar, agagida verilmigtir.

2.1. Yiksek-Geciren Filtre

max g g | LH(X,Y) [y LM(X,Y) 2 T icin (1)
"1 4 1
= 4 -
LM (1/6) v —20 4 (2)
1 4 y
9°1 8°1
I. Laplas denklemini ( v°I = . ) hesaplamak
. 8 x° 3 y*
igin kullanilir.
2.2. Histogram Entropy [7]1[5]
E= - Z P(L)In(P(1}), P(I) # 0 icin (3)
1=0
2.3, Gri~Ton Degipimi
2 2, o y 12
max o“ = (1/N°) Yy ¥ (I{x,y)-I)° (4)
x=1 y=1
_ . N N
I = (1/N°) ¥V ¥ I(x,y) (5)
x=1 y=1
2.4, Toplam-Modil~Fark: [7]
N N
max TMFx = ) V| I(x,y) - I(x,y-1)]| (6)
=1 y=1
N N
max TMFy = § Z | I(x,y) - I{x+1l,y)| (7)
x=1 y=1i
max TMF = TMFy + TMFy (8)
2.5, Toplam~Geligtirilmig-Laplas (TGL) [1]
oM J4N
max = ¥ Z ML{x%,v), ML{x,y) # T dc¢in {(9)
x=1i-N y=j-N 1 :




ML(x,y) = {21(x,y) - I(x -1,y) ~I(x +1,y)]|

+[200x,y) - T(x,y- 1) ~I(x,y+ 1)} (10)
2.6, Tenengrad [6]
Max § Y S(p)? , S(p) = T dg¢in (11)

X ¥

S(p) = (4 + 1)'° (12)
2.7. Fouriler Transform [3]
Max F(f , f ), : (ff + fi yME 2T dcin (13)
2.8. (Discrete)~Cosinilis Transform [8]
Max i | Clu,z) { (0 <u <N~ 1) icin {14)

u=i
1

Yukarida bahsedilen 'netlik" kistas fonksiyonlarinin her
biri az veya c¢ok, dofrudan gérintideki yitksek frekans
bilegenlerini hesaplar.

Yapilan calismalarda [4115] Tenengrad kistasinin
asagidaki sebeplerden dolay: iistiinliigii kabul edilmistir.

1. Giirifltiden fazla etkilenmez.
2. Resim igerisinde genel uygulanabilirlige sahiptir.
3. Maksimum noktanin her iki yaninda monotonik bir
azalmaya sahiptir.
4. Hesaplanmasi oldukc¢a kolaydir.
5. Cegitli resimler itzerinde ve ebatlar; farkli
pencerelerde kullanilabilir.

Belirli bir intensiti deZisimine sahip nesnelerin net
gorintiilerinin elde edilmesinde TGL kistas: daha uygun
bulunmugtur [17].

Fourier ve DC Transform kistas fonksiyonu kullanilarak
daha hassas sonucglar elde edilir. Fakat Bu transformu vapacak
elektronik donanimlar olmadan her iki kistasinda hesaplanmas)
zor ve zaman alicidir.

Resimdeki renk bilgisini kullanabilecek Dbir kistas
fonksiyonu bulunabilirse daha iyi sonuclar elde edilebilir
[9]. Kistas fonksiyonlar: hakkinda daha fazla bilgi,
[101,[47,011) ve [5] numarali kaynaklardan da elde
edilebilir.

3. KISTAS FONKSIYONUNUN UYGULANMASI VE GELISTIRILMESI
3.1. Giiriltundn Azaltilmas: icin On Islemler

Bir cok odaklama algoritmas:, cevre ile onun gorintiisi
arasindaki iliskinin bilinebileceginin mimkiin oldugunu kabul

eder, fakat gliriil tinin tesiri ile goritntii daima
bozulmaktadir. Bu sebeple kistas fonksiyonlarimin degerleri
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zamanla degisir. Baz glirtiltiiler, calistirilan jzel
elemanlara gerekli olan dijitasyon dislemlerinden dolay:
ortaya cikar. Bazilar: sistemin cevresindeki difer bilgisayar
ve kablolarin tesgirinden meydana gellr. Diger bir glirglti
sebebi de cevreden yansiyan i1siklarin her an degismesidir
Yukari;daki sebeplerden dolay: bir gok kistas fonksiyonu ilk
fark veya parcay! hesaplar ve bundan dolay: giriltiniin tesiri
artirilmig olur. Bir kistas fonksiyonunun maksimuymunu veya
minimumunu bulmak igin bu giliriltiilerin tesirinin azaltilmas:
gerekir,

Zamana bagli ortalama alinarak yapilan giriilti azaltma
metodlarinda ayni cevrenin birden fazla resmi ¢ekilir.
Resimlerdeki ayni yere sahip her noktamin ortalamas: alimr
ve ayni yere yerlestirilir (Denklem 13).

N
IG6,y) = 4 51 (%) (15)
i=1

Resim sayvis: (N) artirilarak giirifltic daha da azaltilir. Bu
islem goériintiide zamanla meydana gelen gliriiltiilerli oldukca
azaltir. Fakat istatistiki karar verme usitlleri kullanilarak
daha iyi sonuclar elde edilebilir.

Diger bir usul, her mercek noktasina tekabiil eden resmi
cekmek ve giiriiltiilii sonuca bir egri uydurmaktir. Bu usiilde,
odak mesafesinin her noktasinda kistas fonksiyonu
hesaplanacagindan net goriintiyi elde etmek oldukga yavastir.

Tenenbaum [6] ve Schlag ve digerleri [5] giriltiiden
meydana gelen zay:f kenar cevaplarinin ortaya c¢ikmasina engel
olmak icin Tenengrad fonksiyonunun deferlerine egik deBer
kesfettiler. Nesneye ait bir dzellik, girtltiiden degilde iyi
odaklanamamasindan dolay: =zay:if cevap vereceginden egik
degeri c¢ok dikkatli seqilmelidir. Tenenbaum [6], egik
degerini adaptif parametre olarak, son odak mesafesinden
hesaplanan maksimum degerin %75'1i olacak gekilde kabul etti.
Schlag ve digerleri [5], esik degerinl bir goruntiideki
gliriiltinin Rayleigh dagilymimin standart sapmasinin  bir
carpan; olarak secti. Bu usijliin zorlugu egik degerinin keyfi
olarak secilmesidir.

Giiriiltiiyit azaltmakta en cok kullanilan teknik uzaya bagli:
ortalamadir. Dort ve sekiz noktalik olmak iizere kullanilan
iki teknik wvardir. Sekil 2, uzaya bagli ortalama denklemleri
(Denklem 16, Denklem 17) icin gerekli nokta haritasim

gosterir.

KB1I KD
B XD
GHIG TG

Sekil 2. Uzaya bagl:, ortalama algoritmalar; ic¢in nokta
haritas:. :
K+D+G+B (16)

X = ’
4

K+ KD + D+ GD + G + GB + B + KB - (17)
8
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Sonuc olarak, sistem ve cevrenin hareketsiz olduu
durumlarda giiriiltiiyi azaltmak idcin zamana bagl: ortalama,
uzaya bagli ortalamaya tercih edilir. Cinkii zamana bagl,
ortalamada wuzaya bagl; ortalamada ortava c¢ikan gérintiyi
bulaniklagtirma voktur, Otomatik odaklamada goruntijyi
bulamiklagtiran teknikler kullanilmamalidir.

3.2 Pencere Secimi

Kenarlarin gradientinin hesaplanmasinda giiritltinin biiyik
tesirinin olmasindan dolay) icerisinde goérinti 6zellikleri
bulunan bir pencere secmek mecburidir. Her hangi bir &zelligi
bulunmayan (intensiti deffisimi olmayan) nesnelerin veya bog
uzayin goruntiilerini odaklamaya caligmak kistas fonksiyonunda
bir degisim yapmayacag) ic¢in herhangi Dbir sonug elde
edilemez. Ve eger bir pencere farkl) mesafelerdeki nesneleri
ihtiva ediyorsa, kistas fonksiyonu birden fazla tepeye sahip
olacaktir. Bu penceredeki noktalarin mesafeleri
hesaplanamayacag) i¢in pencere ayni mesafelerde bulunan
noktalar), ihtiva etmelidir.

Pencere sec¢iminde bir difer onemli problem de pencerenin
sahip olmas) gereken ebatlara karar verilmesidir. Biyik
ebatl: pencerelerde kistas foksiyonlar, giriiltiden fazla
etkilenmeyecegi i¢in daha iyi sonuglar elde edilir. Fakat
bityitk pencerelér fazla nokta ihtiva edeceginden dolay:
nesnelerin mesafelerinin hesaplanmasinda fazla hassas
sonuglar elde edilemez. Clnkii pencere icerisinde farkl:
mesafelere sahip noktalar bulunabilir. Kistaslarin
hesaplanmasinda  kiicitk ebatl, pencerelerin  kullanilmas)
hesaplama =zamanin) azaltir ve mesafe plciiminde hassas
sonuclar elde edllir. Fakat kiigciik pencerelerde kistas
fonksiyonu giirifltiiden fazla etkilenir. Yapilan calismalarda,
ebatlar, 7X7 den 20X20 noktaya kadar defigen araliktaki
pencerelerde daha 1yi sonuclar elde edilmistir.

Intensiti degigiminin fazla oldugu bolgelerde kiicik, az
oldugu bolgelerde biiyitk ebatly pencereler kullanylmalid:ir.
Diger mesafe Hleme teknikleri veya renk kullanilarak
pencerenin yeri ve ebatlar) otomatik olarak hesaplanabilir

(110510917,
3.3 Goruntideki Degisimin Telafisi

Pratikte odaklama mesafesi degisince, mercegin gorintiyi
bityiiltme oranida degisir. Bundan dolay: goriintiiyii meydana
getiren cevredeki noktalarin kamera dedektdrii iizerindeki
koordinatlar: da degigir. Kistas fonksiyonunun hassasiyetle
hesaplanabilmesi ig¢in gdriintitye ait $zellifin pencere
igerisinde kalmas; gerekmektedir. Bu problemin c¢oziilmesinde
agagida bahsedilen dért usulden biri kullamilabilir,

1. Degigen odak pozisyonuna karsilik mercegin odak

uzunlugu degistirilir.

2. Yazilimda, goériintiide meydana gelen defigim hesaplanarak
her odak pozisyonuna tekabiil eden gériintii pozisyonu
elde edilir.

3. Degisen mercek pozisyonuna karsilik pencere ebatlar)
degistirilir.

4. Biiyitk ebatl) pencerveler kullanilabilir.
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4. KISTAS FONKSIYONUNUN MAKSIMUMUNUN VEYA MINIMUMUNUN ELDE
EDILMESE

Kiatas fonksiyonunun hesaplanmasinin zgman almasy
sebebiyle, diterasyon sayisimin azaltilmas) Snemlidir. Bu
sebeple her mercek pozisyonuna tekabiil aden kistas
fonksiyonunu hesaplamak uygun bir ¢ézim degildir. Bu bslimde,
bir nesne noktasimin net gérintiisiinii elde etmek icin baz;
optimum arastirma teknikleri tarif edilecektir. Kabul
edelimki, kullanilan kistas fonksiyonu, net gorintinin elde
edilmesinde maksimum veya minimum ve bu noktamin her iki
tarafinda da monoton bir gekilde azalan degerlere sahiptir,
Maksimum/minimum nokta, arastirma uzayinn herhangi bir
verinde bulunabilir.

4,1 Tepe-Tirmanma

Bu teknikte, herhangi bir mercek pozisyonunda kistas
fonksiyonu hesaplanir. Mercegin yeri defistirilir ve kistas
fonksiyonu tekrar hesaplamir. Eger kistas deferi azalmissa
mercek yanlis yonde hareket ettirilmistir. Tersi durumda ise
mercek dogru ygrdde hareket ettivilmistir. Bu usal, ‘kistas
fonksiyonunun sgeklinin elde edilmesinde kullanjlabilirsede
sadece mercegin hangi vyinde hareket ettirilmesine karar
vereceginden ve adim biyiukliiginiin keyfi olarak secilmesinden
dolay: pek tercih edilmez.

4,2 Fibonacci

Bu teknikte, eldeki aragtirma sahasinmin en kiicitk degeri
elde edilene kadar saha daraltil:ir. Baslangic aragtirma
aralig:r i¢in kistas fonksiyonu Fibonacci dizisi olarak
secilen iki noktada (X1,X2) hesaplanir. Eger baslangic
arastirma aralig [a,b], a<Xi<Xa<b ve Kkistas(X1) kistas(Xz)
den bityitkse bir sonraki arastirma aralig:; baglangic
araligindan, [Xz,b] aralig c¢ikarilarak [a,X1] olarak elde
edilir. Diger her aralik icin kistas fonksiyonu Fibonacci
dizisi tarafindan karar verilen iki noktada hesaplanir ve
elde edilen degerler bir sonraki araliga karar vermekte
kullanlr. Bu teknik, 15 iterasyon sonucunda kistas
fonksiyonunun maksimumunu veya minimumunt hassas bir sekilde
tayin eder. Fibonacci teknikte odak motorunun yoninin si1k sik
degigtirilmesine ihtiyac duyulur. Viksek kaliteli resim
gekmek ic¢in mercefin sabit olmas) gerekir. Bu teknikte
hjzlanma veya yavaglama problemleri veya histerisiz tesirleri
meydana gelmeyecegi icin kaliteldi gorimtii cekmek mumkiindiir .

5., MESAFENIN HESAPLANMASI
Sekil-1'den mercek kanunu (Denklem (18) elde edilir.
IR (18)

Net gorintiy saglanminca {e=0), mercek denkleminin
¢ozimiinden, Denklem (19) elde edilir.

g = VE (19)
-V - f




Denklem 19 dan, nesne mesafesi valnizca goriintii mesafesi
ve odak uzunlugu kullan:ilarak hesaplanir. Yalniz V ile odagin
motor  pozisyonu arasindaki bagintinin deneylerle elde
edilmesi gerekmektedir. Goriintit dzerindeki bir noktanin
mesafesinin hesaplanmasinda asagidaki sira izlenir.

1. Mercegin pozisyonu degilstirilerek kistas fonksiyonunun

maksimum degeri slciiliir.

2. 0dak motorunun pozisyonu okunarak V elde edilir.

3. Denklem (19) hesaplanir.

6. SONUC

Bu makalede, aktiv gérmenin bir teknifi olan otomatik
odaklama kullanilarak mesafenin nas;l hesaplanabilecegi
anlatildi. Bu teknikte ortaya c¢ikan iki probleme c¢oziimler
sunuldu. Birinci problemin gozimiinde, Tenengrad Lkistas
fonksiyonu ve bu fonksiyonun maksimum noktasini bulmak icgin
de Fibonacci aragtirma teknigl kullanilirsa daha iyi
sonuglarin elde edilmesi miumkindir. fkinci problem de optik
kanunlarin kullanilmasiyla cozilir.

Sabit iki kamera kullanarak (stereo) ve bir (veya birden
fazla) hareketli kamera kullanarak mesafe $lcme metodlarinda
ortaya c¢ikan resimleri kargilastirma problemi otomatik
odaklama tekniklerinde yoktur. Bu teknigin dezavantaj: ise
mesafenin nokta nokta veya goriintiye gore kiiciik ebatl:
pencerelerde hesaplanmasindan dolay: yavas olmasidir. Fakat
hesaby kolay ve hizl; kistas fonksiyonlar, wve bu k;stas
fonksiyonlarinmin maksimum veya minimum noktasin: daha az
déngityle hesaplayabilecek bir arastirma teknigi bulunabilirse
daha hizl: sonuclar elde etmek muymkindir.
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Abstract

A Dataflow Graph Execution Model, PDGEM is developed for parallel execution of Prolog
programs. Prolog programs are compiled into dataflow graphs and these graphs are executed
using the dataflow concept. This model implements OR-parallelism, restricted
AND-parallelism and stream parallelism, The target architecture is a special coarse grain
dataflow architecture which will implement the eleven primitive operations of the model in
hardware, The simulation results reveal that the model can exploit parallelism efficiently
when the number of processing units are increased depending on the application.

1, INTRODUCTION

In Prolog; paratlelism arises mainly in two forms: OR-parallelism and AND-parallelism. As
a property of Prolog, there may exist different clavses with the same clause name.
OR-parallel execution is the activation of all such clauses in parallel when a call occurs,
AND-parallelism is the parallel execution of and-terms of a Prolog rule body.

A Prolog program consists of facts and rujes. A simple Prolog program is given below to
clarify the terminology used in this text.

r(a).
p(a).
p(b).
p(X):-q(X),r(X).

In this program, r and p are clause names. The last p is a rule and its body consists of two
and-terms q(X) and 1(X). 1(a), p(a), p(b) are facts (i.e. rules with empty clause bodies),

The dataflow concept is used in some Prolog execution models 1,2,3,4), mostly to
implement stream parallelism. The conventional solution tree approach dominates the
execution policies of these models.

In this study, a graph execution based model is developed. Prolog programs are compiled
into dataflow graphs. Graphs which consist of nodes (primitive operations of the model) and
arcs (data links between nodes) are the executable modules of a Prolog program, An
execution graph contains sorme topographical information, the connection of nodes, and the
instruction types to be executed in nodes (operations to be performed on tokens).

There are eleven primitive operations. These operations are COD (Copy and Distribute),
MRS (Merge and Select), SWU (Switch-up), MRO (Ordinary Merge), CHD (Check and
Distribute), UFA (Unify Fact), MRR. (Merge Rule or Intermediate Graph), ACT (Activate
Izlltcznediate Graph), SWD (Switch-down), ACP (Activate Predicate) and URH (Unify Rule
Head).




Compilation of Prolog programs to obtain dataflow execution graphs is a straight forward
process. Mogeover, no modification of the Prolog syntax is required and the exploitation of
the parallelism is completely transparant to the user.

In PDGEM, all solutions are searched unconditionally, using an eager evaluation
mechanism. As a consequence, an additional effort is not required for backtracking,

The model exploits OR-parallelism restricted AND-parallelism 3) and stream parallelism.
This execution scheme allows parallel execution with a very small run time overhead totally
eliminating the risk of binding conflicts on shaced varibles. Also the cross-product operation
after AND-parallel execution is avoided.

2, DESCRIPTION OF THE MODYL,
2.1 The dataflow concept

The dataflow execution mode! is a model which climinates the order of execution of a
sequential program imposed by the lexicial ordering of its instructions, The only execution
order in this model is the one which depends on the availability of the data of instructions, A
dataflow program is described as a directed graph. The nodes of the graph are the
instructions of the program and the arcs are the connections carrying the date from an
instruction to another (the result of the execution of an instruction is used by another as
input). The data carried on arcs are called tokens, The firing (execution) of an instruction
requires that there is a token on each input arc (all input data is ready). Once a node is fired,
tokens on the input arcs are removed, the operation is performed and the result is put on the
output arc in the form of a new token.

The way a dataflow graph is executed from the {Joint of view of reentrency defines two

different dataflow models: static and dynamic %:11), In the static execution scheme a graph
is activated for a set of token and the next set is not accepted until the current execution is
completed. The dynamic scheme (which is also called tagged token model), allows
consecutive activations of a graph without having to wait the completion of the previous
activation.

If these two approaches are examined in terms of parallelism they exploit, the static model
exploits the parallelism in the code by simultaneaous activation of the nodes. The dynamic
model in addition to this, exploits another form ofparatlelism due to the consecutive
activations of the graph (pipelined execution of the instructions). Static dataflow
architectures are in general less complex to implement than the tagged token architectures.

There are architectures built using both schemes 6,12),

2.2 Overview of the Model

The principal difficulty in exploiting OR-parallelism, the simulataneus activation of all rules
and facts of a predicate, is the saturation of the architecture 3) (search space explosion), The
problem in exploiting AND-parallelism is the risk of creating binding conflicts on the shared
variables of AND-terms and taking the cross-product of the distinct solutions found by, .
AND-terms.

PDGEM is a compromise between an efficient run time policy and parallelism extraction,
OR-parallelism requires a run-time support (a feedback system) to avoid the saturation of the
machine. To avoid the binding conflicts and to the cross-product operation in AND-parallel
execution, the parallel activation of AND-terms of a rule is performed when all variables of
the AND-terms are ground (constants, or variables bound to constants). However, when the
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parallel activation is not possible, AND-terms are activated in a pipelined mauner exploiting
stream parallelism3) |

PDGEM is a tagged token model. This allows the expoition of two kinds of parallelism
introduced in section 2.1, The subgraphs of a program are extracted at compile time and they
are static, The same subgraph can be used for different invocations.

In PDGEM Prolog programs are compiled into datallow graphs. A compiled Prolog
program is a group of subgraphs. A subgraph is produced for each predicate and each pair
of AND-terms of rule bodies, This means that for a three-term rule body there will be two
subgraphs: one for first two AND-terms and the second to call the first one and the third
AND-term, Subgraphs contain model primitives. These primitives control token flow, token
duplication/destruction and unification. PDGEM is not a conventional fine grain dataflow
model. The primijtives are simple sequential microprograms. The functions of the cleven
primitive operations of the model are explained in the following paragraph.

COD (Copy and Distribute) instruction produces one copy of the input token on each output
arc. This primitive initiates the OR-parallel execution. MRS (Merge and Select) instruction
terminates OR-parallel execution by collecting all the solutions found on parallel branches.
UPFA (Unify Fact) performs the fact unification of a clause head. Unification modifies the
token variables (binding environment) and marks the token as invalid if the unification fails.
URH (Unify Rule Head) performs the head unification of a clause and activates the
subgraph correspondig to the predicate if the unification is successful. CHD (Check and
Distribute) makes the run-time check on AND-terms to decide wether to do AND-parallel
execution. If parallel execution is possible, the incoming token is duplicated and both
branches (AND-terms) are activated. MRR (Merge Rule or Intermediate Graph) is the final
primitive of a rule body subgraph. If the input tokens belong to a parallel activation and both
are marked asvalid (all unification succeded), outputs one valid marked token. If one or both
tokens are marked as invalid, outputs one invalid marked token to the otuput arc. If there is a
pipelined activated token on its input then it transfers it if it is a valid marked one and cancels
(destroys) it otherwise (except the last token of an activation which has to be transfered even
if it is an invalid token). ACP (Activate Predicale) activates the subgraph of the
corresponding predicate. ACT (Activate Intermediate Graph) activates the subgraph
produced for body of a rule when there are more then two AND-terms. SWU, SWD, MRO
are token flow control primitives of rule body execution. They check the tag of input token
and direct it one of output arcs or takes one token from either inpul aic and transfers it to its
output arc,

The target architecture is a special coarse grain dataflow architecture. The architecture has
three main components: processing elements, tag memory/assignement units and token
memory.

2.3 Compilation of Prolog Prograwms into Subgraphs

In this section three rules used in obtaining the dataflow graphs of a Prolog prograni will be
presented. After the compilation of a Prolog program, for each predicate name one subgraph
is produced. Then for the body of a rule depending on the number of AND-terms, one or
more subgraphs are produced. For facts, no graph is produced, they are treated on the node
base.

Rule I For each predicate of a program, a subgraph starting with a COD node and
terminating with a MRS node, containing one UFA node for each fact of the predicate, and
an URH node for each rule of the predicate is prepared:

Rule 2 The subgraph of a rule with two AND-terms starts with a CHI node and finishes
with a MRR node. Two ACP nodes for the activation of AND-terms are interconnected by
two SWD, one SWU and one MRO nodes. '
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Rule 3 The third rule explaing how to treat a rule body when there are three or more
AND-terms. The graph for the first two AND-terms is prepared as explained above. Then
for the third AND-term, a new graph which is similar to a graph prepared using Rule-2, but
an ACT node is used instead of the first ACP, and this ACT node refers (calls) the subgraph
produced for the first two AND-terms. For the fourth and following AND-terms this
procedure is repeated recursively.

2.4 Examples

In this section, two examples will be discussed to illustrate OR-parallel and AND-paratlel
executions of a Prolog program in PDGEM,

Example 1

/¥ OR-Parallel */

p(tu). /* fact 1 %/
p(b,D). /* fact 2 */
p(a,b). /* fact 3 #/
p(a,c). /* fact 4 */
p(a,d). /* fact 5 */
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Figure 2.4.1. Subgraph for example 1.

1-p(X.Y).

The activation token prepared for the query, carries the binding environment which contains
two unbound variables X and Y. The first node in the graph is a COD node which produces
five distinct copies of the activation token (the number of copies may be fewer according to
the current load of the machine to avoid its blockin ). The copying is made by the
processing element involved, in distinct zones of the token memory, and the tags are copied
by the assignment unit in the same way. Bach UFA node performs fact unification and sends
the resulting token to the MRS node. The MRS node outputs five solutions obtained. (i one
unification were unsuccessful then the corresponding token would be marked as invalid and
destroyed by the MRS node. The token would be destroyed by the processing element and
its tag would be destroyed by assignment unit),
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Example 2

t(a,a).
u(a,b).
pX,Y,2) (Y, Z)u(Z,X).

‘1{ w“‘(%"x .
SWU
sub 2 "
va
MRR%)P
xlf
sub 3

Figure 2.4.2. Subgraphs for example 2,

This program segment will be studied with two different queries.

Query 1
1-p(X,X,Z). [* query 1 */

For queryl an activation token which contains three unbound variables is prepared and sub3
is activated. The CHD node checks whether all variables be ground (constant or bound to a
constant the parallel execution condition). Since this is not the case here, AND-terms are

activated in a pipelined manner.
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CHD marks the token as serial and sends it to ACPy node, The ACPy node activates the
suby graph. The COD node of suby transfers the token to UFA; node and UFA¢ node
makes the unification. The unification results in the binding of Y and Z 10 a. The MRS node
of suby transfers the token to the SWD node of sub3. Since the token is serial,it is sent by
SWD node, to MRO via the s marked arc, MRO node simply transfers the coming token to
its output arc without any condition, ACPy activates suby.

The activation progresses similarly as subj. In the unification, X is bound to b and the
binding of Y is verified. The SWD node transfers the token to MRR node because it is
serial. The MRR node outputs the bindings of the variables terminating the execution,

Query 2
7-p(ba,a). /¥ query 2 %/

This time another query which allows the parallel execution of AND-terms will be
considered. The activation token for this query contains three ground terms (constants). The
parallel execution check at CHD node succeeds. Two distinct coples of the token is
prepared. One copy is sent to the MRO node, and the other to ACPy node. Tokens are
copied by the processing element and the tags by the assignment unit. The token going to
MRO node ig transfered to the ACPt node, Both tokens activate subj and sub? graphs
independently.

When the activations are over upper and lower SWD nodes switch the coming tokens to p
labeled output arcs since tokens are marked parallel. When both tokens come to SWU node
the SWU checks whether they are valid, Since the unification is successful in both subj and
sub2, both tokens are valid, The SWU node then transfers just one token to MRR and
finally MRR transfers this token to the output unit. If one or both of the tokens coming to
SWU node were invalid, then SWU would transfer one invalid token to MRR.

4. CONCLUSIONS

PDGEM is tested and simulated, The simulation results show that AND-parallel execution is
more efficient than the AND pipelined execution (siream parallelisin), For stream parallelism
to be efficient the number of tokens activating the AND-terms of a rule must be compatible
with the number of AND-terms. Theoreticaly, a speed-up factor equal to the number of
AND-terms is possible as the number of consecutive activations goes to infinity.

Prolog Dataflow Graph Execution Model is a model which implements full OR-parallelism,
restricted AND-parallelism and stream parallelism (AND-pipeline execution) over a dataflow
execution mechanism, Although PDGEM does not include all possible cases to exploit
AND-parallelism 14), most of the work is done at compile time and the overhead due to
run-time decisions are small 6). The use of dataflow exccution concepts eliminates the need
for process creation and management,

Most of the previous parallel Prolog models require some modification in the syntax of the
language like annotations, PDGEM does not require any such modification, The execution
and the compilation of subgraphs are straight forward. The ruu-time overhead of the model
is kept low by shifting the graph preparation work to compile time. Run-time checks for
restricted AND-parallel execution do not bring much overhead,

If the only and-term execution policy is chosen to be AND-pipelining, the model will
become more practical, because the common data kept for the number of tokens at a graph
execution level is not needed anymore. In this way, the critical section requirement will be
eliminated. Moreover, the datatlow execution graphs will have a simpler form and execution

310



mechanism. The SWU, SWD, CHD and MRO nodes will not be needed. A rule body will
be represented as a sequence of ACP nodes (one for each AND-term), followed by a MRS

node.

For a practical implementation of this model, some modifications for list and structure

manipulation should be done. For this purpose, the I-structures 10) may be considered.
J-structures allow a read request to a memory location before a write operation is performed
on the same location.

The work explained in 3) introduces parallel and concurrent Prolog execution models which
depends on dataflow concept. This parallel Prolog execution model implements sequential
and parallel execution of AND-terms and OR-parallel execution, The model requires the
specification of the execution mode of AND-terms (as parallel or sequential) in programs
with supplementary operators, In PDGEM, sequential and parallel execution is decided at
sun-titme so the language syntax is not needéd to be modified. In 3), possible inconsistent
solutions due to parallel execution of AND-terms with shared variables are eliminated by
consistency check of solutions. In PDGEM, th,e run-time check to check paralfel execution
conditions is a cheap one which controls whether the arguments are ground terms or
variables bound to ground terms. As a result, even in parallel execution, consistency check
of solutions is avoided. 3) is a fine grain dataflow model. Primitives operate on argument
basis rather than predicate basis, The overbead due to fine granularity is planned to be solved
by implementing the primitives in hardware or firmware. PDGEM however, is a coarse
grain dataflow model, Primitives operate on predicates. So the model does not aim to extract
parallelism in low fevel such as unification parallelism., With this approach we avoid the
overhead due to fine granularity. '

PDGEM has similar characteristics with the model explained in 14) Like 14), PDGEM
implements restricted AND-parallel, stream parallel and OR-parallel execution. Tokens in
PDGEM ate also dynamic tokens to differeptiate differcut activations of the same graph.
Tokens carry binding euvironments of activations. These are called binding environment
frames. As cited in 14) ([Li and Martin 86] and [ Tseng et al. 88]) PDGEM reserubles to |Li
and Martin 86] since it compiles Prolog programs into dataflow graphs and does not modify
them during execution, However PDGEM 14 diverges from (LLi and Martin 86] and | Tseng
et al. 88]) in parallel execution of AND-terms. In these models, parallel execution of
independent AND-terms triggers an incremental cartesian product operation. This is not
supported in PDGEM. The paralicl exccution of AND-terms in PDGEM is not optimal 4) but
restriction reduces the run-time overbead and uniformizes the model (production of standard
execution graphs for rule bodies and predicates (OR-terms)).
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Abstract

A neural network architecture for emulating forward dynamics of a simulated
three degree of freedom revolute joint robot manipulator among a predefined trajectory is
developed. The perforrnance is investigated and results are reported. The potential use of

the emulator for robust control purposes is discussed.
1. INTRODUCTION

It is well known that the technique of error backpropagation attracted many
researchers and incereased the popularity of artificlal neural networks, As in most other
neural network studies, application of neural networks to control systems invelves the
use of ervor backpropagation technique [1,2,3]. In these methods, a feedforward neural
network is trained to behave like the plant which is to be coniroiled. Afterwords, the
neurocontroller is trained. In other words, the feedforward neural network acts as an
"emulator" and it learns to identify the dynamical characteristics of the plant. The
training of the emulator is analogous to "plant identification” in control theory however
there are two basic advantages, Firstly, there is no need to provide any information about
the model, That is, emulation is done automatically. Secondly, the neural emulator is

able to model the nonlinear plants including robot manipulators.

The importance of providing a good emulator for neurocontroller architectures les
under the fact that the neurocontroller cannot be trained by using error backpropagation
algorithm without an emulator, The output values that can be measured are the ones of
the plant, not of the neurocontroller and the error signal at.the output can not
propagate backward through the plant which is not a neural wvetwork; so the
backpropagation algorithm in which the error must propagate backward {rom the output




to the input can not be used. To overcome this problem, the emulator is used in place of
plant during the training of neurocontroller.

In this study, a neural network architecture for emulating forward dynamics of
simulated three degree of freedom revolute joint robot mantpulator among a predefined
trajectory is developed. In the next section, the stmulated forward dynamics of the robot
arm used in training of the emulator will be gtven and the trajectory used will be
specified. In the third section, details about the training process and the architecture will
be discussed. Finally in the last section simulation results about the performance of the

emulator will be given and the ability of the developed emulator in operating on different
trajectories will be discussed.

2. ROBOT ARM FORWARD DYNAMICS SIMULATION

Using Lagrange-Euler formulation the dynainics of a robot arm can be written as

A@O+HO, &) +G(O) =1 (1)

where @eR™ is the jolnt angle vector, QeRR is the joint angular velocity vector, SeRD i
the joint angular acceleration vector, 1 is the number of joints, 1 R? is {he motor torque
vector. A(@)e R™ x R is the generalized inertia matrix, H(®, 8)eR" s the nonlinear term
containing corlolis and centipital factors, G(®) is the term containing gravity factors [4],
The link structures used in this study are circular cylindrical shell, conical shell and a
uniform slender rod as given in [4] for a Microbot arm. The values of parameters used are
my= 3kgdymo= 2kg , mg= 1 kg where my is the ith joint mass, h=20cm  e=30cm f= 30

cm where, h, e, { are joint lengths respectively, r= 5 cm is the link radius. ® and & are the
outputs and t is the input and n=3,

We have used

x(t) = a + bt + ct? + dt3 @)
to generate desired trajectory in base coor

dinates which involves going from one point to
another in 2.5 sec. The initial

and final points are assumed to be 80 cm apart from each
other. The inverse kinematics package written for the robot generates @g(t), ©4(t) and
é'd(t) which realizes (2) every 10 msec which is the sampling period T. The robot is
assumed to be at rest at the initial and final configurations,
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We have used computed torque technique [5] to generate the torque values which
make robot track the desired trajectory. The robot is assumed to be on the desired
trajectory initially. The output data @(t) and &) is generated by using Runge-Kutta
lntegration procedure of fourth order. As a result we have generated data for 250
samphing intervals which contain 8(kT), (K19, w(kT),

3. EMULATOR ARCHITECTURE AND TRAINING SCHEME

The neural network is chosen to be a feedforward one which consists of an nput
layer, two hidden layers and an output layer, The number of processing elements n the
output layer is chosen to be six which is equal to the number of outputs of the robot
arm. The input layer has nine elements among which three are the input torques and six
are the initial states. Figure 1 deplets the Inputs and outputs of the neural emulator. In
the first hidden layer

, . e
Ty i3 :

2 ] Emulator ®s
Tg g 8
\mwm—k-l—u———-v-—w—rz\% ) iéz
B3

Delay

10 msec |

Figure 1: The Inputs and Qutputs of the Neural Emiulator
27 processing elements are used. The number of processing elements in the second
hidden layer is chosen as that of the output layer, namely six. Thus, as a total, emulator

network contains 48 processing elements and 441 connections among them,

Error backpropagation algorithm is used to train the emulator, Figure 2 depicts
the training scheme of the emulator.
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Figure 2: Training Scheme

The environment used is Neural Works Professional 1I on a PC. The scale factors are
chosen to be 0.25, 1.00, 1.00 and 2.50 respectively. All of the transfer functions are
chosen to be hyperbolic tangent except the ones used in the input layer for which linear

transfer functions are used,

The order of the data generated in section 2 which contains 250 sampling interval
input and outputs is randomized to prevent network from diverging., The initial
connection weights are also randormized between -0.1 and +0.1 due to same reason, To
improve the convergence in training process, the values of the learning coefficients are
decreased several times during training, Table 3 shows this varfation.

e,

g

%"‘”“‘”«%ﬁ;mmmg up to

“"“*%v
Lcarnmg S

coeflicient .

"+, 10000 | 15000 | 20000 | 30000 |40000 | 50000 | 60000 |70000
1 |0.900| 0.750 | 0.600 | 0.300 | 0.225 | 0.150 | 0.135 | 0.105
2 1 0.600/ 0.500 | 0.400 | 0.200 | 0.150 | 0.100 | 0.090 | 0.070
3 10000 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000

Table 3: Change in Learning Coeffictents
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4, PERFORMANCE OF THE EMULATOR AND DISCUSSION

To measure the performance of the emulator, a program is written in C language
to evaluate the errors at the outputs. After training the network 70000 times, it has been
observed that the rms posttonal error is reduced to 0.23 radians approximately. It has
also been observed that if the robot is initially on desired trajectory and computed torque
method is used on simulated dynamics alone, comparable rms error occurs even if T is
decreased. This indicates that the rms error measured at the output of the emulator is
mainly because of numerical errors of PC environment, Table 4 indicates the mean, rms

and absolute extremum erx‘org of joint positions and velocities of the emulator.

Tiean Srror TINS CITor absolute extremum error
®1 | _.0.0023 00264 0.0575
62 0.0059 0.0267 | 0.0640
93 0.0027 0.0162 ___0.0267
"8, | ooonn | oose | 0.0666
8, -0.0072 0.0241 0.0532
03 0.0089 0.0174 0.0406

Tablo 4: Mean, rius and absolute extremum errors (in radians and radian/sec)

The next step was to determine how succesfully the network emulates the
manipulator on trajectories which are not thaught. In other words, how succesfully the
emulator generalizes? The emulator Is tested as follows: The trajectory for which the
emulator was trained is taken as a reference. Then to determine the generalization range,
various trajectories which are x cm apart from the reference trajectory were created and
network is tested with these new trajectories, Namely, torque values which correspond to
these trajectories are given as input and the outputs of the sirmulated robot and emulator
are compared and rms errors are examined. Then x is increased and the measurements

are repeated.

We have concluded that emulator performance decreases when x>1.5 em. In other
words, emulator has learned the trajectories which are within 1.5 cm of the original one,
This iIs good enough to use the emulator for robust control purposes in which the

magnitude of error never reaches to these values. Tables 5 indicates the mean, rms and
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absolute extremum errors measured for trajectories which are 1.5 apart from the original

one.

mean error X1as error absolute extremurmmn error
81 | 0010 0.057 0,10}
) 0.072 0.036 0.110
83 | 0008 0,046 0.111
8y 0.002 0.073 0.178
b, | -0.008 0.082 0.184
b 0.029 0.087 0.215

Table 5: Mean, rms and absolute exirerqum errors {in radians and radian/sec)

for trajectories 1.5 apart from the original one.
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Abstract

Robotic manipulator control with unknown or uncertain dynamics has been an important
research topic in the last decade., Without a parametric model of robot dynamics, learning
control techniques are still the most effective methads for repeated trajectory following tasks.
In this class of controllers, neurologically inspired algorithms have been gaining much attention
in recent years. Although these techniques were shown to work effectively in simulation
experiments, coupled and nonlinear nature of parameter update dynamics makes an effective
mathemnatical analysis difficult. This paper investigates the convergence properties of an
artificial neural network based learning controiler. The results obtained reflect the local
stability properties of the closed loop nonlinear system dynamics.

1. Introduction

In recent years, Artificial Neural Networks (ANN) have emerged as a viable alternative for
various engineering problems of nonlinear nature. Within this new trend, many researchers
have attempted to apply neurologically inspired algorithms for manipulator control. The main
underlying assumption in these applications is the efficient capability of multi-layer ANNs to
approximate multivariable functions. With the increasing interest in this area, IEEE Control
Systems Magazine had come up with three issues which covered special secfions on neural
networks for control systems [1]. The interested researcher can find an exhaustive list of the
previous work on the subject in [2].

The present paper discusses the stability properties of an ANN based trajectory following
controller, The controller algorithm in question was originally proposed by the author in [3,
2] and successfully tested for trajectory following tasks through simulation experiments. The
controller is basically similar to the adaptive inverse dynamics control algorithm of Craig et al.
[4].

However instead of using an explicit parametric model, the controller utilizes generic multi-
layer ANNs to adaptively approximate the manipulator dynamics over a specified region of the
state space for a given desired trajectory. This generic neural network structure can be viewed
as a nonlinear extension of a deterministic auto-regressive model which is commonly used in
model matching problems for linear systems,

2. Controller Architecture

In this section we introduce the controller structure and then write the closed loop system
~dynamics for the proposed ANN based controller.

*This work was in part sponsored by Westinghouse Education Foundation under contract No:3597262,
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Consider the vector representation of an n» link rigid manipulator dynamics, given as

T = M(q)q +v(q,9) + g(q) (1)

where 7 is the n X 1 vector of Joint torques, and q is the nx 1 vector of joint positions. The matrix
M (q) is the n X n positive definite “inertia matrix”. v(q,q) is n X 1 vector function representing
centrifugal and Coriolis effects, and finally » X 1 vector function g(q) represents torques dug to

gravity. The derivation of (1) can be found in common reference texts [5]. Equation (1) can be
put in a more compact form as

7= M(q)q + h(q,q) (2)

The control designer’s task is to devise a controller such that the manipulator tracks a given
desired trajectory (qq, ¢, tia) as closely as possible.
If exact manipulator dynamics is available, then the control

T = M(q)(Kvé + Kpe + da) + h(q, 4) (3)

will result in an error equation of the form,
84 Ko+ Kpe =0 (4)

due to the cancellation of nonlinear terms, wheree = q~q and é = g4 ~ 4. K, and K, are the
diagonal matrices of velocity and position servo feedback gains, respectively. Note that the above
error equation is a decoupled one due to the diagonal nature of the constant matrices K. » and
K. Therefore adjusting these gain matrices properly, tracking errors can be effectively forced
to zero. If the dynamic model of the manipulator is not available to the designer, generally
learning control techniques are used to generate the necessary feedforward torques.

Here we propose the use of a generic ANN to model the inverse dynamic structure of each
joint. For an n-link manipulator, inverse system dynamics given in (2) can be defined by a
nonlinear transformation

BE-1: R R (5)
which maps the 3n dimensional output space of the system (position, velocity and acceleration
vectors) to the n-dimensional input space (joint torque vector 7). Such a nonlinear transforma-

tion can be effectively modeled by ANNs as discussed by Funahashi [6], Cybenko [7] and Hornik,
Stinchcombe and White [8].

Mathematical Setup:

Inverse dynamics which is represented by the nonlinear transformation R-! in (5), can be
decomposed into n transformations for each joint, namely

r o= RB(g,q,4) (6)
Tfl(q’q‘){l)

it

: (7)
5 T;:l(qs a4, Q)

where each r[” l(q,c’l,éi), i =1,...,n defines the inverse dynamics of the corresponding joint,
that is,

7Ny 4,8) t R - R, with § = 1, Ca T
Each entry 7;7(-) of the vector function B—1 can be modeled by a multilayer ANN such that
the overall system’s inverse dynamics model is represented by,
) | [ Mz,pr)
r=R N8 = | = o (8)
BE®) | L Nalz, pa)
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where (:) denotes the estimated models, and Ni(+), ¢ = 1,...,n represents the output of each
ANN model that is used to realize the nonlinear mapping r;(-). 2(t) is an augmented state
vector of the robot dynamics,

[2(2) = (a”(2), 4T (2}, §7(1))" € R

which denotes the time dependent input vector of the inverse dynamics and py is the vector of
all adjustable weights of the ith ANN model.

Here we assume that a three-layer ANN with “k” inputs, “m” hidden layer units and one
output unit is used to model a joint’s inverse dynamics. Then this model can be explicitly
written as,

#1(2(t)) = Ni(=2(t), wit), Hi(t)) = wi T (Hiz) (9)
where w;(t) € R™ is the adaptive output layer weight (parameter) vector, Hi(f) € RmxE g
the hidden layer adaptive weight matrix of the “i”th ANN model. z(t) € RF with k = 3n is
the input vector as defined before. In the rest of the text, time argument of these vectors will
sometimes be dropped for notational simplicity. The vector function T(:) € R™ is defined as,

T() = (1()s 2 ()

where gi(-) € R is by definition a monotone increasing function which is taken as a sigmoid
function in this case, based on the justification given by the theorems in (6, 8). Hence gi(x) =
tﬁ%ffi and it is bounded as 0 < ¢i(2) € 1.

We next define a vector v; = vec(H;) € R™ which represents the hidden layer adaptive
weight matrix H; of the ANN model in vectoral form. vec(+) operator gives a vector which is
obtained by stacking the columns of its matrix argument. Based on this new parameter vector,
the argument of vector function T(+) can be written as

Hiz = dv; (10)
where
Vi = {Hl'u:Hizu corsHigyy ooy Higgy - "Himk}T

and ® € R™*mk is a matrix which can be considered as the modified input of the ANN model
and is defined as,

21 0 ... 0 ... &k 0o ... 0
0 0 n ... 0 ... 0 =2z ... 0

‘§= : .1 ., . : :L ., : (ll)
0 0 ..oz ... 0 0 ... z.

where 2, € R, i=1,...,k are the elements of the input vector z € R*. Hence (9) can now be

written as,
77 (m, wiy vi) = Ni(z, Wi, vi) = wlt(®v;) (12)

Next we define a control law which consists of an adaptive feedforward compensator and a
feedback signal as,
7= B (2) + 84 Kué + Kpe = N(z) + & + Kyé + Kype (13)

where K, € R and K, € R"*™ are the diagonal gain matrices with entries k, and ky,

respectively. )
RY(z) = N(2) = {N,..., Na} € R”

is the robot’s dynamic model estimate which consists of “3” individual ANN models, each
representing one joint’s inverse dynamics.
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3. Closed Loop System Dynamics

In this section we generate the closed loop system’s dynamic equations and demonstrate the
difficulty of a global stability analysis. With the control vector given in (13), system’s error
dynamics can be written by substituting (13) in (2),

R'(z)+ 8+ Kyé+ Kpe = M(a)d+h(q,d) (14)
R-1(z)
4+ Ko+ Kpe = R(z) (15)

where B1(2) = R~1(q,q,§) € R™ denotes the error between the actual inverse dynamics R
and the estimated model £~*, and can be explicitly written as,

L f;l(z,pl) _
R (z) = : (16)
,‘$;1(57pﬂ)~

where
7 (z,pi) = r7H(z) ~ Ni(z, p1) = r7t(a) ~ i)

denotes the error in inverse dynamic modeling for each joint, and p; = {w},vT}T ¢ Rm+mk jg
the adaptive weight vector of the corresponding (“i"th) ANN model.

Using (15) and (16) the error dynamics (with diagonal K, and K, matrices) for each joint
can be written as follows,

€ + kyb; + kpe; = F{“I(z,pg), fori=1,...,n. (17)

where e;, é; and é; denote the position, velocity and acceleration errors at joint 1, respectively,
kp and k, are the individual servo gains, respectively. Based on the existence theorems given in
[6, 8], we can assume that there exists a three layer ANN structure (which is defined in ( 12))
that closely approximates the joint’s inverse dynamics. That is,

riH(z) = whY(@vio) (18)

where wjy and vjg represent the desired output layer and hidden layer weights that generate the
desired mapping, r;’*. In the rest of the analysis the subscript “{"is dropped for the brevity of
the presentation. Using the desired mapping given in (18), the error in the approximation of
the inverse dynamics of a joint can be written as,

#(a,p) = yvg'T(QVO)J—yTT(Qvl (19)

r-1 F=1

Using this residual dynamic representation, we can analyze the error equation given in (17)
which in fact represents a stable linear system with a nonlinear forcing function. Then the error
dynamics in (17) can be written as,

e(t) = H(s)i"\(2,p) (20)
where H(s) is a strictly positive real (SPR) transfer function, due to the positive gain terms

kp and ky in (17). Based on this error dynamic model, to update the parameter estimates p, a
simple gradient update algorithm can be written as,

5~1
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where T ¢ R(m+mk)x(mtm#) i o diagonal gain matrix which includes the learning rates as its
diagonal entries. The'state space representation of (17) is given hy,

% = Ax+ Bi(z,p) (22)
e = X (23)
where x = (e,¢)7 € R?*? is the state vector, and A, B and and ¢ denote the minimal state space
representation due to strictly positive real H(s). Since H(s) is an SPR transfer function, based

on the Kalman-Yakubovich lemma, [9], for a given symmetric positive definite (p.d.) matrix @,
there exists another symmetsic positive definite matrix P which satisfies the Lyapunov equation,

ATP+PA=~Q (24)

and the output relation,
c=BTP (25)

Replacing the output vector ¢ in (21) by (25), the gradient update law take sthe form,

L7z, p) pr
~IE g BT P (26)
. ON(z,p) o1
= RURIRIIIT S ot 4 2
b= TS BT Px (27)

where N(z,p) is the output the ANN model. Due to the nonlinear parametric dependence of
the term N (2, p), the computation of the partial derivative term in (27) requires the so-called
backpropagation algorithm. Note that the closed loop adaptive system represented by (22)
and (27) defines a coupled nonlinear system of differential equations and this makes a global
convergence and stability analysis of the closed loop system difficult, However local properties
of the system dynamics can be studied through the use of linearization techniques. Linearization
dictates that, subject to smoothness of the nonlinear oprators in (22) and (27), one can constitute
a linearized system whose stability properties are identical to the local stability properties of
(22) and (27).

4, Stability and Convergence Analysis

In order investigate the local stability and convergence properties of the closed loop system,
the system dynamics is linearized around the desired system state. Let p. and %, denote the
desired values of the parameter vector p and the state vector x, respectively. That is x. = 0
and p, = (wg,vI)T. This basically corresponds to a condition where the system operates in
the vicinity of the desired trajectories (q4, ¢4, §q), and the ANN model parameters are close to
their desired values. With this choice of the nominal signals, the perturbation vectors become,

X=Re~X= ~X
which is actually the tracking error vector and
P=p«—P

which is the parameter error vector. With this set up, we first linearize (22) around x, = 0 and
p, as follows,

% = &(Ax) %—B AwTL(2v)) W — B A(wrT(¢v)) 3 (28)

A"
0% |x ow av
¢ Zo Wy, Vs Zo Wy, Vs
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where z, = (qa7, q4%, §47) basically corresponds to the desired (nominal) state x, = 0. Evalu-
ating the partials, we get

% = Ax + BYTY(@,v. )W + Bwl J, 8, (29)
where J, € R™*™ ig a diagonal Jacobian matrix evaluated at the nominal values,
ArS 0 ces 0
o=l 0 S0 (30)
0 0 . Gllsews

and , is the vector fanction (defined in (11)) which is evaluated at z,. Combining ¥ and % as
the parameter error vector,
B = (WT’{,T)T g R(m+mk)

equation (29) can be written as
% = AX + B, (%, W, V)P (31)

where

0, = (YT(d,v,), wl ], 8,) € RIX(mimk) (32)
can be considered as the linearized regressor vector of the error dynamics, and Using the same
arguments and linearizing (27) explicitly for w and v, we get,
= IY(®,v,) BT P& (33)
= T307J,w,BT Px (34)

< B

where &, and J, are as defined previously and Iy € R™FXmk zpd Iy € RF*F are diagonal
matrices which are in fact the partitions of the gain matrix I'. Combining equations (33) and
(34), linearized update equation for the parameter vector p can be written as follows

p=-TUTBTPx, since & = —x (35)
where U, is as defined in (32). Equations the (31) and (35) constitute the linearized closed loop

system dynamics, Based on this linearized model we can now state the following theorem [10].

Theorem 1:

Given the linearized system dynamics in (31) and the updste law in (35), the tracking error
vector X satisfles,

x—0ast—

with all signals remaining bounded.

The proof of the theorem is given in [10]. The above result ensures the convergence of the
tracking error vector x in the vicinity of a nominal solution. However note that the above
theorem does not guarantee the convergence of the parameter error vector p, although it shows
its boundedness.

5. Convergence of Weight Estimates

In order to investigate the convergence properties of the parameter error vector B, let’s write
the linearized closed system dynamics using (31) and (35),

- oter 7[5
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Equations similar to (36) arise in most adaptive control applications, and its asymptotic stability
has been studied by several researchers [11, 12, 4]. Note that equation (36) defines a linear time-
varying system and its asymptotic stability determines the convergence of the parameter error
vector p. The system given in (36) is asymptotically stable, if the transfer function

BTP(sI - A)"'B (37)
is strictly positive real and if there exists positive constants f, v and T such that
to+T
I / T YTy, dt T (38)
to

holds for all ¢y with [ ¢ R(mtmh)x(m+mk) being the identity matrix [11]. The sign > defines the
positive semi-definite ordering of the matrices. The transfer function defined in (37) is strictly
positive real for the above case as discussed in Section 4. Therefore if condition (38) is satisfied,
then P converges asymptotically. Equation (38) which is usually referred to as the persistent
excitation (p.e.) condition, states that ¥, must vary sufficiently over the interval T such that
the entire (m -+ mk) dimensional space (i.e. the parameter space of the ANN model) is spanned
to ensure the convergence of H.

In equation (38), ¥, is bounded as seen from (32). Then, left hand inequality holds directly
and the p.e. condition can be written as,

fo+T
/ 9Ty, dt > 41 (39)
to

The outer product matrix in the integral equation given in (39) can be explicitly written as a
partitioned matrix as,

T @uvi)YT(Buvs) | T(Buvi)w] .2,
WE“I'* = (

(40)
8T JTw, YT (®,v.) | @TITw.wlJ.®,

Note that the above matrix is related to the desired trajectory vector z, = (qqT, Q4% ,aa” )T
through ®, and J,, with 2z, acting as their arguments. Due to the nonlinear nature of the above
matrix integral equation, it is rather difficult and impractical to generate persistently exciting
trajectories from that equation, One method to utilize the condition given in (39) is to generate
desired trajectories based on our engineering knowledge and then to test their p.e. condition.
We are currently studying the structure of (39) in order to derive more explicit p.e. conditions on
%, In general, generation of persistently exciting trajectories is an important research topic [11].
Next we present some simulation results and demonstrate the error and parameter convergence
properties of the proposed controller architecture.

6. Simulation Results

The architecture proposed in Section 2 was tested on a two link manipulator model using sim-
ulation methods [2]. As a test for the adaptation properties of the controller, the end effector
mass is changed while the manipulator is closely following a prescribed trajectory. For this test,
the second link mass is changed from its nominal value of 8 kgs. to 16 kgs. at the “2” second
mark. The position error profiles due to this sudden change in manipulator dynamies are shown
in Figure (1). As shown in the figure, the controller effectively reduces the sudden jumps in
the position errors and brings the errors down approximately to their previous levels in about
1-1.5 seconds. In order to demonstrate the changes in the manipulator’s inverse dynamics due
to the end effector mass change and the ANN model’s ability to track these changes, the torque
profiles are monitored during the adaptation test (Figure (2)).

Desired torque profiles corresponding to this change and the torque profiles generated by the
ANN models of each joint are plotted in Figure (2). The observed torque profiles converge to
their desired levels by the end of the trajectory. More simulation results are given in [2],
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Figure 2: Desired and observed torque profiles when the end effector mass is changed from its
nominal value of 8 kgs. to 16 kgs.
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7. Conclusions

Neurologically inspired robotic controllers have been receiving much attention in recent years
due to their effective learning capabilities. There are many reports on successful simulation
results, however there is not yet a well defined mathematical analysis for their stability and
convergence. This is due to the nonlinear nature of parameter update dynamics which makes
use of the well known backpropagation algorithm. This paper investigates the local stability
and convergence properties of an ANN based robotic controller which was previously proposed
by the author. Simulation experiments demonstrate the convergence properties of the controller
architecture,
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Abstract: In the present work, an alternative multi-layer unsupervised neural
network model that may approximate certain neurophysiological features of Natural
Neural Systems has been studied, The Network is formed by rwo parts. The first
part of the network plays a role as a Short Term Memory that is a temporary storage -
for each pattern. The task for this part of the network is to preprocess inconming
patterns without memorizing, in other words, to reduce the dimensions and the lin-
ear dependency among patterns by determining their relevant representations. This
preprocessing ability is obtained by a dynamic lateral inhibition mechanism on the
hidden layer. These representations are the input patterns for the next part of the
network. The second part of the network may be accepted as a Long Term Memory
which classifies and memorizes incoming pattern informations that come from hidden

layer.

1 Architecture of the Network and Training pro-
cess

The network is composed of two feed forward layers (Fig. 1).
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Fig. 1: Architecture of multi layer network.
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64 input units, a hidden layer with 64 hidden units and an output layer with 64
units. The layers are fully interconnected to the next Jayer. The output and hidden
layers have internal lateral inhibitions. The first part that is between input units and
hidden layer accepts input patterns one at a time (Fig 2.) In other words. when we
present the first pattern to this part, only this part of the network will be trained
until we obtain internal representations in the hidden unit for this pattern.

IMTERHAL
14

CLAESIFICATION

HIDDEK auyePuY |
LAYER LAYER :

PATTERN CLASSIFIER

Fig. 2: Training process.

Before we can present the second pattern this part of the network will be initialized.
After we have obtained an internal representation for the first pattern in the hidden
layer, this representation presented to the second part of the network as an input
for final classification of the pattern. There are two possible preprocessing in the
first layer. We can train the network until we obtain internal representations of the
input patterns. In this type of training, it is possible that patterns can have commmon
elements. In the second type of trining, we can train the network by eliminating com-
mon activated units until we obtain unique representations for each input patterns.
In this second method patterns will be reduced into their orthogonal representations.

The second part of the network can be considered as another single layer network
between the hidden layer and output layer, The function of this second network
differs from the first part of the network in terms of the way of training. This part
accepts the internal representation as input and the layer is trained untill the pattern
is classified. The next internal representation, which is the result of the second pattern
that is presented in the first part. will also be accepted as second input pattern to
the second part of the network without any initialization. In this way, the second
part of the network is capable of training and memorizing a sequence of patterns as
in traditional training.

A “neighbour inhibition” method with an Eight-directional Inhibition Strategy
(Fig. 3) is used in the layer of the first part of the network that is in fact the hidden
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layer for the whole network, In this strategy most active unit inhibits the activity of
its closest neighbour units. Units in the layer organized in a two dimensional array.
Tn the output layer of the network, the “Winner-take-all" method is used.
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Fig. 3: a) Neighbour neuron inhibition with Eight-directional Inhibition Strat-
egy. Most active unit inhibits the activity of its closest neighbour units. b)
Winner-take-all Inhibition Strategy. Winner unit pushes other neurons into a
constant minimum value.

2 Learning algorithm of the Network

There is a large number of fibers that provide synaptic connection to a given Purkinje
cell (Fig. 4) in a Natural Neural Network®. We denote the number of all parallel fibers
by N. The input carried by the &*® parallel fiber at the time ¢ is denoted by si(t):
it can have the value of 1 or 0 according to whether the fiber carries an impulse or
not. The effect of the input from the k** fiber on the i*" Purkinje cell is determined
by the synaptic coupling strength W,ﬁ').

Fig. 4: Symbolic notations for two Purkinje cells.
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The output of the network is carried by the axons of the M Purkinje cells and acts to
inhibit nuscle activity. The strength of the effective inhibition of a cell denoted by
g. This activity of the ¢'" Purkinje cell is characterized by the quantity a()(t), which
is 1 or 0 depending on whether the cell it originates at is active (i.e. has fired) or
n?t. The activity state of the Purkinje cell in turn depends on its axon hill potential,
v(¢),

2.1 Neuronic equation (Netinput)

To describe the behaviour of a neuron, I will employ a formulation based on ref. 3.
The dynaniic behaviour of a neuron is governed by the neuronic equation:

N . Mo k
vt 4 7) = [(1 = Mo(@) + ST W (1) se(t) - Zg§‘)a<~7>(t)}(1 ~aD1)y, ()
k=1 j=1

where

e vt + 1) :Hill potential at time (¢ + ) of cell i. (In natural systems this time is
7 & 1 msec.)

& (1~ A)v8(2) :The remaining potential of neuron ¢ from time ¢ at time (£ + 7).
If no other input arrives from fibers then the potential of the neuron decreases
exponentially with A decay constant (A = 0.1 in my appl.)

o W,f"(t)sﬂt) :The excitation arriving from the k™ parallel fiber to neuron 7 at time
t.

o ¢ali)(t) :The inhibition arriving from other neurons to neuron 7 at time {.

o (1~ al)(2)) :A multiplicative factor. This term resets the potential to its resting
value after the firing and keeps it there the refractory period (the minimum time
hetween two firing), during which the the neuron is not excitable.

A neuron will become active, if its potential v¥) at the axon hill exceeds a threshold
value, 80, (§ =1 in my appl.). In that case the neuron will emit a non-decreasing
pulse of fixed duration 7, along its axon making inhibitory action at all of its synaptic
connections.

This activity is described as,

a(t) = 1,f v0(2) 2 gli)
0, otherwise

Given the time-dependent input si(t), the response of the network can be calcu-
lated with eq. (1). For a shorter period, the synaptic strengths W/" and gJ(-') can
be considered as constants. If the incoming pattern remains steady for several time

steps; those Purkinje cells whose synaptic strength vectors have the best overlap with
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the input pattern vector will be most likely to fire; in turn, they will then inhibit their
neighbouring neurons as a consequence of the lateral inhibition g,(’ ). 1f the membrane
potential, v, of a neuron exceeds a given threshold value, 8, then neuron becomes ac-
tive (fired) and inhibits its neighbours with a certain inhibition value. Active neuron
also resets itself into resting membrane potential value.

2.2 Memory equation (Learning)

On a longer time scale the coupling strengths may change, thus providing a learning
ability for the net. When we assume that the inhibitory synapses are fixed, the
excitatory synapses leading from the parallel fibers to the Purkinje cells may change
according to Hebb’s rule®, which we formulate in the following memory equation:

Wi+ 7) = o011 = WD) + SalBsu(t - +>} - )

where

o W (t4 ) :Synaptic strength of coupling between fiber & and neuron i at the time
(t+ 7).

o ¢() :Normalization constant for neuron 2.

o (1~ e—:)W,f")(t) :Exponential decay of synaptic strength (¢ = 0.001 in my appl.)

s 6alD(t)sx(t ~ ) :If neuron i active at time ¢ (i.e., a = 1), the connections between
neuron  and fiber k will be strengthened by & learning rate.

The normalization condition

. , N_‘ i .
0 =03 [(1 - )W (0) + 8 (B)su(t - 7)) 3)
k=1
where 7 is a constant (i.e., ) = 1), This condition ensures that the total synaptic
strength remains constant,

Mg
W) = 7.
k=l

This learning mechanism simply describes the effect that if an excitatory impulse
is arriving to a synaptic coupling which will lead in the following time step to a
firing of the post-synaptic cell, then that connection will be strengthened by 6. Due
to the normalization 7(*) , and the slow exponential decay of the couplings, all “non-
successful” synapses will be somewhat weakened at the same time. Exponential decay
(1) in neuronic equation and (1-¢) in memory equation are ignored in the second
layer of the network to obtain plausible classification of patterns.

Learning algorithm for the second layer of network is as follows
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neuronic equation,

: N Mo _
vt 4 7) = [v(”(t) + Y W )si(t) - Zg,("a(f)(t)}(l ~a¥(1)) . (4)
k=1 Jj=1
and memory equation,
Wikt +7) = ¢ [”Vé"m + a8 st - r)] - (5)

3 Features of the network

The learning algorithm and architecture of the network explained above are different

from other network models. The advantages of the two layer model presented above
are:

Ability of preprocessing the incoming pattern.

The network has ability to preprocess the incoming patterns and reduce the di-
mensions and the linear dependency among these patterns then memorize them. Ex-
periments indicate that the network has ability to classify all input vectors as long
as those vectors have less than 40% common elements with each other. When the
patterns A, B, C, 1 and 2 presented to the network (Fig. 5), patterns C and 2
have been classified into same class.

% BIBBER LAVEM ouYPOR
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Fig. 5: Input patterns A, B, C, 1, 2, their Internal representations and
response of the network in output layer.

2

The reason is that common elements of these two patterns are more than 40% of
the number of representation elements. Patterns A and C had 4 common elements
but they have been classified into their own classes since their uncommon elements
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were in majority. The second layer of the network is limited with properties of
 ‘yinner~takes-all’’ method?®.

Network architecture and learning algorithm are similar to biological mechanisms.
The learning algorithm is based on neurophysiological activity of real neurons, If

the merbrane potential, v, of a neuron at a given time exceeds a certain threshold

value, 0, then the neuron becomes active (fired) and inhibits its neighbours with a

certain inhibition value. Only the weights of the active neuron are adjusted. Active

neuron also resets itself into resting membrane potential value.

Network accepts repeated patterns.
Repeated patterns during training do not cause any side effect. They activate

always the same output, units,

Network has ability to learn a new pattern without training the whole set again.
Network trains with one at a time process. It makes possible to add a new pattern
to the network in any given time.

Values of parameters are fixed.

Choice of parameter values for learning and the number of training iterations are
fixed. The network may be trained with a value of learning rate 0.1, and 150 cycle for
each pattern for each layer. These values are valid for any type of pattern. Inhibition
values between the units are set to 0.9 when the method is neighbour inhibition.

Conclusion

In the present work, an alternative unsupervised neural network model that may
approximate certain neurophysiological features of Natural Neural Systems has been
studied. This work is a result of further investigations on ref. 3 and 4. However the
present model shows us the ability of character recognition, It can also be investigated
within the subject of signal processing. This model can work as a feature detector
or signal classifier in many application areas like speech recognition, active sonar
classification, etc, ’
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Yapay Sinir Aglarinin Robotikteki Uygulamalari
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Ozet

Robotikte, bazi problemler vardir ki bu problemlerin analitik cozumlerinin
konvengiyonel tekniklerin kullanilmasiyls bulunmasi mumkun olamamaktadir. Bu
calismada Yapay Sinir Aglarinin (YSA) boyle problemleri cozmede kullanimi
gozden gecirilmistir. ‘ e

Bd?makaledq=(*),.YSAlar kisaca gozden gecirilmis ve YSA’nin robot kinematik,
dinamik ve kontrol problemlerinin cozuminde nasil uygulandigi konusunda
uygulamalaxr sunulmustur,

Anahtar Kelimelexr : Vapay Sinir Aglari, Robotlar, Robot Kinematik, Robot
Dinamik, Robot Kontrol,

Applications of Artificilal Neural Networks in Robotics

Abstract

In robotics, there are a number of problems for which it is difficult to
obtain analytical solutions using conventional techniques. This paper
examines the use of Artificial Neural Networks to solve such problems.

The paper presents an overview of ANNs and discusses how they have been
applied to the solution of problems in robot kinematics, dynamics and

contrel .

Keywords : Artificial Neural Networks, Robotics, Robot Kinematles, Robot
Dynamics, Robot Control.

1. GIRIS

¥ySAlar deglsik bir cok problemlerin cozugunde son yillarda genis bir sahada
basariyla uygulanmistir. Bunda, YSAnin insan zekasini taklit edem cazibeli,
dogal _bir yapiya. sahip olmasinin -etkisi - buyuktur. YS8Alarin, . intibak,
kabiliyetleri .ve ogrenme yetemeginden dolayi bir cok uygulama sahasinda bir.
cok pratik probleme cozum saglamasi, ' onun populeritesini artirix. Son.
gunlerde bu uygulama . alani Neuromuhendislik (Neurcengineering) olarakta
adlandirilir ve YSAlarin pratik uygulamalari uzerine kurulmustur ve insan
beyininin bilinen ozelliklerinin  komputer donanimi ve yazllimina
aktarilmasidir [1].

(*) Yazarlar Turkce editor kullanamadiklari icin okuyuculardan ozur diler,
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Robotikte gaye, insanin caninin yapmak istemedigini veya yapmasinda tehlike
olan seyleri, kendi kontrolu altinda yapan bir cihaz icad etmektir {21,
Robotlar oldukca nonlinear sistemler olup dinamik performanslari, hesaplama
verimliligine baglidir. Ornek clarak; Kartezyen ve degisebilir baglanti
uzaylarl arasindski koordinat transformu, baglantl motorlarini  suren
genellestirilmis kuvvetler veya torklar, kontrol icin manipulator atalet
matrisi, degisken Kartezyen uzayindaki Jacobian matris.

Bu makalede gunumuze kadar robotikte yapilmis YSA  uygulamalarinin
[3,4,5,6,12,13] bircogu tanitilmakta ve yapllmis uygulamalar hakkinda kisa
bilgiler verilmektedir. Ikineci kisimda, YSAlarin kisaca tanitimi yapllmis ve
YSAlarin robotikdeki avantajlari ve dezavantajlarindan  bahsedilmistir,
Ucuncu kisimda ise, robotik ve robotik problemleri ile ilgili kisa bilgiler
verilmistir. Bir sonraki kisimda ise, YSA’larin robotikdeki uygulamalari ve
robotikteki problemleri cozmedeki basarisi goz onune serilmistir, Besinci
bolumde verilen kaynaklarin bir degerlendirilmesi yapilmistir,

2. YAPAY SINIR AGLARY

Yapay sinir aglari temel olarak beynimizin matematiksel modellemesi uzerine
kurulmustur. YSAlar basitce izah edilirse, bir cok isleme elemanlarinin
(processing elements) birbirlerin arasindaki Ffarkli baglanti sekillerinden
olusur, her YSA'nin kendine ozgu bir yapisl ve ogrenme sekli wvardir,
Baglanti sekillerine ve yapilarina gore YSAlari siniflandirma yapmakta
mumbcundur [7,8,9,10,11,137, Aslinda, YSAlarin sirri, onlarin giris ile cikis
arasinda bir harita olusturmalarindan gelir yani verilmis olan bir giris
setine bir cikis seti uretirler.

YSA topolojisi, ileri-beslemeli (feedforward) YSA ve geri-beslemeli
(feedback) YSA diye ikiye ayrilir [7] (daha degisik siniflandirmalards
meveuttur). Ileribeslemeli sinir agi giris uzayi ile cikls uzayi arasinda
statik haritalama yapar ve verilmis bix zamandaki cikis sadece o zamanda

Aglriiklar

Qirie kat! Ara kat Cikis kati

Sekil 1. Bir yapay sinir agi

verilmis bir girisin fonksiyonudur. Geri-beslemeli (son gunlerde recurrent
olarakta kullanilmaktadir) YSAlarda ise; bazi islem elemanlarinin cikisi,
ayni islem elemanlarina veya daha onceki katlardaki islem elemanlarina geri
beslenir bundan oturu dinamik bir memoriye sahip olduklari soylenebilir.
Verilmis blr anda boyle sinir aglarinin cikisi kendi girislerine ve daha
oncekl giris ve cikislarina aksettirilir. Sekil 1’ de iki glrisli, bix
cikisli ve bir ara kata sahip basit bir yapay sinir agli  sekli
gosterilmistir. Agirliklar, isleme elemanlari (sekilde yuvarlak sembollerle
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verilmistir.) arasindaki iletisimi  saglarlar. Isleme elemenlarinda
kullanilan trasfer fonksiyonlari turevi alinabilir fonkslyonlar olmalidir.
Sigmold fonksiyen buna bir ornek olarak verilebilir:

ySAlari cok cekici hala getiren ozellikler su sekilde siralanabilir.

- Hizli real-time performansi,

- Genelleme yapma ozelligi ve bu ozelliginden dolayi gurultuye karsi
olan toleransi,

bPaha az bilgiye ihtiyac duymasi,

Bilinmeyen procesleri.tanimlama ve kontrol edebilme ozelligi,

Bir cok problemlere uygulanabilir olmalari,

Konventional tekmiklerin yetersizligil.

| 2 S S |

Bunun yaninda, YSAlarin robotikteki uygulamalarinda karsilasilan guclukler
bazi uygulamalarda cok yavas ogrenme, problemlerin cok karmasiklligindan
dolayi cok fazla giris bilgisine ihtiyac duymalari ve bazi uygulamalarda da
hassas somue alinamsmazi olarak siralanabilir,

3. ROBOTIKTEKI PROBLEMLER

Giris bolumunde de aciklandigi gibi, robotikteki  problemleri cozmek icin
karmasik ve yogun bir matematik hesaplamaya gerek vardir. Bazen en basit bir
robot hareketini hesaplamak bile cok yogun bir matematik gerektirebilir.
Robotiktekl problemler asagidaki sekilde siniflandirilabilir :

1

Kinematik,

Dinamik, ' '
Kontrol ,

Yorunge ve gorev planlama,

- Algilama,

H

3

1

Robotikte, Yorunge ve gorev planlama vede Algilama {14,15] onemli olmasina
ragmen, bu makslede yer verilmemistir. Burada incelenmis ilk wuc problem
hakkinda ayrintili bilgi asagidaki bolumlerde verilecektir,

3.1. Robot Kinematik

Kinematik, harekete sebebiyet veren nedenleri goz onunde bulundurmadan robot .
baglanti hareketlerini cozumlemeye imkan saglar. Robot kinematigi, ileri
(forward) kinematik ve ters (inverse) kinematik olmak uzere ikl kisma
ayrilir, Ilerl-kinematikle, manipulatorun  sonundaki etkili . noktanin,
(end-effector), pozisyon ve -acisinin statik problem olarak hesaplanmasi ,
yapilir. Ters-kinematik ile etkili noktanin, verilmls pozisyon ve aclginin
butun baglanti noktalarinin cozum seti.hesaplanir. N

3.2. Robot Dimamlk
Robot dinamigi,  robot baglanti koordinatlari, hizlari wve ivmeleri 1ile
baglantd torklari arasindaki iliskiyi formuluze eder. Matematiksel

formulasyonlar  (Lagrange-Euler, Newton Euler) sebebiyle, karmasik
trigonometri gerektirirler.

3.3 Robot Kontrol
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Robot kontrol, robotigin diger bir omemli alanidir wve iki kisma ayrilir.
Birineisi, pozisyon  kontroludur. Pozisyon kontrolu, bir sistemin
parametrelerindeki hatayl otomatik olarak telafi eder wve sistemi rahatsiz
eden karisikliklari yok eder. Ikincisi ise, kuvvet komtroludur, Bu pozisyon
kontrolunun tamamlayicisidlir. Robot bir parcaya, calisma yuzeyine veya bir
nesneye dokundugu zamsn goz onune alinir. Daha once bahsedildigi gibi,
robotikte kontrol onemli olmasi sebebiyle kullanilan kontrolorunde onemi
yuksektir, Kontrolor, verilmis bir hedefe wulasilmasi icin bir kontrol
parametresi seti saglamalidir. Bunun vyaninda kontrolorun optimal kontrol
yapmasi lcin sistem parametxelerini bilmesi gereklidir, Kontrolu guclestiren
bir kac durum vardir; sistemin modell mevcut olmayabilir, sistem =zamanla
degisebilir veya kontrolor zamanla degisebilir.

4. ROBOTIKTE YAPAY SINIR ACLARININ UYCULAMALARE

Ikinei bolumde de bahsedildigil gibi ogrenme, genelleme yapma ve hizli
hesaplama kapasitesinden dolayi, YSAlarin real-time uygulamalari vobotikte
yaygin olarak kullanilmaktadixr. ¥SA’nin robot manlpulatorlerindeki
kinematik, dinamik ve kontrol problemleri cozmede gosterdigi performans
yuksektir. Bundan sonraki bolumlerde, yukarida bahsedilmis problenlerinin
cozumune yapay sinir aglarinin nasil katkida bulundugu, herbir problem icin
ayri ayri basliklar altinda incelenecektir.

Bugun icin bilinen yirmi altidan fazla sinir agl modell bulunmasina ragmen,
bugun robotik uygulamalarda en cok kullanilan YSAlar Backpropagation ve
Hopfield agl dir. Bunun vyaninda daha bir cok sinir aglari rvobotikteki
uygulamalarda kullanilmaktadir. Mesela; Competitive ve Cooperative aglar,
ART1 (Adaptive Reasoning Theory), Kohomen self-organize ag, Degistirilmis
Counter-Propagation ve Functional ag bunlara ornek olarak verilebilir,

4.1. Robot kinsmatiginde yapay sinir aglari uygulamalari

Daha once robot kinematigi bolumunde bahsedildigi gibi, kinematik problemi
yogun hesaplamaya ilhtiyac duymasi ve bir cok cozum seti bulunmasindan dolayi
cozumu zor blr problemdir, YSAlar bu yogun hesaplamayi dusurmede basarl
saglamislardir,

Guez ve Ahmad {16}, iki-ve-uc-gerbestlik derecesine sahip bir manipulatorun
ters kinematik problemini cozmede c¢ok katli perceptron kullanmislar ve
YSAlarin bir manipulator icin iyi bir baslangic degerleri tahmin edici
olarak kullanilabileceginl ortaya koymuslardir., Bunun yaninda ayni probleme
Hopfleld ag uygulandiginda [17) daha iyi sonuc alinmistir. Iberall [18,19]
ve [20}, bir robot elinin parmaklarinin ters-kinematik problemini cozmek
icin degisik YSAlar kullandilar. Bu problemi cozmede kullanilmis degisik
sinir aglari, Functional ag, Kohonen ag ile birlestirilmis
Counter-propagation ag ve mehsur Backpopagation ag ve bu aglarin
performanslarinin  karsilastirilmasi {21] de yapilmistir. Kartezyen
pozisyonunu ve orientasyonunu bulmask icin bir iki yonlu sinir agl [22]
kullanilmistir. Sonuclar gostermistir ki kullanilan aglarin performansi
konvensiyonel cozum tekniklerinden ve Ileri-beslemeli ag ile ters-kinematik
probleminin cozumleri [16,23]’den cok daha iyidir.

Robot kinematigi, pratik olarak gerceklestirilmesi guc ve komplex bir
robotik problemidir. ¥YSAlar bu problemlerin cozumunde yeni bir wmetodtur ki
pozisyonel tekrarlamalari dusururler ve sonuclarin dogruluk yuzdesini
artirirlar. Yapay sinir agl, sistemin guvenilirligini arttirmak icin
baglantl acllari arasindaki teorik olarak elde edilen sonuc¢ ile arzu edilen
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gonuc - arasindaki hatayl sifira dusurmeye calisiv [26]. Bir degisik
uygulamada (27], Kohonen'in self-organize algoritmasi bir Widrow-Hoff tipi
hata duzeltme kurali olarak kullanilmistir. Bu metod ilk kez [28] tarafindan
ters-kinematilk problemini cozmek icin kullanilmistir.

Kullanilmis coklu bir sinir agi [24], Dbir Stewart  platformunun
ters-kinematik problemini cozmede iyl bir pexformans gostermistir. Bix
kompleks fonksiyon yeni bir polinomik sinir agl kullanilaraek [25] de
cogulmustur. Diger bir uygulamada [80] dir.

Sonuc olavak, Robot kinematik proflemlerini cozmede YSAlari kullanmanin ~
avantajlari; Real-time operasyonlarda kullanilabilme kapasiteleri, bir
cozumun iein ele alinan hesaplama zamaninin linklerin saylsina bagimli
olmamasi ve programlanmaya ihtlyac duymamalari olavak siralanabilir.

4.2, Robot dinamiginde yapay sinir aglaxi uygulamalari

Sinir aglarinin harltalama ozelligi, robot dinamigi icin cok ilgi cekicidir.
Burada sinir aglari, sistemin dinamigi ve texs dinamigini ogrenir sonra da
bu bir ters dinamik kentrolor olarak kullanllir.

Bir CMU Direkt-Drive robot kolu II'nin ilk iki baglanti noktasindaki dinamilk
tesirlerin modellemmesi ve performansinin olculmesi guctur, Iste bu robot
dinamik tesirleri telafi  etmek icin bir " Backpropagation sinir agi
kullanilmistir [29]. Bu ilgl cekicl uygulama sinir aglarini robot kolu
kontrolunde daha populer hale getirmls ve sinix aglari gercek bir robot
kolun ters dynamigini. ogrenmede [30] kullanilmistir. Burada YSA, bir tek
yorungeyli ogrendikten sonra, yorungeyi genellestirmis ve oldukca degisik
yorungeler icin kabuledilebilir somuclar vermistir. Bununla birlikte, tek
katli ve cok katli ¥YSAlar verimli bir sekilde gsanki robotun dinamik modeli
gibi -[31] robot manipulatorun kontrol edilmesinde kullanilmistir.

Diger taraftan, YSAlarla dinamik sistem tanimlama [63] son zamanlarda ‘glde
edilen yuksek basaridan dolayi sistem kontrolu icin oldukea populerdirler
[32,33), Pham ve Liu [34]'nun onermis olduklari degisik YSAlar belki
" robotikteki uygulamalar icin degisik bir alternatif olabilir,

YSAlarin avantajlari; Modellenmesl veya taninlanlansi guc ,olan sistemlerin
tanimi, daha sz bilgiye ihtiyac duywalari, daha hizli olmalari ve uygulanan
giris degerlerine gosterdikleri toleérans olarak verilebilir. ,

4t3; Robot Kontrolundeki yapay sinir sglari uygulamalari

Yapay sinir aglarinin, robot kontrolunde yaygin olmadinin sebebi gosterdigli
performanstan kaynaklanir. Degisik kontrol ogrenme teknikleri ve onlar
hakkinda - ayrintill bilgiler [35,36,37,38] verilen kaynaklardan  elde
edilebilir,

Kontrol edilecek objenin (robot wanipulator) tam dinamik. davranisi
genellikle bilinmez. Kullanilan inir aglari [39] veya diger ogremme
algoritmalari ile bir hareketin olusmasi esnasinda ters robot dinamigi
ogrenilebilir. Bunun yaninda, YSAlar, deneyimlerden ogrenme, degisen cevre
sartlarina uyum saglama ve onlara tepki gostermeyl de ogrenirler
[40,41,42,43]).

Genel robotik kontrol icin, Albus [44] kendi modeli olan CMAC’Li onerdi, Bu
model bolunerek duzenlemmis bir tablo (look-up-table) metodu olarak
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tanimlanabilir, Miller [45], hesaplanmis bir tork kontrolore CMAC!iuyguladi
ve similasyon neticelerinden gercekten cok etkileyici sonuclar aldi, PUMA
560 robot lein kullanilan YSA [46] dadir. Bunun yaninda adapte edilmis bir
model uzerime kurulmus YSA kontrslor [47], robot hareketi sirasindaki
tagidigl yukun miktarini kararlastirmada kullanilir. Bir baska uygulamada da
Bavarin, [37] de verdige bir kac ornekte, gurultulu giris(noisy) veya giris
degerlerinin eksik olarak verilmesine ragmen kabuledilebilir sonuclaxr elde
etmistir. Belirtilen bu ozellikler YSAlari, zeki kontrol icin cok cekiei

yapar.

YSAlarin basariyla uygulanmalarina daha fazla ornek gosterilebilir
[48,49,50,51). Backpropagation aginin basarill uygulamalari starford-like
robot iecin [52] wve uzay robotlari iein [53] verilmistir. Multi-link
manipulatorlerin real-time kontrol icin farkli bir neuro-kontroler [54]'de
verilir. Intelledex 605T robot manipulatoru icin baska bir real-time
uygulamasida [55]'de bulunabilir. Y¥YS8Alari kullanma avantajlari da ve Mars
robot uygulamalari [56] da verilmistir. :

Miysmoto ve meslektaslari [57], ozellikle robotlar iecin kontrol sistem
dizayninda neuro-psikelogikal kavramlarin onemini vurguladilar. Burada
YSAlar bir endustriyel robotun yorunge kontrolunu ogrenmede ters-dinamik
model gibi kullanilwistir., YS8Anin, ogretilmis  hareketlerl genelleme
kapasitesinden dolayi verilmis sinir agl ne bir modele nede parametre
ayarlanmasina ihtiyac duyar.

Kendi kendini kontrol eden bir mobil robotun kontrolunde backpropagation ag
kullanildi [58]. Hopfield ag kullanilmis bir neural estimator uygulamasi
[59] de bulunabilir. Barto ve arkadaslari [60], cart-pole problemini cozmek
icin iki ag onerdiler. Buna benzer bir problem [18] de ele alinmis ve
sonucta sistemin herhangi bir bilgisine ihtiyac duyulmaksizin daha kararli,
daha hizli ogrenme ve daha kucuk izleme hatasi elde edilmistir.

Elsley'in [61] Backpropagation metodu kullanarak elde ettigl sonuc cok
ilginctir. Kullanilmis YSA kontrolorun performansi konvensiyonel Jacoblan
kontrolorden daha iyidir. Buna benzer olarak diger bir calismada ise [62],
uc degisik YSA kontrolorun karsilastirilmasi yapilmis birbirlerine olan
avantajlari ve dezavantajlari verilmistir.

Hiyerarsik yapsy sinir aglarinin yapilari [24] de sunulmus ve YSAnin hiz
kapasitesi, adaptasyonu ve hesaplamg avantaji bir ornekle gosterilmistir.
Buna benzer, gercekten cok 1lginc olan bir baska uygulamada [41] de
yapilmistir. Cops-and Robbers oyunundaki bazi allskanliklar yapay sinir
aglari tarafindan ogrenilmis (Hesels; ele gecirme ve kacma gibl) ve robotlar
kendi kendilerini kontrol etmislexdir.

YSAlarin, kola benzer manipulatorlerin kontrolunde uygulamalari da bir hayli
coktur [42,64,65,66,67,68). Bununla birlikte, YSAlar multi goxev gerektiren
yerlerde de son zamanlarda kullanilmaya baslandi [41, 69]. Bumna bir ornek
MARVIN mobil robotu verilebilir [69]. Bu robotun gorus algllama, patern
ogrenme, duygusal durumlar, davranis hareketi ve motor kontrolunda yapay
sinir aglari uygulamalari verilmistir.

Son gunlerin popular bir uygulama alanida sualti robot araclaridir. Bu
konuda goze carpan uygulamalar [7Q,71,72] ve uygulanan YSAlar hakkinda
ayrintili bilgiler verilen kaynaklardan elde edilinebilinir. YSAlarin diger
yapay zeka teknikleriyle beraber kullanilmasiyla 1lgili yapilmis robot
kontrol uygulamalarida bulunmaktadir [73,74,75].

YSAlarin avantajlari; Hiz kapasiteleri, adaptasyon ozellikleri, hesaplama
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avantaji, daha az seistem bilgisine ihtiyac duymalari, kontrol  etme
kabilivetlerinin yuksek olusu ve pgurultuye gosterdikleri tolerans olarak
slralanabilir.

5. TARYTISMA ve AHALIZ

vukarida verilen misallerdende anlasilacagi gibi, ¥SAlarin robotikteki
problemlerin cozumune katkilari  fazladir. Verilmis uygulamalardan
gorulebilecegi gibi, VSAlarin roebot  kontrol, dinamik wve  kinematik
problemlerinin cozumunde basarili olduklari ve gelecekte bu hasarilarini
daha da artiracaklari soylenebilir, ‘

YSAlarin robotikte kullanilma sebebleri, sagladigl  avantajlar ve
dezavantajlardan daha once bahsedildigi icin burada tekrar bahsedilmenistir,

Son olarakta su soylenebilir ki hibrit yapay sinir aglarinin ve/veya sinir
aglarinin diger yapay zeka metodlariyla kullanilmasi ( Uzman sistemler,
Fuzzy, Genetik Algoritma ), YSAlari robotikte daba da cok populer hale
getirecektir [50,51,54,72,73,74,76,77,78,79].
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