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ABSTRACT

Evidence-Based Policy (EBP) maintains that public policy should be based on high-quality evidence of ‘what works’, in particular, experimental evidence from randomized controlled trials (RCTs) that measure the effects of policy interventions. While intuitively compelling, EBP has attracted significant criticisms from philosophers, methodologists, and political scientists. This chapter pursues three aims: 1) to provide an accessible overview of EBP; 2) to consider some of the most pressing challenges that EBP faces, including issues surrounding extrapolation and external validity as well as important value-related tensions; and 3) to explore a range of ameliorative proposals for improving the ways that evidence bears on the design and implementation of public policies.
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1 Introduction

Public policy- and institutional decision-makers routinely face questions about whether interventions ‘work’: does universal basic income improve people’s welfare and stimulate entrepreneurial activity? Does gating alleyways reduce burglaries or merely shift the crime burden to neighbouring communities? What is the most cost-effective way to improve students’ reading abilities? These are empirical questions that seem best answered by looking at the world, rather than trusting speculations about what will be effective.

Evidence-Based Policy (EBP) is a movement that concretizes this intuition. It maintains that policy should be based on evidence of ‘what works’. Not any evidence will do, however. Following on the heels of its intellectual progenitor, Evidence-Based Medicine (EBM; see Evidence Based Medicine Working Group 1992; Sackett et al. 1996), EBP insists on the use of high-quality evidence produced in accordance with rigorous methodological standards. Though intuitively compelling, EBP has attracted significant criticism from methodologists, political scientists, and philosophers (see, for instance, Cartwright et al. 2009; Cartwright 2013a; Reiss 2013; Strassheim and Kettunen 2014; Muller 2015; Parkhurst 2017; Deaton and Cartwright 2018a; Favereau and Nagatsu 2020).

This chapter provides a critical overview of EBP through a philosophical lens, reviewing and discussing some of the most pressing challenges that EBP faces, and outlining some proposals for improving it. Section 2 provides a brief overview of EBP and distinguishes a broader and narrower understanding of it. Section 3 reviews existing criticisms, two of which are considered in detail. The first elaborates how EBP struggles with extrapolation, i.e. using evidence from study populations to make
inferences about the effects of policies in novel target populations. The second maintains that EBP's methodological tenets are deeply entwined with moral and political values, which can threaten EBP's promise to promote objectivity in policy-making. Finally, Section 4 considers some proposals for how EBP could be improved going forward and concludes the discussion.

2 What’s EBP?

2.1 Broad and Narrow EBP

With EBP proliferating in various policy areas, there are many ways to spell out what exactly it amounts to. Not all of these can be discussed here, but to help organize our thinking it is useful to draw a provisional distinction between a narrow and a broad understanding of EBP.

*Broad EBP* simply emphasizes that policy should be informed by evidence, but no general criteria are put in place to govern what kinds of evidence to seek out and how to use them. Importantly, there is no requirement that evidence should speak directly to whether policies are effective - evidence could simply be used to monitor certain policy variables, for instance. To use a fringe example, gathering data on whether plankton concentration in a marine ecosystem is within a certain desirable range could count as an evidence-based way of informing marine ecology management (see e.g. Addison et al. 2018). Here, evidence guides real-world decision-making, but it is not used to determine the impacts of specific interventions, nor are there strict guidelines for what kinds of methods and evidence are good enough to inform decision-making.

By contrast, *narrow EBP*, which is the focus of this chapter, concentrates primarily on learning which policies 'work' and applies concrete strictures on what evidence is good enough for this purpose. In doing so, narrow EBP focuses on evidence from high-quality *effectiveness studies*, in particular Randomized Controlled Trials (RCTs), which are considered best for determining the effectiveness of policy interventions. Results from these studies are often 1) amalgamated in *meta-analyses* that compute an overall best estimate of a policy effect (Haynes et al. 2012), and 2) collated in *systematic reviews* and other evidence syntheses that grade available evidence according to quality and summarise it to provide a broader picture. While narrow EBP is far from a unified paradigm (see Head 2010; 2016), several general features help characterize it in more detail.

Narrow EBP is advocated, governed, and conducted by a wide range of institutions, collaborations, and research networks (see Parkhurst 2017 ch.8) such as the Campbell and Cochrane Collaboration, the GRADE and CONSORT working groups, and others. These are complemented by more specific governmental institutions focusing on EBP in particular areas, such as the US Department of Education's What Works Clearinghouse or the UK's eight What Works Centres (Cabinet Office 2013), which cover a wide range of policy areas, including health, education, policing, and local economic growth. Finally, there are also numerous NGOs, academic and private institutions, and research centres, such as 3ie, J-PAL, etc., who champion the EBP approach in areas such as international development (see Duflo and Kremer 2005; Banerjee and Duflo 2009).

---

1 Although Cochrane, CONSORT, and GRADE are EBM institutions, their recommendations are frequently adopted in EBP contexts.
These institutions perform a variety of functions: they offer general guidelines and concrete assistance to evaluators in conducting effectiveness studies and meta-analyses; they produce systematic reviews that survey and summarize the existing evidence-base and grade it according to quality; and they disseminate information about the (cost-) effectiveness of different interventions and the strength of the evidence underwriting these assessments. Importantly, while many of these activities involve backward-looking policy evaluation, a substantial portion of the evidence produced and summarized is supposed to help decision-makers implement policies in new environments. Ideally, decision-makers and practitioners, often termed 'users' or 'consumers', can go 'shopping' for evidence collated in so-called 'warehouses', 'libraries of evidence', or 'toolkits', which provide off-the-shelf information to help address common policy issues.

In performing these functions, a distinctive feature of narrow EBP is its reliance on rigorous methodological guidelines and so-called evidence-hierarchies, which rank the quality of different kinds of evidence and methods to produce them (Nutley et al. 2013). While available hierarchies differ in their details, they follow the same general blueprint. RCTs (and meta-analyses thereof) rank highest; the fact that RCTs involve experimental control is thought to make them most reliable for determining what a policy's effects are. Climbing down the ladder, one finds quasi-experimental and observational approaches, such as matching methods and simpler multivariate regression-based studies. For lack of experimental control, these study-types are thought to face more severe concerns about risk of bias, i.e. whether they can properly distinguish the effect of a policy from other things that influence an outcome at the same time. Finally, evidence hierarchies bottom out with the least credible kinds of studies and evidence, e.g. cohort studies, qualitative case-control studies, expert judgment, etc., which are considered even more prone to bias, or are not believed to help us determine policy effectiveness at all.

When building systematic reviews of evidence pertaining to the effectiveness of particular interventions, these hierarchies and more specific evidence-grading guidelines are used as exclusion and ranking criteria. Studies exhibiting risk of bias are discounted, or even excluded when determined to be below a certain level of quality. This *manualization* is supposed to streamline evidence production and use; ensure that rigorous standards are applied in synthesizing evidence; and make the criteria underlying evidence synthesis more transparent in the pursuit of promoting accountability and objectivity in evidence-based decision-making. With these general features in place, let us consider in more detail why RCTs are at the top of evidence-hierarchies.

### 2.2 Gold Standards

In producing evidence that is informative for decision-making, it is important to obtain evidence of the *causal effects* of policies. Without knowledge of what causes what, it is unlikely that our policy interventions will be successful. However, the demand for evidence of causal effects presents a formidable epistemic challenge.

Consider an example: does gating alleyways reduce burglaries (Sidebottom et al. 2017)? To answer this question, we could compare the incidence of burglaries in 'gated' and 'ungated' neighbourhoods. Yet, even if we found that gated neighbourhoods experienced fewer burglaries than ungated ones, it is not obvious
whether this difference is an effect of alley-gates or rather of some confounding factor (also confounder) that induces a spurious correlation between alley-gates and burglary rates. Perhaps those neighbourhoods that tend to have gates installed are targeted less by burglars regardless of gates, e.g. because people are more concerned about burglaries and hence more watchful, there is more CCTV, etc. We might also compare one and the same sample of neighbourhoods before and after gates are installed. Yet, even if we observed that the incidence of burglaries decreased after gates have been installed, this could be due to a variety of other reasons, such as a change in police activity.

In each of these cases, there is a worry about obtaining a biased measurement of the effect we are interested in, either because alley-gates don't have any effect at all and something else is responsible for any observed differences between gated and ungated neighbourhoods, or because the effect of alley-gates is muddled together with other things that happen simultaneously. Clearly, if our estimates of policy effects should be informative for decision-making, we need to ensure that we obtain unbiased estimates, i.e. measurements that capture only the effects of our policy and nothing else.

The standard framework underlying attempts to accomplish this is the potential outcomes framework (Neyman 1923; Rubin 1974; Holland 1986). When identifying a causal effect, the aim is to compare two states of the world that are alike in all respects except for the cause, intervention, or treatment of interest. More specifically, an individual treatment effect (ITE) is defined as the difference between a unit u's (say, a neighbourhood or individual) outcome Y in two states: a factual state \( Y_t(u) \) where the unit is 'treated' (say, where a gate is installed), and a counterfactual state \( Y_c(u) \) where the unit is 'untreated', all else equal. The fundamental problem of causal inference (Holland 1986), however, is that we can never observe both states for the same unit at the same time. So, how can we measure causal effects at all?

RCTs offer a deceptively simple solution by randomly allocating units to (at least) two groups: the treatment group, which receives a treatment (e.g. alley-gates), and the control group, which does not (or receives some alternative treatment, think placebos in medical trials). Randomization promises to mitigate bias because it helps ensure that the net effects of all confounding factors are balanced between the two groups. For instance, by randomly allocating neighbourhoods from a given sample to the treatment group (receiving gates) and the control group (not receiving gates) we can ensure that the net effects of policing and watchfulness on burglary rates are the same for both groups. Importantly, while any two specific neighbourhoods might still differ in how confounders influence their outcomes, randomization helps make sure that these differences wash away on average. So, when measuring the difference in the means of the outcome between treatment and control groups, we get an unbiased estimate of the average treatment effect (ATE) of an intervention (at least in expectation – more on this shortly).

Quasi-experimental methods that do not involve experimentally controlled assignment of treatment status (e.g. instrumental variables, regression discontinuity, differences-in-differences, and matching methods) can sometimes achieve similarly credible estimates of treatment effects. But while there has been increasing enthusiasm for these methods in empirical microeconomics (see Angrist and Pischke 2010) and beyond, EBP's methodological guidelines insist that they are not as credible as RCTs because they require a host of assumptions that are more difficult to
support by reference to features of the study design than is the case for RCTs (see Deaton and Cartwright 2018a).

For instance, matching methods (Rosenbaum and Rubin 1983) purposely select units from a population so that they differ only in their treatment-status but are similar in all other respects, particularly in regards to potential confounders. In our alley-gate example, we could match gated and ungated neighbourhoods on the level of policing, watchfulness, CCTV prevalence etc., and then compare them with respect to burglary rates. Importantly, however, the features on which units are matched must exhaust all features that can relevantly influence the outcome, which is often difficult to support. RCTs, by contrast, are argued to be applicable without knowledge of potential confounders and to generally require fewer substantive assumptions. In virtue of these features, RCTs are believed to be more credible than other study designs and are often touted as the 'gold standard' for clarifying policy effectiveness.

To summarize, while broader versions of EBP may be open to using various kinds of evidence to inform policy, narrow EBP insists on more rigorous methodological standards for what evidence is sufficiently credible. This insistence is supposed to underwrite two important promises: first, that we can build evidence libraries collating credible and ready-to-use evidence that speaks to policy issues of interest to decision-makers. Second, that this evidence, in virtue of its credibility, can push back on the role that individuals’ values and convictions play in deciding which policies should be implemented, thus promoting objectivity, transparency, and accountability in policymaking (Nutley 2003:3; Abraham et al. 2017:60). Let us turn to some of the challenges that have been levelled against narrow EBP and consider how they cast doubt on whether it can deliver on its promises.

3 Challenges for EBP

Narrow EBP faces a wide range of 1) methodological as well as 2) value-related and practical challenges. Not all of these can be discussed here, so I will offer brief overviews of both kinds, each followed by a more detailed look at what I consider their most pressing instances.

3.1 Methodological Challenges

Methodological challenges take issue with the central methodological tenets of EBP, in particular evidence-hierarchies proclaiming the superiority of RCTs (see Heckman 1992; Pawson 2006; Scriven 2008; Deaton 2009; 2010; Deaton and Cartwright 2018a and other articles in the same issue). One of the key concerns is that, on closer inspection, RCTs in fact require a whole array of substantive background assumptions, which are not always satisfied and can be difficult to validate.

First, the balance in confounders between treatment and control groups that randomization is supposed to achieve only obtains in expectation and not necessarily on any particular measurement (see Deaton and Cartwright 2018a:4-6 for a discussion; see also Leamer 1983; 2010; Cartwright 2007; see Worrall 2002; 2007 for similar concerns about RCTs in EBM). In other words, while RCTs can provide unbiased effect estimates when results are averaged over repeated measurements, on any single occasion there may still be substantial background differences between groups that can distort an effect measure. Although this can be remedied by
inspecting the balance of confounders and re-randomizing if necessary, doing so raises similar concerns as those faced by non-randomized alternatives: one needs to know which confounders (or combinations thereof; see Fuller 2019) need to be balanced. This has led some to conclude that the assumptions required by RCTs are no less problematic in practice than those required by other methods (see Muller 2015; Bruhn and McKenzie 2009).

Second, there is a host of additional concerns about how bias can creep into RCTs even if randomization is successful (see Deaton and Cartwright 2018a for an overview). These focus on how units are selected into trials; attrition during a trial (e.g. individuals dropping out); the blinding of participants, administrators, and evaluators; spillover and equilibrium effects; and many other issues. For instance, a central assumption supposedly facilitated by randomization is that units' potential outcomes are independent of treatment status, e.g. how much an individual will benefit from an intervention should not influence whether they are assigned to the treatment or control group. This assumption is undermined when units non-randomly leave a trial in a way that correlates with their potential outcomes, e.g. low-crime neighborhoods could ultimately resist having inconvenient gates installed and drop out of a trial, which could yield an upwards-biased effect estimate for the overall population. Moreover, in many cases it will be important that units are blinded to their treatment-status: for instance, individuals aware of participating in an alley-gate trial could become unintentionally more watchful once gates are installed, thus inadvertently affecting the outcome and biasing the effect estimate. Similarly, the effects experienced by treated units can sometimes spill over to untreated ones, for instance, when gated and ungated neighbourhoods are geographically close and burglars are deterred from attempting burglaries in a whole area rather than just where gates are installed. Relatedly, some interventions, when implemented at large scale, can change not only the values of particular variables, but also more fundamental structural features of the causal setup one is seeking to meddle with (see Lucas 1976) - think would-be burglars turned violent robbers because burglary becomes too cumbersome.

A third important concern about RCTs maintains that even if they are helpful in successfully identifying causal effects, they still leave unclear how the effect of interest came about, e.g. by which mechanism or process an intervention worked. Such knowledge can be crucial for understanding why and how a policy is effective or not, how affected individuals experience its effects, and how a policy might be improved. For instance, we could imagine a case where alley-gates are effective in reducing burglaries not because they physically prevent access to backdoors, but because increased demand for gates happens to create job opportunities for skilled would-be burglars - something that could also be achieved in other, socially more desirable and more sustainable ways. The point here is that without ancillary analyses tracing the mechanisms and building theories of how interventions work, RCTs may not be informative enough for designing, deploying, and maintaining policy interventions; the effects they estimate remain a 'black box' that tells us too little about how policies work (see Heckman 2010 for positive proposals).

The above concerns largely target the internal validity of RCTs (Guala 2010), i.e. their ability to successfully measure what they seek to measure in a particular context. We now take a more detailed look at challenges that focus on external validity, i.e. problems encountered in reasoning beyond a particular study context.
3.2 Extrapolation: Getting From A to B Without Walking All The Way

As outlined above, a major promise of EBP is that we can build libraries of evidence, i.e. collections of expertly curated and ready-to-use evidence on a variety of policy options targeting problems routinely faced by policymakers.

This promise comes under pressure when recognizing that the populations studied in trials and the eventual target populations of interest to policymakers can often differ in important ways (Vivalt 2020), so concluding that what works in a study population A will also work in a target population B is often simply implausible (Steel 2009; 2010; Cartwright 2013b; Fuller 2019; Reiss 2019). But if, on their own, the only thing that evidence libraries can do for us is tell us what happened in a number of study populations, then why should we bother building them? To make the evidence collated in libraries useful, we need a theory of how to let it speak to questions about our eventual policy targets, i.e. a theory of how to extrapolate from available effectiveness evidence.²

There are two ideas that can help us overcome problems of extrapolation: first, not all differences between populations matter. If we can support that populations are sufficiently similar in relevant respects, we might still be entitled to draw well-supported conclusions about a novel target. Second, even if populations differ relevantly, we might nevertheless be able to account for how these differences bear on the effects to be expected in a target.

There is now a menu of different approaches to extrapolation that draw on these ideas. Perhaps the most general is Cartwright's Argument Theory of Evidence (2013a), which maintains that inferences about the effects of policies in new environments should be cast in terms of valid and sound effectiveness arguments. 'It works here, therefore it works there' is not a valid argument, for instance, and any methodological rigour exercised in producing evidence is undermined if one relies on bad arguments when putting it to use (Cartwright and Stegenga 2011; Cartwright and Hardie 2012).

According to Cartwright, a useful way of thinking about building better arguments is in terms of causal principles and causal support factors. Causal principles represent the causal arrangements that connect an intervention to an outcome variable. These arrangements need to be similar between populations for an intervention that works in A to also work in B - think burglars in B who prefer front door access and are unlikely to be hindered by alley-gates. Support factors are factors that interact with an intervention and need to be suitably realized for an intervention to yield its envisioned effects - think alley-gates that only work when people are willing to lock them. In making an inference to a new target one needs to learn whether similar causal principles are at work in A and B, which support factors are important for an effect, and whether they are suitably realized in B. The following sketch illustrates how we could integrate these ideas into an effectiveness argument (adapted from Cartwright 2013a:14):

\[ P1: X \text{ plays a causal role in the production of } Y \text{ in } A. \]

² Extrapolation is also discussed under the rubric of external validity (Guala 2010; Marcellesi 2015; Reiss 2019), generalizability (Vivalt 2020), transferability (Cartwright 2013b), and transportability (Bareinboim and Pearl 2012).
P2: X can play a causal role in the production of Y in B if it does so in A and the support factors necessary for X to produce Y are present in B.

P3: The support factors necessary for X to produce Y are present in B.

C: Therefore, X can play a causal role in the production of Y in B.

Cartwright stresses that the only thing we get from an RCT is P1, but that P1 alone is not enough to infer C. P2 is needed to ensure that the causal principles are similar (or indeed the same) and clarifies the importance of support factors, and P3 ensures that these support factors are indeed present in the target. Importantly, both premises must be true, and to offer support or warrant for their truth we must invoke additional resources, including strong background theory, extensive causal knowledge of the study and target populations, etc.

Cartwright's Argument Theory provides general constraints on evidence use by emphasising that not only the quality of evidence matters (i.e. how well-supported P1 is), but that plenty of additional resources are needed to make this evidence speak compellingly to questions of interest to us. At the same time, the Argument Theory mainly provides a high-level account of how warranting conclusions about new targets should proceed. It tells us that good arguments are needed, including which general kinds of premises they might involve, but not what these arguments would look like in more concrete and more involved cases (but see Cartwright and Hardie 2012 for more detailed proposals). Importantly, the exemplary arguments used to illustrate the Argument Theory (such as the above) also do not tell us what to do in cases where populations differ relevantly. While these are not principled shortcomings, we still need additional strategies that can help us spell out more concrete and sophisticated recipes for extrapolation. Let us look at some candidates that can help make progress on this front.

Reweighting strategies (Hotz et al. 2005; Crump et al. 2008; Bareinboim and Pearl 2012; 2016; see also Athey and Imbens 2017; van Eersel et al. 2019; see Duflo 2018 for related machine learning-based methods) aim to permit extrapolation even when populations differ in relevant ways. Say the effect of X on Y depends on individual’s age Z, i.e. Z is a so-called moderating variable that can amplify or diminish the effect (Baron and Kenny 1986). Suppose further that two populations A and B differ in their Z-distribution, so the X-Y-effect is likely to differ between them. Then, despite this difference, if we can capture how the effect depends on Z, we can reweight the effect measured in A by the observed Z-distribution in B to correctly predict the effect of interest there.

Hotz et al. (2005) provide an approach that articulates this idea through a simple but general reweighting formula. Bareinboim and Pearl’s (2012; 2016) causal graph-based approach is more involved, allowing a wider range of more sophisticated inferences. In doing so, it requires that we can write down a structural causal model, i.e. a system of equations describing how variables hang together causally, and a corresponding graphical causal model (called directed acyclic graph, DAG) that encodes these relationships (see Scheines 1997 and Pearl 2009 ch.1 for introductions). Together with a powerful calculus, this framework helps derive formulae that permit more involved extrapolations, including in cases where populations differ in several ways at once, and where it is important to accommodate which of these differences matter and how.
Both approaches involve extensive assumptions to license the inferences they can enable. For instance, Hotz et al.’s (2005) approach requires that we have an extensive grasp of what the important moderating variables are (Muller 2013; 2014; 2015). Moreover, it requires that study and target populations exhibit a wide range of causally relevant similarities, including at the level of the structure of causal mechanisms (Khosrowi 2019a). For instance, adjusting an effect to accommodate age differences between populations only works if the way in which age meddles with an effect is similar between populations. Bareinboim and Pearl’s approach involves even stronger assumptions (see Hyttinen et al. 2015; Deaton and Cartwright 2018b). So, while reweighting approaches enable a wide range of more sophisticated extrapolations, they also require more support to justify these inferences, i.e, extensive background knowledge and supplementary empirical evidence that help clarify important similarities and differences between populations.

This requirement creates two problems: first, acquiring such support can be epistemically demanding. Especially in social sciences, we rarely find sufficiently developed causal knowledge to confidently assert, for instance, that the causal mechanisms governing an outcome in two populations are similar. A second, more pernicious problem is the extrapolator's circle (LaFolette and Shanks 1996; Steel 2009). In a nutshell, the supplementary knowledge about the target required for an extrapolation should not be so extensive that we could identify an effect in the target based on this knowledge alone. For instance, if we would need to implement a policy in a target to learn whether the mechanisms governing its effects are similar between populations, we could simply measure the policy effect of interest there, thus, disappointingly, rendering the evidence from the study population redundant to our conclusion. The extrapolator's circle is a serious challenge for any strategy for extrapolation: in mapping out ways to make a leap from $A$ to $B$ we need to avoid walking all the way to $B$ first, as otherwise there remains no leap to be made.

Steel (2009; 2010) offers detailed proposals to overcome the extrapolator's circle in biomedical sciences. His comparative process tracing strategy outlines how, by focusing on clarifying certain downstream similarities between populations, we can avoid learning about the target in its full causal detail. However, others remain sceptical about whether the extrapolator's circle is indeed evaded (Reiss 2010), and whether Steel's approach can be helpful for extrapolation in EBP unless a much wider range of evidence than ordinarily used there is admitted to bear on issues of causally relevant similarities and differences (Khosrowi 2019a).

In sum, there are a number of promising approaches to extrapolation. General accounts, such as Cartwright’s, stress the importance of making crucial assumptions explicit and adequately supporting them. More specific strategies help detail which inferences are feasible in principle and what particular assumptions we need to bet on. However, while the inference-templates licenced by these approaches are promising, there is still a persistent lack of concrete recipes for supporting these inferences. And while some authors have argued that existing strategies have solved the problem of extrapolation, at least in the abstract (Marcellesi 2015), it remains doubtful whether they are sufficient to overcome concrete real-world problems of extrapolation. These strategies tell us which assumptions are needed, but they don’t provide a compelling story as to how these assumptions could be underwritten in practice without falling prey to the extrapolator's circle. Let us now turn to a second set of challenges, which put additional pressure on the principled promises of EBP.
3.3 Practical and Value-Related Challenges

The second set of challenges has two strands: practical and value-related. First, various authors have voiced concerns about the practical feasibility of EBP as ideally envisioned. They worry that a simplistic template of EBP, where policy issues are identified and evidence is sought to help resolve them, rests on a naïve understanding of policy processes (Weiss 1979; Cairney 2016; Head 2016; Cairney and Oliver 2017; Parkhurst 2017). Public policymaking is often a complex and incremental struggle over political and epistemic authority (Strassheim and Kettunen 2014). In these muddied waters, where competing convictions, dogmas, and values clash, and concessions are made on some issues in exchange for authority over others, evidence is unlikely to play the role sketched out by the simplistic template. Rather, critics worry that EBP routinely degenerates into its 'evil twin', policy-based evidence (ibid.), where policy-makers might cherry-pick or commission the production of evidence that speaks in favour of specific agendas.

Second, even if no such attempts to unduly instrumentalize evidence take place, there remain important worries about the entanglement of moral and political values in EBP. Specifically, some authors argue that central methodological tenets of EBP can introduce (rather than mitigate) bias concerning what policy questions are considered salient and what policy options are implemented (Parkhurst 2017; Khosrowi and Reiss 2020). Let us take a closer look at this worry.

3.4 Value-Entanglement: Precision Drills and Wooden Sculptures

In promoting the use of evidence for policy, one of the key promises of EBP is that evidence can figure as a neutral arbiter to adjudicate competing value-laden convictions pertaining to what should be done (Hertin et al. 2009; Teira and Reiss 2013; Reiss and Sprenger 2020). This picture has been challenged by authors arguing that central methodological tenets of EBP are in tension with a variety of moral and political values that policy-makers might be interested in pursuing (Khosrowi 2019b; Khosrowi and Reiss 2020). Specifically, subscribing to EBP’s tenets can make pursuing some kinds of questions and promoting some kinds of values substantially more difficult for policy-makers.

An analogy can help us understand this concern: crafting policies on the basis of evidence is more like crafting an intricate sculpture than building a simple bench: there is no general recipe for how to do it right; it takes creativity and vision, a great deal of dedication, and lots of skill; and having some good tools will be helpful, too. EBP's tools of choice are RCTs; they are methodologically vindicated precision drills. Yet, while they are excellent tools for getting some really difficult jobs done (drilling with precision), they are not the right tool for every job (carving), nor can they help us do any complex job from start to finish. Two important limitations of RCTs stand out: they are limited in the range of questions they can be applied to and in the range of answers they can provide, both of which can hamper their ability to cater to the complex evidentiary needs that arise in policymaking.

First, RCTs are only usefully applicable to micro-questions. Consider large-scale interventions such as tax reforms, infrastructure projects, or trade policies. Of course, observational studies also often find it difficult to estimate the effects of such interventions, but RCTs are at a distinct disadvantage: individuals or communities can
often not (realistically) be randomly subjected to the effects of expensive infrastructure projects, trade policies, or novel institutional designs that need to be implemented at scale.

Second, RCTs can only measure an average treatment effect (ATE), which, on its own, does not permit inferences about the individual-level effects that constitute it or the distribution of these effects (Heckman and Smith 1995). This is because any ATE can be realized in various ways, and it is impossible to distinguish between these alternatives through mere inspection of the ATE. For example, a small positive effect might be the result of all treated individuals benefitting by roughly the same amount, or by a small group experiencing significant benefits while many others are made significantly worse off.

These two limitations give rise to two subsequent problems. First, insisting on the superiority of RCTs can constrain the range of policy questions that can be clarified by evidence, e.g. by privileging the pursuit of micro-questions. This is problematic because it can distort what kinds of policy issues are targeted as relevant and what sorts of interventions are considered (see Barnes and Parkhurst 2014; Parkhurst and Abeyesinghe 2016; Parkhurst 2017 on issue bias). Second, since RCTs and meta-analyses only supply ATEs, policymakers who are interested in distributive issues (say, prioritizing the worst-off individuals in a population) are put at a disadvantage because the information they need is not supplied (e.g. whether a policy benefits important subgroups) (Khosrowi 2019b). To make progress in clarifying whether a policy has desirable distributive effects, the evidence that conforms to existing quality standards is not informative enough. At the very least, it would need to be complemented by ancillary subgroup-analyses that clarify the distribution of effects (Varadhan and Seeger 2013). Yet, even if such analyses were routinely available, which they are not, existing guidelines would not award them the same credibility as the primary RCT results that they are supposed to complement (Khosrowi 2019b).

This situation is undesirable for policymakers interested in distributive issues. First, it can lead them to pursue only those value-schemes for which highly-ranked evidence exists, e.g. focusing on average outcomes instead of politically and morally salient subgroups. Second, resisting this pull might force policymakers to call on putatively inferior evidence, which makes it easier for opponents to challenge them. Either way, it seems that policies pursuing distributive aims could be crowded out of policy debates.

Together, these concerns suggest that EBP has a problem with values. Ideally, the evidence produced would be equally useful for the pursuit of a broad range of values and purposes (Khosrowi and Reiss 2020). However, since existing methodological tenets in EBP seem to render this unlikely, it remains doubtful whether evidence can really play the role of a neutral arbiter that promotes objectivity in policy-making processes. With these challenges in place, let us briefly consider some ameliorative proposals and draw some broader conclusions.

4 Conclusions & Outlook: Towards Better EBP

Despite pressing challenges, many critics of EBP agree that there is something sensible about the idea that evidence can, at least under some circumstances, and in some ways, make valuable contributions towards improving the design and implementation of good public policy (see e.g. Cartwright 2012: 975). Yet, while a
minimalist commitment to using evidence, along the lines of broad EBP, seems sensible, the way in which narrow EBP has detailed how evidence is supposed to inform policy is doubly problematic: First, its strictures on evidence-production seem too heavy-handed, inviting important value-related tensions. Second, evidence-use (e.g. extrapolation) remains largely unregimented and little is said on how we can make evidence persuasively speak to questions about novel targets. There is hence a clear need for further refinements. Let us briefly consider some recent proposals addressing these problems.

Concerning value-related tensions, it seems clear that the limitations of gold-standard methods should not dictate which policy questions are considered relevant and which policy options appear salient. However, advocating for methods other than RCTs on the grounds of meeting important evidential needs must still remain accountable to genuine concerns about their credibility and departures from good scientific practice (Parkhurst 2017). Resolving these tensions is far from trivial. Recent proposals taking issue with value-entanglements emphasise that governing the production of evidence for policy must combine concerns about the quality and credibility of evidence with considerations of its appropriateness or usefulness; something which existing guidelines often remain silent on (see Parkhurst 2017; Khosrowi and Reiss 2020).

For instance, Parkhurst (2017 chs. 7&8) makes detailed proposals for building a general framework that helps govern how evidence figures in policy-making. Retaining commitments to important ideals concerning quality of evidence, he places particular emphasis on facilitating the democratic legitimacy of evidence advisory systems and on ensuring, through institutional design and procedural precautions, that stakeholder values play a central role in governing how evidence informs policy.

Khosrowi and Reiss (2020) call for open methodological debate among methodologists, stakeholders, and producers and users of evidence about how to weigh different epistemic, value-related, and pragmatic criteria in refining the use of evidence for policy (see e.g. Head 2010 and other articles in the same issue for an exemplary instance). To use the metaphor once more: if our aim is to craft appealing sculptures, we need to consider the full array of tools available (files, sanders, saws, hammers, chisels, drills - some fine, some coarse) and investigate how combining these tools can help us address the full range of sculptory needs. Without such attempts, we'll be stuck with the oddly-shaped sculptures that precision drills can give us.

In contrast to value-related challenges, concerns about extrapolation are now more widely recognized (Bates and Glennerster 2017; Cowen et al. 2017; Duflo 2018; see Favereau and Nagatsu 2020 for a discussion). Yet, while abstract, general strategies for extrapolation are available, the arguments discussed above suggest that more work is needed to devise concrete, practical recipes that work.

Promising proposals addressing this need have been made in the realist evaluation literature (see e.g. Pawson and Tilley 1997; 2001; White 2009; Astbury and Leeuw 2010; Pawson 2013; Davey et al. 2018) and were recently reinforced by philosophers (Cartwright 2020). Rather than focusing on black-box estimates of policy effects, the aim in realist evaluation is to develop explicit programme theories (also called 'logic frames' or 'theories of change'), which elucidate 1) how, i.e. by which mechanisms, interventions are effective, 2) what circumstances promote and hinder their success, 3) how interventions may work differently for different individuals, and 4) how their effects are experienced.
In addition to emphasising the important role of theory in facilitating extrapolation, there have also been calls to (re-)consider what kinds of supplementary evidence are needed for underwriting extrapolation and to provide recipes for how to produce and use such evidence (Khosrowi 2019a). RCTs, by themselves, cannot clarify whether there are important similarities and differences between populations. Additional evidence is hence required to support extrapolation, and this may include not only familiar kinds of evidence, such as quantitative observational data, but also evidence that is rarely considered in EBP, such as mechanistic evidence obtained from process tracing studies (Beach and Pedersen 2019), or evidence from qualitative studies, such as ethnographies.

Yet, while some of these proposals have recently been taken up by EBP institutions such as 3ie (Peters et al. 2019), they have yet to gain traction in other corners. The Campbell Collaboration's guidelines, for instance, mostly refer to the guidelines issued by its EBM relatives, the Cochrane Collaboration and Grade Working Group. While these guidelines alert authors and users of systematic reviews to some of the pitfalls involved in extrapolation (Guyatt et al. 2011) and recommend that evidence should be downgraded when differences between study and target populations seem likely (Schünemann et al. 2019), they do not suggest strategies for how to overcome the problems encountered and leave it to evidence-users to judge whether findings are applicable to their contexts. So, despite important theoretical progress, systematic proposals for how to manage extrapolation have yet to be accommodated in EBP’s methodological guidelines.

In sum, the challenges outlined in this chapter and the ameliorative proposals addressing them suggest that continued attention by methodologists, practitioners, EBP researchers, and others is needed to build a more compelling model for how evidence can bear on policy. In advancing this project, it seems important to recognize that a more compelling version of EBP is unlikely to work in the same way across different policy-domains (cf. Head 2010). Instead, it seems that many different, domain-specific approaches are needed that each take into account 1) what types of policy issues arise in specific domains, 2) what values are pertinent to identifying and addressing them, 3) what kinds of questions require attention, 4) how (combinations of) existing and heretofore neglected methods can best cater to these questions, and 5) how evidence production and use can be best integrated into existing institutional and decision-making structures.

Some EBP areas, such as education, child safety, and policing have made good progress on this front, with domain-specific methodologies being developed that recognize the limits of narrow EBP (Cowen et al. 2017; Munro et al. 2017). There are also cases involving more principled obstacles to adapting a narrow EBP template to the concrete needs arising in a particular domain. For instance, in evidence-based environmental policy it is widely recognized that RCTs cannot be feasibly implemented to assess the effects of environmental policies (Hayes et al. 2019) and that environmental management often requires information at higher spatial and temporal resolution than typical effectiveness studies can provide (Ahmadia et al. 2015). Problems like these suggest that simply adapting existing EBP templates to particular domains is not always possible and that new, local models for how evidence can inform decision-making might often be needed.

In refining EBP, adapting it to specific domains, and devising new models for how evidence informs policy, important opportunities arise for philosophers to engage in
methodological debates with EBP advocates, practitioners, and methodologists. Key to making these debates productive will be to ensure an up-to-date grasp of developments in the various areas in which EBP is gaining traction, as well as a commitment to making positive proposals that speak to ongoing practices.

The present chapter has provided a foundational overview of the philosophical and methodological debates surrounding EBP, but, of course, makes no claim to be comprehensive. Nevertheless, it is hoped that by focusing on a selection of recent and largely unresolved issues, the overview provided here will help stimulate further critical and constructive contributions by philosophers towards improving EBP.
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