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Abstract

This book concerns the foundations of epistemic modality and hyperinten-
sionality and their applications to the philosophy of mathematics. David
Elohim examines the nature of epistemic modality, when the modal operator
is interpreted as concerning both apriority and conceivability, as well as states
of knowledge and belief. The book demonstrates how epistemic modality and
hyperintensionality relate to the computational theory of mind; metaphysical
modality and hyperintensionality; the types of mathematical modality and
hyperintensionality; to the epistemic status of large cardinal axioms, unde-
cidable propositions, and abstraction principles in the philosophy of math-
ematics; to the modal and hyperintensional profiles of the logic of rational
intuition; and to the types of intention, when the latter is interpreted as a
hyperintensional mental state. Chapter 2 argues for a novel type of expres-
sivism based on the duality between the categories of coalgebras and algebras,
and argues that the duality permits of the reconciliation between modal and
hyperintensional cognitivism and modal and hyperintensional expressivism.
Elohim develops a novel, topic-sensitive truthmaker semantics for dynamic
epistemic logic, and develops a novel, dynamic two-dimensional semantics
grounded in two-dimensional hyperintensional Turing machines. Chapter
3 provides an abstraction principle for two-dimensional (hyper-)intensions.
Chapter 4 advances a topic-sensitive two-dimensional truthmaker semantics,
and provides three novel interpretations of the framework along with the epis-
temic and metasemantic. Chapter 5 applies the fixed points of the modal
p~calculus in order to account for the iteration of epistemic states in a single
agent, by contrast to availing of modal axiom 4 (i.e. the KK principle). The
fixed point operators in the modal p-calculus are rendered hyperintensional,
which yields the first hyperintensional construal of the modal p-calculus in
the literature and the first application of the calculus to the iteration of epis-
temic states in a single agent instead of the common knowledge of a group of



agents. Chapter 6 advances a solution to the Julius Caesar problem based on
Fine’s ‘criterial’ identity conditions which incorporate conditions on essen-
tiality and grounding. Chapter 7 provides a ground-theoretic regimentation
of the proposals in the metaphysics of consciousness and examines its bear-
ing on the two-dimensional conceivability argument against physicalism. The
topic-sensitive epistemic two-dimensional truthmaker semantics developed in
chapters 2 and 4 is availed of in order for epistemic states to be a guide to
metaphysical states in the hyperintensional setting.

Chapters 8-12 provide cases demonstrating how the two-dimensional hy-
perintensions of hyperintensional, i.e. topic-sensitive epistemic two-dimensional
truthmaker, semantics, solve the access problem in the epistemology of math-
ematics. Chapter 8 examines the interaction between Elohim’s hyperinten-
sional semantics and the axioms of epistemic set theory, large cardinal ax-
ioms, the Epistemic Church-Turing Thesis, the modal axioms governing the
modal profile of (2-logic, Orey sentences such as the Generalized Contin-
uum Hypothesis, and absolute decidability. These results yield inter alia
the first hyperintensional Epistemic Church-Turing Thesis and hyperinten-
sional epistemic set theories in the literature. Chapter 9 examines the modal
and hyperintensional commitments of abstractionism, in particular neces-
sitism, and epistemic hyperintensionality, epistemic utility theory, and the
epistemology of abstraction. Elohim countenances a hyperintensional se-
mantics for novel epistemic abstractionist modalities. Elohim suggests, too,
that higher observational type theory can be applied to first-order abstrac-
tion principles in order to make first-order abstraction principles recursively
enumerable, i.e. Turing machine computable, and that the truth of the first-
order abstraction principle for two-dimensional hyperintensions is grounded
in its being possibly recursively enumerable and the machine being physi-
cally implementable. Chapter 10 examines the philosophical significance of
hyperintensional 2-logic in set theory and discusses the hyperintensionality
of metamathematics. Chapter 11 provides a modal logic for rational intu-
ition and provides a hyperintensional semantics. Chapter 12 avails of modal
coalgebras to interpret the defining properties of indefinite extensibility, and
avails of hyperintensional epistemic two-dimensional semantics in order to
account for the interaction between interpretational and objective modalities
and the truthmakers thereof. This yields the first hyperintensional category
theory in the literature. Elohim invents a new mathematical trick in which
first-order structures are treated as categories, and Vopenka’s principle can
be satisfied because of the elementary embeddings between the categories



and generate Vopenka cardinals in the category of Set in category theory.
Chapter 13 examines modal responses to the alethic paradoxes. Elohim pro-
vides a counter-example to epistemic closure for logical deduction. Chapter
14 examines, finally, the modal and hyperintensional semantics for the dif-
ferent types of intention and the relation of the latter to evidential decision
theory.
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Chapter 1

Methodological Foreward

This book concerns the foundations of epistemic modality and hyperinten-
sionality and their applications to the philosophy of mathematics. The
work aims to advance our present understanding of the defining contours
of epistemic modal space. 1 endeavor, then, to develop the theory of epis-
temic modality and hyperintensionality, by accounting for its interaction with
metaphysical modality and hyperintensionality; the types of mathematical
modality and hyperintensionality; the epistemic status of large cardinal ax-
ioms, undecidable propositions, and abstraction principles in the philosophy
of mathematics; the modal and hyperintensional profiles of rational intuition;
and the types of intention, when the latter is interpreted as a modal and hy-
perintensional mental state. In each chapter, I examine the philosophical
significance of the foregoing, by demonstrating its import to a number of
previously intransigent philosophical issues.

In brief summary of the novel theories here developed, I develop, inter alia,
a novel topic-, i.e. subject matter, sensitive two-dimensional truthmaker se-
mantics (chs. 2 and 4). Atomic topics record the hyperintensional intentional
content of atomic propositions, i.e. what the atomic propositions are about
at a hyperintensional level (Berto (2022: ch. 2). The multi-hyperintensional
semantics includes atomic topics, topic-sensitive truthmakers from epistemic
and metaphysical state spaces, where the truthmakers are hyperintensional
parts of whole possible worlds (Fine, 2017a,b), subject matter similarity re-
lations between topic-sensitive truthmakers, and structured hyperintensions
for subsentential expressions of propositions, where structured hyperinten-
sions are functions from subsentential expressions verified by topic-sensitive
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truthmakers to extensions.! A multi-hyperintensional two-dimensional hy-
perintension is defined in chapter 9 for numerical term-forming operators,
N:x, in abstraction principles and for entire abstraction principles. Two-
dimensional hyperintensions are functions from a term or sentence verified
by a topic-sensitive epistemic hyperintensional state, which determines the
value of the term or sentence as verified by a topic-sensitive metaphysical
hyperintensional state, to the term’s or sentence’s extension. An abstraction
principle for (hyper-)intensions modeled on Voevodsky’s Univalence Axiom
and function type equivalence is countenanced in chapters 2 and 3. The
truth of the first-order abstraction principle for hyperintensions is supposed
to secure the existence of hyperintensions, and its truth is grounded in its pos-
sibly being recursively enumerable i.e. Turing machine computable, owing to
results in higher observational type theory (see §3.2, for further discussion),
and the machine being physically implementable. I focus on the epistemic
interpretation of two-dimensional semantics (ch. 2), and apply it (i) to con-
ceivability arguments concerning hyperintensional phenomena (ch. 7), and
the epistemic and metaphysical profiles of (ii) abstraction principles (ch. 9);
(iii) set-theoretic axioms (including large cardinal axioms), the Epistemic
Church-Turing Thesis, the modal axioms governing {2-logical consequence,
and Orey, i.e. undecidable, sentences such as the Continuum Hypothesis
(ch. 8); (iv) rational intuition, for which I develop a novel modal logic and
hyperintensional semantics (ch. 11); (v) indefinite extensibility. I invent a
new mathematical trick in which first-order structures are treated as cate-
gories, and Vopenka’s principle can be satisfied because of the elementary
embeddings between the categories and generate Vopenka cardinals in the
category of Set in category theory (ch. 12); and (vi) the types of intention
(ch. 14).

Two-dimensional hyperintensions are functions from epistemic verifiers
considered as actual for propositions to metaphysical verifiers to extensions.
This is interpreted as conceivability being a guide to the relevant metaphysi-
cal profile. My topic-sensitive epistemic two-dimensional truthmaker seman-
tics thus differs from Intuitionism in logic and mathematics by being governed
by a classical logic and being committed to the reality of the classical con-
tinuum. Unlike Mathematical Intuitionism, which grounds object realism

!Chalmers (2006b: 3.5) countenances structured intensions, i.e. functions from subsen-
tential expressions in worlds to extensions. See Stanley (2014) and Chalmers (2014c) for
further discussion.
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in constructions or proofs (see Linnebo, 2023), there are epistemic, non-
maximally objective, and maximally objective i.e. metaphysical verifiers for
(i)-(vi) above. Epistemic states which serve as verifiers for the propositions
comprising (ii)-(iii) concern the conceivability thereof, rather than construc-
tive provability as in Mathematical Intuitionism, or ideal knowability as in
Epistemic Arithmetic (Shapiro, 1985), and concern the possible reinterpre-
tations of quantifiers with regard to (iv-v) above. Similarly to Epistemic
Arithmetic, however, epistemic two-dimensional truthmaker semantics can
capture the phenomenon of partial constructivity, e.g. a conditional math-
ematical claim which can be formalized neither in Heyting Arithmetic nor
Peano Arithmetic, because the antecedent of the conditional concerns a prop-
erty which can be effectively found, and the consequent concerns a property
which cannot be effectively found (see e.g. Horsten, 1998: 7). Topic-sensitive
epistemic two-dimensional truthmaker semantics answers, further, Horsten’s
problem concerning the construction of a ‘theory of presentations of math-
ematical objects’ in Epistemic Type Theory (op. cit.: 18). Horsten writes:
‘[Tlhe first-order variables range over the numbers, given in a canonical way
(by a finite number of successor symbols prefixed to 0, say). [O]ne cannot
always substitute coextensive higher-order presentations for each other in
epistemic contexts salva veritate [including the absolute provability operator
- D.E.] — for first-order presentations there is no such problem ... In sum,
in extensional contexts the associated presentations do no real work, but in
intensional contexts it can make all the difference in the world how a mathe-
matical object is presented’ (17). Topic-sensitive epistemic two-dimensional
truthmaker semantics might be one way to countenance hyperintensional
construals of the epistemic rigidity, and thus super-rigidity, of concepts for
mathematical objects such as number, against Benacerraf (1965)’s contention
that, in the reduction of number theory to set theory, there must be, and
is not, a principled reason for which to prefer the identification of natural
numbers with, in this case, the presentation of von Neumann ordinals (e.g.,
2 = {, &}), rather than with the presentation of Zermelo ordinals (e.g., 2

= {{o}})?

2See Zermelo (1908/1967) and von Neumann (1923/1967). According to Chalmers
(2012: 14th Excursus), the phrase, ‘absolutely rigid’, is introduced by Haas-Spohn (1995),
and the phrase, ‘super-rigidity’, is introduced by Nida-Riimelin (2002; 2003), who credits
Haas-Spohn (op. cit.) in Nida-Riimelin (2003). Super-rigidity is an intensional notion,
and defined in §6.2 and chapter 7. I refer to ‘super-rigidity’ as ‘hyper-rigidity’ in the
hyperintensional setting. See §4.2.3.
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Horsten (1994) and (1998) countenances an interpretation of arithmetic,
which he refers to as Modal-Epistemic Arithmetic. Modal-Epistemic Arith-
metic augments Peano Arithmetic with a complex operator, K, which com-
bines a modal operator, ¢, interpreted as provability, and an epistemic op-
erator, P, interpreted as ‘some (not further specified) mathematician has a
proof that ... * (Horsten, 1994: 285; see, too, Horsten, 1998: 12). Modal-
Epistemic complex operators can be captured in my multi-hyperintensional
semantics by a fusion of necessary truthmakers A(x) u A(x). See §2.2, for
the semantic clauses for necessary truthmakers.

In chapter 2, I also develop a novel topic-sensitive truthmaker semantics
for dynamic epistemic logic, and develop a novel dynamic epistemic two-
dimensional hyperintensional semantics. I apply the foregoing to account for
conceptual engineering, and this application of formal methods to conceptual
engineering is, as far as I know, novel in the literature.

The other novel moves in the book which concern epistemic modality and
hyperintensionality are (vii) availing of modal algebra-coalgebra categorical
duality in order to model a novel type of expressivism about epistemic modal-
ity and hyperintensionality (ch. 2), and (viii) availing of fixed points in the
hyperintensional p-calculus in order to model iterated epistemic states, by
contrast to epistemic modal axiom 4 i.e. the KK principle (ch. 5). I also
examine the role of modality and hyperintensionality in 2-logic in set theory
(ch. 10, published by Springer); and provide an account of conceivability
which is sensitive to essences and metaphysical haecceities (ch. 6). On the
metaphysics side, I provide a novel ground-theoretic regimentation of the
proposals in the metaphysics of consciousness (ch. 7, published in Synthese)
and examine its bearing on conceivability arguments concerning hyperinten-
sional phenomena; and apply Fine’s ‘criterial’ identity conditions to solve the
Julius Caesar problem (ch. 6).

In more detail, in chapter 8, I countenance hyperintensional versions of
epistemic set theory and the Epistemic Church-Turing thesis. I countenance
the hyperintensional Epistemic Church-Turing thesis two-dimensionally, where
the formula describing a Turing machine is defined relative to two parame-
ters, a topic-sensitive epistemic state space, and a topic-sensitive metaphys-
ical state space.

In chapter 2, I apply two-dimensional hyperintensional epistemic Tur-
ing Machines and the two-dimensional hyperintensional Epistemic Church-
Turing thesis to provide mechanistic grounds for my novel dynamic two-
dimensional semantics.
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Two-dimensional sentences are updated as follows. The first parameter
for sentences ranges over epistemic worlds or states and the update effects a
reassignment of values to variables in the sentences in the class of epistemic
states similar to Hodges (1997)’s Team Semantics and Baltag (2016)’s Logic
of Epistemic Dependency, and updates thereby a second parameter rang-
ing over metaphysical worlds or states via interventions in Pearl (2009)’s
structural equation models for sentences in the class of metaphysical states.
If a sentence is two-dimensional and the two parameters for the formula
range over distinct spaces, then there won’t be only one subject matter for
the sentence, because total subject matters are construed as sets of veri-
fiers and falsifiers and there will be distinct verifiers and falsifiers relative
to each space over which each parameter ranges. This is especially clear if
one space is interpreted epistemically and another is interpreted metaphys-
ically. Availing of topics, however, and assigning the same topics to each
of the states from the distinct spaces relative to which the sentence gets its
value is one way of ensuring that the two-dimensional sentence has a single
subject matter. This countenances the first topic-sensitive epistemic two-
dimensional truthmaker semantics and the first dynamic two-dimensional
semantics. This would answer Berto (2022)’s problem of 1C contents and
‘topic-diverging (co-)necessities’ (§2.3.3). According to 1C semantics, ‘either
topics reduce to truth conditions, or vice versa’ (§2.3). A truthmaker for ¢
is exact when ‘it can necessitate the sentence while being wholly relevant to
its truth’ (Fine and Jago, 2019: sect. 1). According to Berto, ‘¢ expresses
a semantic necessity just in case it is true at unrestrictedly every circum-
stance. Correspondingly, say that ¢ and 1 express semantic co-necessities
if they coincide in truth value at unrestrictedly every circumstance’ (Berto,
2022: 42). Circumstances can be interpreted as possible worlds or hyperin-
tensional states i.e. truthmakers. Making truthmakers topic-sensitive would,
then, avoid the issues of topic-divergence which are advanced by Berto for
truthmaker semantics.

In Part I11, I apply the Epistemic Church-Turing thesis grounded account
of my dynamic two-dimensional semantics to provide a solution to the access
problem as witnessed by the axioms of ZFC (ch. 8), abstraction principles
(ch. 9), large large cardinal axioms (ch. 10), rational intuition (ch. 11), and
indefinite extensibility and the relation between possible reinterpretations of
quantifiers and ontological expansion (ch. 12).

I countenance an abstraction principle for epistemic hyperintensions via
Voevodsky’s Univalence Axiom and function type equivalence (ch. 3), and
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use two-dimensional hyperintensions and modal epistemology to solve the
access problem. Higher observational type theory can be applied to first-
order abstraction principles in order to make first-order abstraction princi-
ples recursively enumerable, i.e. Turing machine computable, and the truth
of the first-order abstraction principle for hyperintensions is grounded in
its being possibly recursively enumerable and the machine being physically
implementable. Indefinite extensibility is the best case of how epistemic
hyperintensional two-dimensional semantics solves the access problem, be-
cause it provides a semantics grounded in the two-dimensional Epistemic
Church-Turing Thesis, in which the possible reinterpretations of quantifier
domains, rendered hyperintensional via availing of topic-sensitive epistemic
states rather than worlds, determines possible ontological expansion, ren-
dered hyperintensional via availing of topic-sensitive metaphysical states. I
apply, further, modal rationalism in modal epistemology to solve the access
problem witnessed by the topics in each chapter of Part III, including in-
definite extensibility. Epistemic possibility and hyperintensionality can be
a guide to metaphysical possibility and hyperintensionality, when (i) epis-
temic worlds or epistemic hyperintensional states are interpreted as being
centered metaphysical worlds or hyperintensional states, i.e. indexed to an
agent; when (ii) the epistemic (hyper-)intensions and metaphysical (hyper-
)intensions for a sentence coincide, i.e. the (hyper-)intensions have the same
value irrespective of whether the worlds or states in the argument of the
functions are considered as epistemic or metaphysical; and when (iii) sen-
tences are said to consist in super-rigid expressions, i.e. rigid expressions
in all epistemic worlds or states and in all metaphysical worlds or states. I
argue that (i) and (ii) obtain in the case of the access problem.

I interpret the epistemic possibility and hyperintensionality at issue as
concerning conceivability rather than ideal knowability as in Epistemic Arith-
metic or intuitionistic constructability as in Intuitionism. Epistemic hyper-
intensionality is defined as concerning parts of epistemically possible worlds
rather than the whole worlds themselves, and epistemically possible worlds
are defined as concerning negative ideal conceivability, i.e. the dual of apri-
ority, not apriori not, which is indefeasible.

In Section 1 of what follows, I examine the limits of competing proposals
in the literature, and outline the need for a new approach. In Section 2, I
provide a more detailed summary of each of the chapters.

20



1.1 The Need for a New Approach

1.1.1 History

The proposal that mental representations can be defined as possibilities rela-
tive to states of information dates back at least to Wittgenstein (1921/1974),
although there are a number of precursors to the literature in the twentieth
century.® While novel, the limits of these incipient proposals consists in that
they are laconic with regard to the explanatory foundations of the general
approach.

Wittgenstein writes: ‘Logical pictures can depict the world. / A picture
has a logico-pictorial form in common with what it depicts. / A picture
depicts reality by representing a possibility of existence and non-existence of
states of affairs. / A picture represents a possible situation in logical space.
/ A picture contains the possibility of the situation that it represents ...
A logical picture of facts is a thought. / ‘A state of affairs is thinkable’:
what this means is that we can picture it to ourselves. / The totality of true
thoughts is a picture of the world. / A thought contains the possibility of
the situation of which it is the thought. What is thinkable is possible too’
(op. cit.: 2.19-2.203, 3-3.02). Wittgenstein notes, further, that ‘The theory
of knowledge is the philosophy of psychology’ (4.1121), and inquires: ‘Does
not my study of sign-language correspond to the study of thought processes

3For an examination of epistemic logic in, e.g., the late medieval period, see Boh (1993).

For the role of logical, rather than epistemic, modality in defining the modes of judgment,
see Aristotle’s Prior Analytics I (1987b, ch. 3), Buridan’s Summulae de Dialectica (2001:
5.6), Kant (1787/1998: A74/B99-A76/B101), and Bolzano (1810/2004: 15-16). For the
synthetic apriori determination of which possible predicates ought to be applied to objects
see Kant (op. cit: A53/B77-A57/B81; A571/B599-A574/B602). Anticipating Kripke
(1980: 56), Husserl (1929/1999: §6) refers, in a section heading and the discussion therein,
to transcendental logic as pertaining to conditions on the ‘contingent apriori’. Martha
Kneale also anticipates Kripke’s notion of aposteriori or metaphysical necessity in her 1938
paper, "Logical and Metaphysical Necessity". [See Leech (2019) for further discussion.]

For the role of possibilities in accounting for the nature of subjective probability, i.e.,
partial belief, see Bernoulli (1713/2006: 211), Wittgenstein (op. cit.: 4.464, 5.15-5.152),
and Carnap (1945). Bernoulli (op. cit.) writes: ‘Something is possible if it has even a very
small part of certainty, impossible if it has none or infinitely little. Thus something that
has 1/20 or 1/30 of certainty is possible’. For subjective interpretations of probability, see
Pascal (1654/1959), Laplace (1774/1986), Boole (1854), Ramsey (1926/1960), de Finetti
(1937/1964), and Koopman (1940). For the history of the development of the theory of
subjective probability, see Daston (1988; 1994) and Joyce (2011).
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which philosophers held to be so essential to the philosophy of logic? Only
they got entangled for the most part in unessential psychological investiga-
tions, and there is an analogous danger for my method’ (op. cit.).* Despite
Wittgenstein’s reluctance to accept the bearing of cognitive psychology on
thought, chapters 2 and 3 endeavor to argue that epistemic modality and hy-
perintensionality comprise a materially adequate fragment of the language of
thought, i.e., the computational structure and semantic values of the mental
representations countenanced in philosophy and cognitive science.

Modal analyses of the notions of apriority and of states of information
broadly construed are further proffered in Russell (1919), Lewis (1923), and
Peirce (1933).

Russell (1919: 345-346) contrasts the possible truth-value of a proposi-
tional function given an assignment of values to the variables therein with
an epistemic — what he refers to as the ‘ordinary’ — interpretation of the
modal according to which ‘when you say of a proposition that it is possible,
you mean something like this: first of all it is implied that you do not know
whether it is true or false, and I think it is implied; secondly, that it is one
of a class of propositions, some of which are known to be true. When I say,
e.g., ‘It is possible that it may rain to-morrow’ ... We mean partly that we
do not know whether it will rain or whether it will not, but also that we do
know that that is the sort of proposition that is quite apt to be true, that
it is a value of a propositional function of which we know some value to be
true’ (op. cit.: 346). Russell (1905: 30-31) writes: ‘In the first place, since
the discussion belongs to symbolic logic, which already possesses technical
names for the ideas we require, it is desirable to compare Dr. Hobson’s terms
with those in current use. What he calls a norm is what I call a propositional
function. A propositional function of x is any expression ¢!r whose value,
for every value of x, is a proposition; such is "x is a man" or "sinz = 1."
Similarly we write ¢!(x, y) for a propositional function of two variables; and
so on. / In this paper I shall use the words norm, property, and proposi-
tional function as synonyms. / The word aggregate is used sometimes with
an implication of order, sometimes without; I shall use class where there is
no implication of order, and where there is order I shall consider the relation
of before and after which generates the order. This last is necessary because
every class which can be ordered at all can be ordered in many ways; so that

4The remarks are anticipated in Wittgenstein [1979: 21/10/14, 5/11/14, 10/11/14,
12/11/14 (pp. 16, 24-29)].
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only the ordering relation, not the class, determines what the order is to be.
A relation will be used in an extensional sense, i.e., so that two relations are
identical provided each holds whenever the other holds. We shall find that
a propositional function ¢!x may be perfectly definite, in the sense that, for
every value of z, ¢!z is determinably true or determinably false, while yet
the values of x for which ¢!z is true do not form a class. And, similarly, we
shall find that a propositional function ¢!z may be in the same sense definite,
without there being any relation R which holds between x and y when and
only when ¢!(z, y) is true’. Quine (1967: 151) writes: ‘From his hierarchy
of types of propositions Russell derives a hierarchy of types of propositional
functions. He speaks here of substitution, in a way that suggests that his
functions also are notational in character; they seem simply to be open sen-
tences, sentences with free variables. Still, he assigns them types and lets
them be values of quantified variables. Insofar, they should be viewed not
as open sentences, but as attributes, or, when they are functions of two or
more arguments, relations. Failure to distinguish thus between open sen-
tences on the one hand and attributes and relations on the other had grave
consequences for this paper|, "Mathematical Logic as based on the Theory of
Types", - D.E.|] and equally for Principia mathematica, for which this paper
sets the style’. See Russell (1908a: §II). For a construction of propositional
functions which takes them to correspond to intensions i.e. functions from
possible worlds to extensions, see Mares (2019: §9).

Lewis (1923.: 172) defines the apriority of the laws of mathematical lan-
guages as consisting in their being ‘true in all possible worlds’.

Peirce (1933: §65) writes:

‘[L]et me say that I use the word information to mean a state of knowl-
edge, which may range from total ignorance of everything except the mean-
ings of words up to omniscience; and by informational I mean relative to such
a state of knowledge. Thus, by "informationally possible," I mean possible
so far as we, or the persons considered, know. Then, the informationally
possible is that which in a given information is not perfectly known not to be
true. The informationally necessary is that which is perfectly known to be
true. The informationally contingent, which in the given information remains
uncertain, that is, at once possible and unnecessary’.

The notion of epistemic modality was, finally, stipulated independently
by Moore (¢.1941-1942/1962) in his commonplace book. According to Moore,
‘epistemic’ possibilities include that ‘It’s possible that [for some individual,
a: al is [glad] right now [iff] [a] may be [glad]’, where ‘I know that he’s not’
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contradicts’ the foregoing sentence (op. cit.: 187). Another instance of an
epistemic possibility is advanced — ‘It’s possible that I'm not sitting down
right now’ — and analyzed as: ‘It’s not certain that I am’ or ‘I don’t know
that I am’ (184).

1.1.2 The Target Conception of Epistemic Modality
and Hyperintensionality

The conception of epistemically possible worlds which I will avail of through-
out the course of this book is as follows.

Epistemically possible worlds or scenarios can be thought of, following
Chalmers, as ‘maximally specific ways things might be’ (Chalmers, 2011:
60).

One can define epistemic possibility as a for all one knows operator fol-
lowing, informally, Chalmers (op. cit.)® and, formally, MacFarlane (2011:
164). Chalmers refers to this type of epistemic possibility as ‘strict’ epis-
temic possibility (2011: 62). Following MacFarlane, FAK(®) (read: for all I
know, @), relative to an agent o and time 7 is true at {c,w,i,a) iff ® is true
at {c,w’,i’;a), where c is a context, w is a possible world, i is an information
state comprising a set of worlds, a is an assignment function, i’ is the set of
worlds not excluded by what is known by the extension of «a at {c,w,i,a) at
w and the time denoted by 7 at {(c,w,i,a), and w’ is some world in i’ (op.
cit.). MacFarlane writes: ‘[A] speaker considering "FAK! . &' and "Might:
®' from a particular context ¢ should hold that an occurrence of either at
¢ would have the same truth value. This vindicates the intuition that it is
correct to say "It is possible that p" just when what one knows does not
exclude p’ (2011: 167).

Przyjemski (2017) endorses a conception of epistemic possibility according
to which it satisfies the condition of being strong, i.e. a ‘proposition p is
epistemically possible only if it is supported by (non-overridden) evidence’
(190). Strong epistemic possibility contrasts to weak epistemic possibility
according to which a ‘proposition p is epistemically possible only if p is
compatible with the relevant body of evidence’ (op. cit.). Weak epistemic
possibility is the limiting case of strong epistemic possibility (op. cit.). I
examine the relation between epistemic possibility and evidence in chapter

5‘We normally say that is epistemically possible for a subject that p, when it might be
that p for all the subject knows’ (60).
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6.

A fourth approach to epistemic possibility defines the notion in relation
to logical reasoning (Jago, 2009; Bjerring, 2012). Bjerring writes: ‘(W]e can
now spell out deep epistemic necessity and possibility by appeal to provability
in n steps of logical reasoning using the rules in R. To that end, let a proof
of A in n steps of logical reasoning be a derivation of A from a set I' of
sentences — potentially the empty set — consisting of at most n applications
of the rules in R. Let a disproof of A in n steps of logical reasoning be a
derivation of —A from A — or from the set I' of sentences such that Ael’
— consisting of at most n applications of the rules in R. Similarly, let a set
I' of sentences be disprovable in n steps of logical reasoning whenever there
is a derivation of A and —A from I' consisting of at most n applications of
the rules in R. For simplicity, I will assume that agents can rule out sets of
sentence that contain {A,—~A} non-inferentially. Finally, let ‘], and ‘0,,” be
metalinguistic operators, where ‘Q,,’ is defined as —[],—. Read J,” as ‘A is
provable in n steps of logical reasoning using the rules in R’, and read ‘¢,,’
as ‘A is not disprovable in n steps of logical reasoning using the rules in R’.
We can then define:

(Deep-Necn) A sentence A is deeply,, epistemically necessary iff [7,,.

(Deep-Posn) A sentence A is deeply,, epistemically possible iff ¢, (op.
cit.).

In Chapter 8, I mention the identification of epistemic possibility with
consistent logical reasoning. I examine, however, the bearing of hyperinten-
sional apriority, where hyperintensional apriority is interpreted as an epis-
temically necessary truthmaker, on absolute decidability (see §2.2.1). In the
remaining chapters of this book, I define epistemic possibility in this distinct,
fifth manner. The fifth way to understand epistemic possibility is via aprior-
ity, such that ¢ is epistemically possible iff ¢ is primary conceivable, where
primary conceivability () is the dual of apriority (—[J—, i.e. not apriori
ruled out).% Chalmers (2002) distinguishes between primary and secondary
conceivability. Secondary conceivability is counterfactual, so rejecting the
metaphysical necessity of the identity between Hesperus and Phosphorus is
not secondary conceivable. Primary conceivability targets epistemically pos-
sible worlds considered as actual rather than counterfactual worlds. Chalmers
also distinguishes between positive and negative conceivability and prima fa-

6The understanding of epistemic possibility tied to knowledge, as in epistemic logic, is
examined in chapter 5.
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cie and ideal conceivability. A scenario is positively conceivable when it can
be imagined with perceptual detail. A scenario is negatively conceivable
when nothing rules it out apriori, as above. A scenario is prima facie con-
ceivable when it is conceivable ‘on first appearances’. E.g. a formula might
be prima facie conceivable if it does not lead to contradiction after a finite
amount of reasoning. A scenario is ideally conceivable if it is prima facie con-
ceivable with a justification that cannot be defeated by subsequent reasoning
(op. cit.).

Chalmers distinguishes between deep and strict epistemic possibilities.
He writes: ‘{W]e might say that the notion of strict epistemic possibility —
ways things might be, for all we know — is undergirded by a notion of deep
epistemic possibility — ways things might be, prior to what anyone knows.
Unlike strict epistemic possibility, deep epistemic possibility does not depend
on a particular state of knowledge, and is not obviously relative to a subject’
(2011: 62). About deep epistemic necessity, he writes: ‘For example, a
sentence s is deeply epistemically possible when the thought that s expresses
cannot be ruled out a priori / This idealized notion of apriority abstracts away
from contingent limitations’ (66). All references to epistemic possibility in
what follows will be to Chalmers’ notion of deep epistemic possibility.

Rossi and Ozgiin (2023) countenance epistemic possibility hyperinten-
sionally, by defining it as a strict epistemic possibility operator, i.e. a for all
one knows operator, interpreted analogously to positive instead of negative
conceivability (2, 6-7). Hyperintensionality is secured via topic-sensitivity,
and supposed to entail a condition on agent non-ideality which they refer to
as satisfying the property of ‘epistemic reach’. They write: ‘the boundaries of
S’s epistemic reach are determined by their cognitive, computational, or con-
ceptual limitations’ (6). The significance of the hyperintensionality condition
is, similarly to this book, that it is supposed to circumvent the problem of
omniscience based on intensionalism about propositions. Hyperintensional
knowledge is defined as being satisfied by a ‘model-theoretic condition’ (3),
MOD, truth in all worlds , and a ‘hyperintensionality condition’, HYPE; i.e.
‘grasping ¢’s topic’, i.e. ‘a total function defined from the object language of
the underlying logic to the set {0, 1}’ (4). Thus,

KNOW(¢) = 1 iff MOD(¢) =1 and HYPE(¢) = 1 (4).

Hyperintensional positive epistemic possibility is defined thus,

POSS(¢) = 1 iff MOD(—¢) = 0 and HYPE(¢) = 1 (8).

Rossi and Ozgiin apply the foregoing to Stalnaker (2006)’s conception of
strong or full belief as subjective certainty, where ‘believing implies believing
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that one knows’: B¢ — BK¢; equivalently, B¢ <= (K)K¢ and B¢ <=
—K—K¢ (Rossi and Ozgiin, op. cit.: 10; Stalnaker, 2006: 179). —K— and
(K) are not, however, equivalent, because —K— is interpreted as negative
epistemic possibility and (K) is interpreted as positive epistemic possibility
(Rossi and Ozgiin, op. cit.: 8). B¢ <= —K—Kg¢ entails: BELgu(¢) =
1 iff MOD(—K¢) = 0 and HYPE(—-K¢) = 0 (11). Construed as a positive
operator because a condition on the operator is grasp of topic (8, 17), when
By «— (K)K¢: BEL*gu(0) = 1 [i.e., POSS(K¢) = 1] iff MOD(—K¢) =
0 and HYPE(K¢) = 1(Rossi and Ozgiin, op. cit.: 11-12). ‘B¢, [...] K¢ and
(K)¢ express that "the agent has grasped the topic of ¢™(15).xe{K, B} (16).
[1is an analyticity or apriority modality (14). Strong negative introspection,
- —B¢ — K—B¢, is invalid in Rossi and Ozgiin’s logic.

An axiom of Rossi and Ozgiin’s logic is a restricted closure axiom, [](¢
— 1) A = A x)| — =1, interpreted as ‘the agent knows/believes a priori
consequences of what they know/believe as long as they grasp the topics of
these consequences’ (op. cit.). One issue with Rossi and Ozgiin’s restricted
closure axiom is that grasping the topic of the antecedent might, too, be
necessary, for grasping the topic of the consequent, instead of only grasp of
the topic of the consequent, ¥». One might want one’s account of logic and
semantics to satisfy what Berto (2022: 25) refers to as ‘Yablo’s Thesis’ or
‘Parry Implication’. (See Parry, 1968, 1989; Yablo, 2014). Yablo’s Thesis
states that ‘B is part of A iff the inference from A to B is (i) truth-preserving
— A implies B (ii) aboutness-preserving — A’s subject matter includes that
of B’ (Yablo, 2014: 15). Intuitively: ‘Content-inclusion is implication plus
subject-matter inclusion’ (op. cit.). The left-to-right direction of Yablo’s
Thesis is referred to as Weak Yablo’s Thesis (Berto, 2022: 25). The bi-
conditional is referred to as Full Yablo’s Thesis, and ‘gives an account of
same-saying as two-way containment: ¢ and 1) say the same ... just in case
they are both mutually entailing and topic-equivalent’ (25-26). Yablo refers
to a type of closure according to which ‘[sJome conclusions are such that you
should already know them, to know the premise’ as ‘immanent closure’ or
‘topical closure’ (116-117). ‘Transeunt’ closure occurs when ‘you are assured
of knowing the conclusion only if you engage in some reasoning’ (116) and
‘knowledge of conclusions [is] drawn from premises that do not contain them’
(127). Immanent closure states that: ‘If S knows that P, and Q is part of P,
then S knows that Q' (117).

Berto addresses the problem of possible mathematical and logical omni-
science entailed by Full Yablo’s Thesis and immanent closure by separating
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topic-inclusion from its metalinguistic and epistemic dimensions. Thus, the
topic of (i) ‘16 + 16 = 327, {16, +, =, 32}, is part of the topic of (ii) ‘16 4 32 =
48’ {16, +, 32, =, 48}, yet Full Yablo’s Thesis and immanent closure would
entail that metalinguistic knowledge of (i) entails metalinguistic knowledge
of (ii), which is false (Berto, 2022: 55). Berto argues that the maneuver
does not entail, however, that all mathematical knowledge is metalinguistic
knowledge (56).

Another maneuver would be to reject immanent closure, because of an
objection from Alexandru Baltag (56): from ¢ — 1, one can infer [¢ A (¢
v =) — 1, yet, taking ¢ to be a mathematical theory and ¢ to be a
theorem of the theory, knowledge that a theorem in the consequent is true
and grasping its topic ought not to be entailed by the disjunction in the
antecedent with regard to whether the theorem is true (57).

Another maneuver might be to add logically impossible worlds to one’s
ontology rather than taking topic-inclusion to have the property of semantic
necessity. Berto suggests that denying that the axioms of a mathematical
theory entail a theorem in the theory might require incorporating logically
impossible worlds into one’s ontology, ‘where entailment laws are violated’
(58).

One issue with Rossi and Ozgiin’s restricted closure axiom is that it satis-
fies Full Yablo’s Thesis and immanent closure, without addressing the separa-
bility of the metalinguistic and epistemic dimensions from the topic-inclusion
in Full Yablo’s Thesis and immanent closure, or Baltag’s objection and the
possible addition of logically impossible worlds to one’s ontology in order
to countenance the invalidity of a disjunct being entailed by a disjunction
without an instance of either disjunct.

In order for grasp of the topic of the antecedent to entail grasp of the
topic of the consequent, a third type of topic-sensitive closure, distinct from
immanent closure and transeunt closure, might too be required.

Chalmers defines epistemic possibility as (i) not being apriori ruled out
(2011: 63, 66),” i.e. as the dual of epistemic necessity i.e. apriority (65),% and
as (ii) being true at an epistemic scenario i.e. epistemically possible world

7‘One might also adopt a conception on which every proposition that is not logically
contradictory is deeply epistemically possible, or on which every proposition that is not
ruled out a priori is deeply epistemically possible. In this paper, I will mainly work with
the latter understanding’ (63).

8‘We can say that s is deeply epistemically necessary when s is a priori: that is when s
expresses actual or potential a priori knowledge’ (65).
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(62, 64). He accepts a Plenitude principle according to which: ‘A thought T is
epistemically possible iff there exists a scenario S such that S verifies T" (64).
Chalmers advances both epistemic and metaphysical constructions of epis-
temic scenarios. Chalmers (private correspondence) writes: ‘[T]he definition
of epistemic possibility does not depend on either construction’ In the meta-
physical construction of epistemic scenarios, epistemic scenarios are centered
metaphysically possible worlds (69). Canonical descriptions of epistemic sce-
narios i.e. epistemically possible worlds on the metaphysical construction are
required to be specified using only ‘semantically neutral’ vocabulary, which
is ‘non-twin-earthable’ by having the same extensions when worlds are con-
sidered as actual or counterfactual (Chalmers, 2006: §3.5). In the epistemic
construction of epistemic scenarios, an epistemic scenario consists in a set
of sentence types comprising an infinitary ideal language, M, with vocabu-
lary restricted to epistemically invariant expressions (Chalmers, 2011: 75).
He defines epistemically invariant expressions thus: ‘{W]hen s is epistemically
invariant, then if some possible competent utterance of s is epistemically nec-
essary, all possible competent utterances of s are epistemically necessary’ (op.
cit.). The sentence types in the infinitary language must also be epistemically
complete. A sentence s is epistemically complete if s is epistemically possible
and there is no distinct sentence t such that both s A t and s A —t are epis-
temically possible (76). The epistemic construction of epistemic scenarios
transforms the Plenitude principle into an Epistemic Plenitude principle ac-
cording to which: ‘For all sentence tokens s, if s is epistemically possible, then
some epistemically complete sentence of [M] implies s’ (op. cit.).? The value
of a sentence in epistemically constructed epistemic scenarios determines the
value of the sentence in metaphysically possible worlds when a super-rigidity
condition is satisfied (Chalmers, 2012: 239, 468, 474). Chalmers writes: ‘I
accept Apriority /Necessity and Super-Rigid Scrutability. (Relatives of these
theses play crucial roles in "The Two-Dimensional Argument against Ma-
terialism")’ (241). The Apriority /Necessity Thesis is defined as the ‘thesis
that if a sentence S contains only super-rigid expressions, s is a priori iff S is
[metaphysically] necessary’ (468), and Super-Rigid Scrutability is defined as
the ‘thesis that all truths are scrutable from super-rigid truths and indexical
truths’ (474).

9Chalmers (private correspondence) writes: ‘[E]pistemic possibility isn’t defined in
terms of epistemic completeness (the epistemic plenitude principle doesn’t define epis-
temic possibility) but rather in terms of apriority, so circularity is avoided’.
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I will assume the metaphysical construction of epistemic scenarios in this
book. I concur, as well, that epistemic possibility is the dual of epistemic ne-
cessity i.e. apriority, but argue for an epistemic two-dimensional truthmaker
semantics which avails of hyperintensional epistemic states, i.e. epistemic
truthmakers or verifiers for a proposition, which comprise a state space (see
chapter 4). Epistemic states are parts of epistemically possible worlds, rather
than whole worlds themselves. Apriority is thus redefined in the hyperinten-
sional semantics (see chapter 2). The epistemic two-dimensional truthmaker
semantics is motivated by its capacity (i) to model conceivability arguments
involving hyperintensional metaphysics (see chapters 6-7), and (ii) to avoid
the problem of mathematical omniscience entrained by intensionalism about
propositions (see chapters 2, 8-11).

Note as well that the notion of conceivability and apriority here is tied
to the notion of states of information which are independent of particular
subjects, in agreement with the proposal in Edgington (2004: 6) according
to which ‘a priori knowledge is independent of the state of information of the
subject’. While being states of information, epistemic states are yet parts of
deeply epistemically possible worlds, because they are not relativized to the
contingent knowledge bases of particular epistemic agents.

1.1.3 The Literature

In the contemporary literature, there is a paucity of works devoted to the na-
ture of epistemic modality and its relation to other modalities. Recent books
and edited volumes which examine aspects of epistemic modality include
Gendler and Hawthorne (2002); Yablo (2008); Gendler (2010); Egan and
Weatherson (2011); Chalmers (2012); and Berto (2022). The present work
is focused on the foundations and philosophical significance of the epistemic
interpretation of modal logic and semantics. For the sake of completeness, a
critical summary of the relevant literature is thus included below.

The Gendler and Hawthorne volume includes seminal contributions to the
theory of the relationship between epistemic and metaphysical modality. By
contrast, this book provides foundations for the nature of epistemic modal-
ity, when the modality concerns apriority and conceivability, as well as the
logic of knowledge and belief; makes contributions to our understanding of
the ontology of consciousness, by regimenting the ontology of consciousness
using hyperintensional grounding operators; examines the nature and philo-
sophical extensions of epistemic logic; and examines the relations between
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epistemic modality and the variety of other modalities (e.g., metaphysical
and mathematical modalities and the types of intention in the setting of
evidential decision theory).

The papers on modal epistemology in Yablo (2008) predominantly con-
cern the relation between epistemic and metaphysical modalities, and, in
particular, non-trivial conditions on error theory in modal epistemology.!”
Issues for the epistemic interpretation of two-dimensional intensional seman-
tics are examined; e.g., the conditions on ascertaining when an epistemic
possibility is actual, and a dissociation in the case of recognitional concepts,
e.g. concepts of geometric shapes, between the conceptual necessity of their
definitions and the apriority of their definitions. The discussion is similar, in
scope, to the discussions in the Gendler and Hawthorne volume. This book
aims to redress the limits mentioned in the foregoing, and to proffer the posi-
tive proposals delineated above. Yablo (2014) countenances thick or directed

0Kripke (1980) accepts an error theory for modal epistemology. He writes: ‘What,
then, does the intuition that the table might have turned out to have been made of ice or
of anything else, that it might even have turned out not to be made of molecules, amount
to? I think that it means simply that there might have been a table looking and feeling
just like this one and placed in this very position in the room, which was in fact made of
ice. In other words, I (or some conscious being) could have been qualitatively in the same
epistemic situation that in fact obtains, I could have the same sensory evidence that I in
fact have, about a table which was made of ice. The situation is thus akin to the one which
inspired the counterpart theorists; when I speak of the possibility of the table turning out
to be made of various things, I am speaking loosely. This table itself could not have had
an origin different from the one it in fact had, but in a situation qualitatively identical to
this one with respect to all the evidence I had in advance, the room could have contained a
table made of ice in place of this one. Something like counterpart theory is thus applicable
to the situation, but it applies only because we are not interested in what might have been
true of this particular table, but in what might or might not be true of a table given certain
evidence. It is precisely because it is not true that this table might have been made of
ice from the Thames that we must turn here to qualitative descriptions and counterparts’
(142). ‘Since we are concerned with how things might have turned out otherwise, our
general paradigm is to redescribe both the prior evidence and the statement qualitatively
and claim that they are only contingently related. In the case of identities, using two rigid
designators, such as the Hesperus-Phosphorus case above, there is a simpler paradigm
which is often usable to at least approximately the same effect. Let "R;" and "Ry" be the
two rigid designators which flank the identity sign. Then "R; = Ry" is necessary if true.
The references of "R1" and "Ry", respectively, may well be fixed by nonrigid designators
'D;" and "Dy" [...] in the Hesperus and Phosphorus cases these have the form "the heavenly
body in such-and-such position in the sky in the evening (morning)". Then although "R,
= Ry" is necessary, 'D; = D>" may well be contingent, and this is often what leads to the
erroneous view that "R; = Ry" might have turned out otherwise’ (143-144).
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propositions, which combine a possible worlds semantics with subject mat-
ters (p. 21, fn. 28; 49). Yablo writes: ‘The subject matter of [a sentence,] S
= the [similarity, i.e. reflexive and symmetric| relation m such that worlds
are m-dissimilar iff S is differently true at them’ (41; 36). ‘Where the iden-
tity of a set is given by its members, the identity of a subject matter m is
given by the pattern of trans-world changes where m is concerned: (4) m;
= my iff worlds differing where the first is concerned differ also with respect
to the second, and vice versa. Shouldn’t we know, to grasp a subject matter
m, the proposition m(w) that specifies how matters stand in w where m is
concerned? / But, subject matters as just explained do tell us what w is like
where m is concerned. The proposition we’re looking for is meant to be true
in all and only worlds in the same m-condition as w; on an intensional view
of propositions, it is the set of worlds in the same m-condition as w. That
proposition is already in our possession. To be in the same m-condition as w
is to be m-[similar| to w, and the set of worlds m-[similar] to w is just w’s cell
in the partition. A world’s m-cell is thus the proposition saying how matters
stand in it m-wise’ (27). ‘A subject matter, whatever else it may do, deter-
mines a function from worlds w to propositions stating how matters stand in
w where it — the subject matter in question — is concerned. The number of
stars, to use Lewis’s example, maps worlds with equally many stars to the
proposition that there are that many stars. Thinking of propositions as sets
of worlds, we're talking about a function from worlds w to collections of sets
of worlds — where, since the ways a world is m-wise are propositions true in
that world, each set in the collection has w as a member. m will in the sim-
plest case be a partition of logical space, with each world being mapped to
its cell in the partition’ (Yablo, 2015). ‘Each specification function m(. . .)
has associated with it a set of propositions, expressing between them the var-
ious ways matters can stand where m is concerned. (A proposition goes into
the set if it is m(w) for some world w.) The operation is again reversible:
to find m(w), look for the proposition to which w belongs’ (Yablo, 2014:
28). Berto (2022: ch. 2) refers to directed propositions as two-component
(2C) propositional contents and develops a semantics for 2C contents which
combines possible worlds with atomic topics. The semantics developed in
this book makes propositions multi-hyperintensional, by combining atomic
topic-, i.e. subject matter, sensitivity, with a second aspect of their subject
matter being captured via epistemic and metaphysical truthmakers (see chs.
2, 4; and Fine, 2017a,b, for truthmaker semantics), a third aspect of their
hyperintensionality captured via subject matter similarity relations between
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truthmakers, and a fourth aspect of their hyperintensionality captured by
structured hyperintensions.

The Egan and Weatherson volume is comprised of papers which predom-
inantly analyze epistemic modals in the setting of natural language seman-
tics. Four papers in the volume target epistemic possibilities as imaginable
or conceptual possibilities; those by Chalmers ("The Nature of Epistemic
Space"), Jackson ("Possibilities for Representation and Credence'), Mac-
Farlane ("Epistemic Modals are Assessment-Sensitive"), and Yalcin ("Non-
factualism about Epistemic Modality").!!

Chalmers’ paper examines some principles governing epistemic space and
its interaction with metaphysical modality, as well as Kaplan’s paradox. This
book endeavors to account for the distinct conditions on formal and informal
domains in epistemic space (see chapter 6); examines the interaction between
epistemic modality and metaphysical modality, as well as various other types
of modality; and examines the role that epistemic modality plays in resolving
the alethic paradoxes, as well as undecidable sentences in the philosophy of
mathematics.

Jackson’s paper argues that conceptual possibilities and metaphysical
possibilities ought to be defined within a single space, in order both to avoid
cases in which a sentence is conceptually possible although metaphysically
impossible and to secure the representational adequacy of conceptually pos-
sible terms. Chapter 4 adopts, by contrast, the modal dualist proposal to
the effect that epistemic modality and metaphysical modality, as well as
epistemic and metaphysical states, occupy distinct spaces.

Yalcin’s paper argues that epistemic modal sentences in natural language
semantics mirror the structure of the beliefs of speakers. Epistemic mental
states are taken, then, to be expressive rather than representational, be-
cause the communication of epistemic modal and interrogative updates on
an informational background shared by speakers is not truth-conditional.
The present approach contrasts to the foregoing, by not taking the values
of expressions in natural language semantics to be a guide to the nature of
mental states (see Evans, 1982). We here take epistemic possibility to con-
cern conceivability and epistemic necessity to concern apriority, as well as
taking the box operator to be interpreted so as to concern knowledge and
belief as in epistemic and doxastic logic, as well. Chapter 2 discusses Hawke

' The semantics for the ‘for all I know’ interpretation of epistemic possibility in Mac-
Farlane’s paper was discussed above.

33



and Steinert-Threlkeld (2021)’s expressivist semantics for epistemic modals
because it converges with the metaphysical expressivism about epistemic
modality there adumbrated.

Yalcin (2011; 2016) countenances the notion of epistemic possibility as
strict, that is, a for all one knows operator, and adds a condition of sen-
sitivity to subject matter. Subject matters partition logical space into the
propositions which answer or resolve an interrogative concerning the subject
matter (2011: Section 6).'? The propositions which resolve the interrogative
are said to be ‘visible’ (318). Doxastic states are partial functions from in-
terrogatives to resolutions (op. cit.). A ‘view’ is the set of possibilities in
the resolution of logical space (op. cit.). The true propositions in the reso-
lution are said to comprise the agent’s ‘commitments concerning the subject
matter’ (op. cit.). A proposition is compatible with an agent’s view only if
it is true at one of the worlds in the view (319). Then, ‘to believe that a
proposition is possible, or might be, is for the proposition to be compatible
with one’s view, and moreover for it to be an answer to a question one is
sensitive to’ (320). Semantic values for epistemic modals are defined relative
to worlds and parameters for ‘non-factual’ states of information (324, 329).

Bueno (2017) argues that the epistemology of modality is similar to the
epistemology mathematics, and endorses a modalist conception of possibility
and necessity. Modalism rejects the existence of possible worlds [see Prior
(1968); Plantinga (1976); Fine (2005a: Part II); and Bueno and Shalkowski,
2015]. Bueno writes: ‘If ... the goal is to understand, to figure out the modal
constraints on various philosophical claims about the world, then the explo-
ration of the relevant possibilities (and impossibilities) is clearly relevant,
albeit no categorical modal knowledge of the extraordinary possibilities in
question is forthcoming. On this modalist account, we may have a lot of
ordinary modal knowledge (that is, knowledge of ordinary possibilities and
necessities), but less of extraordinary categorical modal knowledge (that is,
knowledge of philosophical possibilities and necessities independently of any
assumptions), although we may have some conditional extraordinary modal
knowledge, by taking notice of the relevant philosophical assumptions, de-
termining their consequences, and resisting the temptation to discharge the
assumptions. Interestingly, this conditional modal knowledge can be ob-

12The view that subject matters, broadly construed, have the form of an interrogative
update on a set of worlds is anticipated by Hamblin (1958, 1973); Lewis (1988/1998);
and further defended by Yalcin (2008, 2016) and Yablo (2014). For further discussion of
subject matters, see chapter 4.
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tained without much commitment, since only the logical relations between
assumptions and results are highlighted rather than any claim about the
correctness of the assumptions in question’ (Bueno, 2017: 81).

Another development which is worth mentioning is Holliday and Man-
delkern (2024)’s orthologic and possibility semantics for epistemic modals,
which is non-classical by rejecting the laws of distributivity, disjunctive syl-
logism, and orthomodularity, while negation is defined as orthocomplementa-
tion rather than psuedocomplentation such that the inference from ‘p A O—p
1" to ‘O—p  —p’ does not hold. Possibility semantics rejects a primeness
condition according to which a world x makes disjunction true iff it makes
the disjuncts true. Rather, in possibility semantics, x makes a disjunction
true just in case for every refinement x’ = x, there is a further refinement x”
C x’ which makes one of the disjuncts true (see Holliday, 2021, for further
discussion).

Chalmers (2012) provides a book-length examination of the scrutabil-
ity of truth, and the apriori entailment relations between different types
of truths. The rigidity of intensions is availed of, in order to explain the
relation between epistemic modality and metaphysical modality. The rela-
tion between epistemic modality and metaphysical modality is examined in
Part II of this book, but I aim to examine novel philosophical extensions of
epistemic two-dimensional semantics and the role of epistemic modality and
hyperintensionality in the philosophy of mathematics and logic.

Gendler (2010) is a rare, empirically informed study of the limits of repre-
sentational capacities, when they target counterfactual assignments of values
to variables in thought experiments — e.g., the conditions under which there
might be resistance attending the states of imagining that fictional characters
have variant value-theoretic properties — and when implicit biases and uncon-
scious sub-doxastic states affect the veridicality conditions of one’s beliefs.
One crucial distinction between Gendler’s approach and the one pursued in
this chapter, however, is that the former does not examine the interaction
between epistemic modal and hyperintensional semantics and epistemic logic.

In the literature on modal epistemology, Hale (2013a) argues that modal
knowledge ought to be pursued via the epistemology of essential definitions
which specify conditions on sortal membership. Apriori knowledge of essence
is explained in virtue of knowledge of the purely general terms — embedding
no singular terms — which figure in the definitions. Thus — by being purely
general — the essential properties of objects, and thus the objects, have neces-
sary being. Aposteriori knowledge of essential definitions can be pursued via
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theoretical identity statements, yet, because the terms figuring therein are
not purely general, both the essential properties and the objects which sat-
isfy the properties have contingent being. As mentioned, the book redefines
the extant proposals in the ontology of consciousness using hyperintensional
grounding operators. The ground-theoretic interpretation of the ontology of
consciousness, and an examination of the bearing of the latter for the rela-
tion between (hyperintensional) conceivability and metaphysical possibility
and hyperintensionality is, as noted, examined in chapter 7. Hale’s higher-
order and first-order Necessitist proposals are examined in further detail, in
chapter 9.

Nichols (2006) features three essays on modal epistemology. Nichols’
"Imaginative Blocks and Impossibility" examines introspection-based tasks
in developmental psychology, in order to account for the interaction between
imaginative exercises and counterfactual judgments. Hill’s "Modality, Modal
Epistemology, and the Metaphysics of Consciousness' examines the inter-
action between conceptual and metaphysical possibility, where conceptual
possibilities are construed as Fregean thoughts, and the relation between
conceivability and metaphysical possibility is then analyzed as the relation
between Fregean thoughts (augmented by satisfaction-conditions such as con-
ceptual coherence) and empirical propositions. Sorensen’s paper, "Meta-
conceivability and Thought Experiments", argues that meta-conceivable thought
experiments are distinct from both conscious perceptual states and conceiv-
able possibilities. Sorensen (1999) argues that (thought) experiments track
the consequences of reassignments of values to variables.'> My approach dif-
fers from Hill’s by arguing in favor of both a possible worlds semantics as well
as a hyperintensional, epistemic two-dimensional truthmaker semantics for
thoughts, which is able to recover the virtues attending the Fregean model,
as well as in accounting for the relations between epistemic states and var-
ious other interpretations of states and their hyperintensionality, including
the mathematical interpretation (see chapters 8-12 for further discussion).
My approach is similar in methodology to Nichols’, although I endeavor
to account to for the relation between (hyperintensional) conceivability and
metaphysical possibility and hyperintensionality by availing of the epistemic
interpretation of two-dimensional semantics. Finally, my approach is simi-
lar to Sorensen’s, in targeting both a formal semantic analysis of epistemic
and related modality and hyperintensionality, as well as of the operators of

13See Gendler (2000), for further discussion.
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knowledge and belief in the setting of epistemic logic.

Waxman (ms) endeavors to account for the interaction between the imag-
ination and mathematics. Whereas I avail of conceivability as defined in
epistemic two-dimensional semantics in chapters 8-12 — which I refer to in
the mathematical setting as epistemic mathematical modality and hyperin-
tensionality — in order to account for how the epistemic possibility and hy-
perintensionality of abstraction principles and large cardinal axioms relates
to their metaphysical possibility and hyperintensionality, Waxman’s aim is
to account for how imagining a model of a mathematical theory entrains
justification to believe its consistency (op. cit.). Unlike Waxman, epistemic
mathematical modality and hyperintensionality are ideal, whereas imagina-
tion is, on his account, non-ideal (Waxman, op. cit.: 18; Chalmers, 2002),
where ideal (hyperintensional) conceivability means true at the limit of apri-
ori reflection unconstrained by finite limitations. Unlike Waxman, I believe,
further, that imaginative contents are sensitive to hyperintensional subject-
matters or topics (see chapters 2, 4; Berto, 2018; Canavotto, Berto, and
Giordani, 2020).

Finally, a class of views in the epistemology of modality can be char-
acterized as being broadly empiricist. Stalnaker (2003) and Williamson
(2007; 2013) refrain from countenancing the notion of epistemically pos-
sible worlds; and argue instead either that the imagination is identifiable
with cognitive processes taking the form of counterfactual presupposition
(Williamson, 2007); that one’s choice of the axioms governing modal logic
should satisfy abductive criteria on theory choice (Williamson, 2013a); or
that metaphysical modalities are properties of the actual world (Stalnaker,
op. cit.). Vetter (2013) argues for a reduction of modal notions to actual
dispositional properties, and Roca-Royes (2016) and Schoonen (2020) pursue
a corresponding modal empiricist approach, according to which knowledge
of the de re possibilities of objects consists in the extrapolation of properties
from acquaintance with objects in one’s surround to formally similar objects,
related by reflexivity and symmetry. Generally, according to the foregoing
approaches, the method of modal epistemology proceeds by discerning the
modal truths — captured, e.g., by abductively preferred theorems in modal
logic; conditional propositions; and dispositional and counterfactual proper-
ties — and then working backward to the exigent incompleteness of an indi-
vidual’s epistemic states concerning such truths. By contrast, the approach
advanced in this work both retains and provides explanatory foundations for
epistemic modal and hyperintensional space, and augments the examination
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by empirical research and an abductive methodology.

The foregoing texts either examine epistemic modality via natural lan-
guage semantics; restrict their examination to the interaction between con-
ceivable possibilities and metaphysical possibilities; eschew epistemic possi-
bilities; provide a naturalistic approach to the analysis of epistemic modality,
without drawing on formal methods; or provide a formal analysis of epistemic
modality, without drawing on empirical results.

The book endeavors, by contrast, to examine the interaction between
epistemic modality and hyperintensionality and the computational theory of
mind; metaphysical modality and hyperintensionality; the types of math-
ematical modality and hyperintensionality; the hyperintensional semantics
and modal logic of rational intuition; and the types of intention, when the
latter are interpreted as hyperintensional mental states.

The models developed here are of interest in their own right. However,
this work is principally concerned with, and examines, their philosophical
significance, as witnessed by the new distinctions and properties that they
induce. Beyond conditions on theoretical creativity, both formal regimenta-
tion and empirical confirmation are the best methods available for truth-apt
philosophical inquiry into both the space of epistemic modality and hyper-
intensionality and the multiple points of convergence between epistemically
possible and hyperintensionally verified truth and the most general, funda-
mental structure of metaphysically possible worlds and states.
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1.2 Chapter Summary
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In chapter 2, I provide a mathematically tractable background against which
to model both modal and hyperintensional cognitivism and modal and hy-
perintensional expressivism. [ argue that epistemic modal algebras, en-
dowed with a hyperintensional, topic-sensitive epistemic two-dimensional
truthmaker semantics, comprise a materially adequate fragment of the lan-
guage of thought. I demonstrate, then, how modal expressivism can be
regimented by modal coalgebraic automata, to which the above epistemic
modal algebras are categorically dual. I examine five methods for modeling
the dynamics of conceptual engineering for intensions and hyperintensions. I
develop a novel topic-sensitive truthmaker semantics for dynamic epistemic
logic, and develop a novel dynamic epistemic two-dimensional hyperinten-
sional semantics. My novel dynamic two-dimensional semantics is grounded
in two-dimensional hyperintensional Turing machines. I examine then the
virtues unique to the modal expressivist approach here proffered in the set-
ting of the foundations of mathematics, by contrast to competing approaches
based upon both the inferentialist approach to concept-individuation and the
codification of speech acts via intensional semantics.

In chapter 3, I aim to vindicate the thesis that cognitive computational
properties are abstract objects implemented in physical systems. I avail of
Voevodsky’s Univalence Axiom and function type equivalence in Homotopy
Type Theory, in order to specify an abstraction principle for two-dimensional
(hyper-)intensions. The homotopic abstraction principle for two-dimensional
(hyper-)intensions provides an epistemic conduit for our knowledge of (hyper-
)intensions as abstract objects. Higher observational type theory might be
one way to make first-order abstraction principles defined via inference rules,
although not higher-order abstraction principles, computable. The truth of
my first-order abstraction principle for hyperintensions is grounded in its be-
ing possibly recursively enumerable i.e. Turing computable and the Turing
machine being physically implementable. Epistemic modality and hyperin-
tensionality can thus be shown to be both a compelling and a materially
adequate candidate for the fundamental structure of mental representational
states, comprising a fragment of the language of thought.

In chapter 4, I endeavor to establish foundations for the interaction be-
tween hyperintensional semantics and two-dimensional indexing. I examine
the significance of the semantics, by developing three, novel interpretations
of the framework. The first interpretation provides a characterization of
the distinction between fundamental and derivative truths. The second in-
terpretation demonstrates how the elements of decision theory are definable
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within the semantics, and provides a novel account of the interaction between
probability measures and hyperintensional grounds. The third interpretation
concerns the contents of the types of intentional action, and the seman-
tics is shown to resolve a puzzle concerning the role of intention in action.
Two-dimensional truthmaker semantics can be interpreted epistemically and
metasemantically, as well, and epistemic two-dimensional truthmaker seman-
tics is examined in the chapter, as well as appealed to in chapters 7-12.

In chapter 5, I provide a novel account of iterated epistemic states. The
essay argues that states of epistemic determinacy might be secured by coun-
tenancing iterated epistemic states on the model of fixed points in the modal
p-calculus. Despite the epistemic indeterminacy witnessed by the invalida-
tion of modal axiom 4 in the sorites paradox — i.e. the KK principle: [J¢
— [J¢ — a hyperintensional epistemic p-automaton permits fixed points to
entrain a principled means by which to iterate epistemic states and account
thereby for necessary conditions on self-knowledge. The hyperintensional
epistemic p-calculus is applied to the iteration of the epistemic states of a
single agent instead of the common knowledge of a group of agents, and is
thus a novel contribution to the literature.

In chapter 6, I aim to redress the contention that epistemic possibility
cannot be a guide to the principles of modal metaphysics. I introduce a novel
epistemic two-dimensional truthmaker semantics. I argue that the interac-
tion between the two-dimensional framework and the mereological parthood
relation, which is super-rigid, enables epistemic possibilities and truthmakers
with regard to parthood to be a guide to its metaphysical profile. T specify,
further, a two-dimensional formula encoding the relation between the epis-
temic possibility and verification of essential properties obtaining and their
metaphysical possibility or verification. I then generalize the approach to
haecceitistic properties. I also examine the Julius Caesar problem as a test
case. I conclude by addressing objections from the indeterminacy of ontolog-
ical principles relative to the space of epistemic possibilities, and from the
consistency of epistemic modal space.

In chapter 7, I argue that Chalmers’ (1996; 2010) two-dimensional con-
ceivability argument against the derivation of phenomenal truths from phys-
ical truths risks being obviated by a hyperintensional regimentation of the
ontology of consciousness. The regimentation demonstrates how ontological
dependencies between truths about consciousness and about physics cannot
be witnessed by epistemic constraints, when the latter are recorded by the
conceivability — i.e., the epistemic possibility — thereof. Generalizations and
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other aspects of the philosophical significance of the hyperintensional regi-
mentation are further examined.

Chapters 8-12 provide cases demonstrating how the two-dimensional hy-
perintensions of epistemic two-dimensional semantics solve the access prob-
lem in the epistemology of mathematics. In his (1973), Benacerraf inquires
into how the semantics for mathematics might interact with the theory of
knowledge for mathematics. He raises the inquiry concerning how knowledge
of acausal abstract objects such as those of mathematics (numbers, functions,
and sets) is possible, assuming that the best theory of knowledge is that de-
ployed in the empirical sciences and thus presupposes a condition of causal
interaction. This is known in the literature in philosophy of mathematics
as the access problem. Field (1989) generalizes Benacerraf’s problem by no
longer presupposing the condition of causal interaction, and inquiring into
what might explain the reliability of mathematical beliefs. Clarke-Doane
(2016) has argued that the Benacerraf-Field problem might no longer be
thought to be pressing in light of mathematical beliefs satisfying conditions
of safety and sensitivity. A belief is safe if it could not easily have been
different. A belief is sensitive if, had the contents of the belief been false, we
would not believe them (see Nozick, 1981: 172-176). Mathematical beliefs
are thus sensitive, because mathematical truths are metaphysically necessary,
true at all worlds. Clarke-Doane quotes David Lewis, who writes: ‘[IJf it is a
necessary truth that so-and-so, then believing that so-and-so is an infallible
method of being right. If what I believe is a necessary truth, then there is no
possibility of being wrong. That is so whatever the subject matter [...] and
no matter how it came to be believed’ (1986: 114-115). Mathematical beliefs
are safe, because mathematical truths hold at all nearby worlds, indeed at
all of them, and ‘there are reasons to think that we could not have easily
had different mathematical beliefs. Our "core" mathematical beliefs might
be thought to be evolutionarily inevitable. Given that our mathematical
theories best systematize those beliefs, there is a "bootstrapping" argument
for the safety of our belief in those theories’ (24).

Two-dimensional intensions provide a conduit from conceivability to meta-
physical possibility, and can thus explain the connection between the con-
ceivability of mathematical formulas and their metaphysical possibility. By
bridging the epistemic and metaphysical universes, the two-dimensional in-
tensions of epistemic two-dimensional semantics can explain how our epis-
temic states about mathematical formulas can be a guide to their metaphys-
ical profiles. An abstraction principle for (hyper-)intensions modeled on Vo-
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evodsky’s Univalence Axiom and function type equivalence is countenanced.
The truth of the first-order abstraction principle for two-dimensional hyper-
intensions is supposed to secure the existence of two-dimensional hyperinten-
sions, and its truth is grounded in its possibly being recursively enumerable
i.e. Turing machine computable, owing to results in higher observational
type theory, and the machine being physically implementable.

When hyperintensional resources are availed of, the topics of truthmak-
ers for mathematical truths will be relevant to capturing their distinctively
mathematical subject matter. Topic-sensitive two-dimensional hyperinten-
sions are similarly such that epistemic states can be a guide to metaphysical
states for mathematical truths, given the satisfaction of a number of other
conditions specified below.

In chapter 8, I aim to contribute to the analysis of the nature of mathe-
matical modality and hyperintensionality, and to the applications of the latter
to absolute decidability. Rather than countenancing the interpretational type
of mathematical modality as a primitive, I argue that the interpretational
type of mathematical modality is a species of epistemic modality. I argue,
then, that the framework of two-dimensional semantics ought to be applied
to the mathematical setting. The framework permits of a formally precise
account of the priority and relation between epistemic mathematical modal-
ity and metaphysical mathematical modality. The discrepancy between the
modal systems governing the parameters in the two-dimensional intensional
setting provides an explanation of the difference between the metaphysical
possibility of absolute decidability and our knowledge thereof. The topic-
sensitive epistemic two-dimensional truthmaker semantics from chapters 4
and 2 is advanced, if hyperintensional approaches are to be preferred to
possible worlds semantics. I examine the relation between two-dimensional
hyperintensional states and epistemic set theory, providing two-dimensional
hyperintensional formalizations of epistemic set theory, large cardinal axioms,
and the modal axioms governing (2-logic.

In chapter 9, I aim to provide hyperintensional foundations for math-
ematical platonism. I examine Hale and Wright’s (2009) objections to the
merits and need, in the defense of mathematical platonism and its epistemol-
ogy, of the thesis of Necessitism. In response to Hale and Wright’s objections
to the role of epistemic and metaphysical modalities in providing justifica-
tion for both the truth of abstraction principles and the success of mathe-
matical predicate reference, I examine the Necessitist commitments of the
abundant conception of properties endorsed by Hale and Wright and exam-
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ined in Hale (2013a,b); examine cardinality issues which arise depending on
whether Necessitism is accepted at first- and higher-order; and demonstrate
how a two-dimensional semantic approach to the epistemology of mathe-
matics is consistent with Hale and Wright’s notion of there being epistemic
entitlement rationally to trust that abstraction principles are true. A choice
point that I flag is that between availing of intensional or hyperintensional
semantics. The hyperintensional semantics approach that I favor is an epis-
temic two-dimensional truthmaker semantics, for which I define a model. I
countenance a hyperintensional semantics for novel epistemic abstractionist
modalities. Epistemic and metaphysical states and possibilities may thus be
shown to play a constitutive role in vindicating the reality of mathematical
objects and truth, and in explaining our possible knowledge thereof.

In chapter 10, I examine the philosophical significance of (2-logic in
Zermelo-Fraenkel set theory with choice (ZFC). The categorical duality be-
tween coalgebra and algebra permits Boolean-valued algebraic models of ZFC
to be interpreted as coalgebras. The hyperintensional profile of €2-logical va-
lidity can then be countenanced within a coalgebraic logic, and (2-logical
validity can be defined via deterministic automata. I argue that the philo-
sophical significance of the foregoing is two-fold. First, because the epistemic
and modal and hyperintensional profiles of {2-logical validity correspond to
those of second-order logical consequence, (2-logical validity is genuinely log-
ical. Second, the foregoing provides a hyperintensional account of the inter-
pretation of mathematical and metamathematical vocabulary.

In chapter 11, T aim to provide a modal logic for rational intuition.
Similarly to treatments of the property of knowledge in epistemic logic,
I argue that rational intuition can be codified by a modal operator gov-
erned by the modal p-calculus. Via correspondence results between fixed
point modal propositional logic and the bisimulation-invariant fragment of
monadic second-order logic, a precise translation can then be provided be-
tween the notion of ‘intuition-of’, i.e., the cognitive phenomenal properties
of thoughts, and the modal operators regimenting the notion of ‘intuition-
that’ I argue that intuition-that can further be shown to entrain conceptual
elucidation, by way of figuring as a dynamic-interpretational modality which
induces the reinterpretation of both domains of quantification and the in-
tensions and hyperintensions of mathematical concepts that are formalizable
in monadic first- and second-order formal languages. Hyperintensionality
is countenanced via a topic-sensitive epistemic two-dimensional truthmaker
semantics.
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In chapter 12, I endeavor to define the concept of indefinite extensibility
in the setting of category theory. I argue that the generative property of
indefinite extensibility for set-theoretic truths in category theory is identifi-
able with the Grothendieck Universe Axiom and the elementary embeddings
in Vopenka’s principle. The interaction between the interpretational and
objective modalities of indefinite extensibility is defined via the epistemic
interpretation of two-dimensional semantics. The semantics can be defined
intensionally or hyperintensionally. By characterizing the modal profile of
O-logical validity, and thus the absoluteness i.e. the generic invariance of
mathematical truth, modal coalgebras are further capable of capturing the
notion of definiteness for set-theoretic truths, in order to yield a non-circular
definition of indefinite extensibility.

In chapter 13, I target a series of potential issues for the discussion of,
and modal resolution to, the alethic paradoxes advanced by Scharp (2013).
I proffer four novel extensions of the theory, and detail six issues that the
theory faces. I provide a counter-example to epistemic closure for reductio
proofs.

In chapter 14, I argue that the types of intention can be modeled both as
modal operators and via a multi-hyperintensional semantics. I delineate the
semantic profiles of the types of intention, and provide a precise account of
how the types of intention are unified in virtue of both their operations in a
single, encompassing, epistemic space, and their role in practical reasoning.
I endeavor to provide reasons adducing against the proposal that the types
of intention are reducible to the mental states of belief and desire, where
the former state is codified by subjective probability measures and the latter
is codified by a utility function. I argue, instead, that each of the types of
intention — i.e., intention-in-action, intention-as-explanation, and intention-
for-the-future — has as its aim the value of an outcome of the agent’s action,
as derived by her partial beliefs and assignments of utility, and as codified
by the value of expected utility in evidential decision theory.
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Part I: A Framework for Epistemic Modality and Hyperintensionality

46



Chapter 2

Modal and Hyperintensional
Cognitivism and Modal and
Hyperintensional Expressivism

2.1 Introduction

This essay endeavors to reconcile two approaches to the modal foundations of
thought: modal and hyperintensional cognitivism and modal and hyperinten-
sional expressivism. The novel contribution of the essay is its argument for
a reconciliation between the two positions, by providing a hybrid account in
which both internal cognitive architecture, on the model of epistemic possi-
bilities, as well as modal automata, are accommodated, while retaining what
is supposed to be their unique and inconsistent roles.

The notions of cognitivism and expressivism here targeted concern the
role of internal — rather than external — factors in countenancing the nature
of thought and information (see Fodor, 1975; Haugeland, 1978). Possible
worlds or hyperintensional semantics is taken then to provide the most de-
scriptively adequate means of countenancing the structure of the foregoing.*
Whereas the type of modal and hyperintensional cognitivism examined here
assumes that thoughts and information take exclusively the form of internal

'Delineating cognitivism and expressivism by whether the positions avail of internal
representations is thus orthogonal to the eponymous dispute between realists and antire-
alists with regard to whether mental states are truth-apt, i.e., have a representational
function, rather than being non-representational and non-factive, even if real (see Dum-

mett, 1959; Blackburn, 1984; Price, 2013).
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representations, the target modal and hyperintensional expressivist propos-
als assume that information states are exhaustively individuated by both
linguistic behavior and conditions external to the cognitive architecture of
agents.

Modal and hyperintensional cognitivism is thus the proposal that the in-
ternal representations comprising the language of thought can be modeled
via either a possible world or hyperintensional semantics.? Modal expres-

2See Fodor (1975). I endorse (i) ‘the representational theory of thought’ (Rescorla,
2024: 1.1) writes: ‘Fodor (1981: 177-203; 1987: 16-26) proposes a theory of propositional
attitudes that assigns a central role to mental representations. A mental representation
is a mental item with semantic properties (such as a denotation, or a meaning, or a
truth-condition, etc.). To believe that p, or hope that p, or intend that p, is to bear an
appropriate relation to a mental representation whose meaning is that p. For example,
there is a relation belief* between thinkers and mental representations, where the following
biconditional is true no matter what English sentence one substitutes for “p”:

‘X believes that p iff there is a mental representation S such that X believes® S and S
means that p.

‘More generally:

‘(1) Each propositional attitude A corresponds to a unique psychological relation A*,
where the following biconditional is true no matter what sentence one substitutes for “p”:
X As that p iff there is a mental representation S such that X bears A* to S and S means
that p.

‘On this analysis, mental representations are the most direct objects of propositional
attitudes. A propositional attitude inherits its semantic properties, including its truth-
condition, from the mental representation that is its object.

‘Proponents of (1) typically invoke functionalism to analyze A*. Each psychological
relation A* is associated with a distinctive functional role: a role that S plays within your
mental activity just in case you bear A* to S. When specifying what it is to believe®
S, for example, we might mention how S serves as a basis for inferential reasoning, how
it interacts with desires to produce actions, and so on. Precise functional roles are to be
discovered by scientific psychology. Following Schiffer (1981), it is common to use the term
“belief-box” as a placeholder for the functional role corresponding to belief*: to believe*
S is to place S in your belief box. Similarly for “desire-box”, etc.

‘According to Fodor (1987: 17), thinking consists in chains of mental events that in-
stantiate mental representations:

‘(2) Thought processes are causal sequences of tokenings of mental representations. A
paradigm example is deductive inference: I transition from believing* the premises to
believing® the conclusion. The first mental event (my belief* in the premises) causes the
second (my belief* in the conclusion).

‘(1) and (2) fit together naturally as a package that one might call the representational
theory of thought (RTT). RTT postulates mental representations that serve as the objects
of propositional attitudes and that constitute the domain of thought processes’; (ii) ‘the
compositionality of mental representations: Compositionality of mental representations
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sivism has, in turn, been delineated in two ways. On the first approach, the
presuppositions shared by a community of speakers have been modeled as
possibilities (see Kratzer, 1979; Stalnaker, 1978, 1984). Speech acts have in
turn been modeled as modal operators which update the common ground
of possibilities, the semantic values of which are then defined relative to an
array of intensional parameters (Stalnaker, op. cit.; Veltman, 1996; Yalcin,
2007). On the second approach, the content of concepts is supposed to be in-
dividuated via the ability to draw inferences. Modally expressive normative
inferences are taken then to have the same subjunctive form as that belong-
ing to the alethic modal profile of descriptive theoretical concepts (Brandom,
2014: 211-212).> Both the modal approach to shared information and the
speech acts which serve to update the latter, and the inferential approach
to concept-individuation, are consistent with mental states having semantic
values or truth-conditional characterizations. Hyperintensional expressivism
is countenanced by Hawke (2024: 1120, 1127-1129) and is defined by way

(COMP): Mental representations have a compositional semantics: complex representa-
tions are composed of simple constituents, and the meaning of a complex representation
depends upon the meanings of its constituents together with the constituency structure
into which those constituents are arranged’ (Rescorla, 2024: 1.2); (iii) that mental repre-
sentations are logically structured: ‘Logically structured mental representations (LOGIC):
Some mental representations have logical structure. The compositional semantics for these
mental representations resembles the compositional semantics for logically structured nat-
ural language expressions’ (Rescorla, 2024: 1.3); (iv) ‘the classical computational theory
of mind (CCTM). According to CCTM, the mind is a computational system similar in im-
portant respects to a Turing machine, and certain core mental processes are computations
similar in important respects to computations executed by a Turing machine’ (Rescorla,
2024: 3); and reject (v) ‘the formal-syntactic conception of computation (FSC). According
to FSC, computation manipulates symbols in virtue of their formal syntactic properties but
not their semantic properties’ [op. cit.; see §3.3, §10.3.2, and Rescorla (2015)]. Chalmers
(2023) endorses the representational language of thought hypothesis without the classical
computational language of thought hypothesis. Chalmers endorses the representational
language of thought hypothesis with ‘subsymbolic versions of nonclassical computational
LOT". See Chalmers (1990); Kleyko et al. (2022); Piantadosi (2021).

3Brandom writes, e.g.: ‘For modal expressivism tells us that modal vocabulary makes
explicit normatively significant relations of subjunctively robust material consequence and
incompatibility among claimable (hence propositional) contents in virtue of which ordi-
nary empirical descriptive vocabulary describes and does not merely label, discriminate,
or classify. And modal realism tells us that there are modal facts, concerning the sub-
junctively robust relations of material consequence and incompatibility in virtue of which
ordinary empirical descriptive properties and facts are determinate. Together, these two
claims give a definite sense to the possibility of the correspondence of modal claimings
with modal facts’ (op. cit.: 2012).
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of combining a topic-sensitive epistemic truthmaker semantics and a two-
component assertability semantics: ‘A formal assertibility semantics models
the assertibility relation |-, holding between a unified body of information s
(an information state) and a meaningful declarative ¢, exactly when: were
an agent’s knowledge state to contain exactly information s, she would be
correct to assert ¢, from a purely semantic and epistemic perspective [...] We
assume that an information state can be identified with a proposition and
use I to denote the set of all information states. Call a subset of I a cognitive
feature |...]

‘Definition 1 (Expressed Feature) Relative to a model and an account
of |, the cognitive feature expressed by ¢ is: [¢]:= {s€l : s I ¢}.

‘So, ¢ expresses the type of information state that renders ¢ assertible.

‘A TF frame has five components: W, T, @, knowledge function K, and
belief function B. W and @ are as before. T' is a set of possible topics; call a
subset of T a subject matter (denoted m). We now model a proposition, or
information state, as a pair (i, m): an intension i plus a subject matter m.
The first component gives the verification/truth conditions of a proposition;
the second fixes what it is about. A proposition is wveridical at w iff its
intension includes w, and veridical iff it is veridical at Q.

‘Per fragmentation, an acceptance state is now modeled as a set of propo-
sitions, called fragments. Thus, K and B map a world to a set of propositions:
K(w) is Smith’s total knowledge state at w and B(w) is Smith’s total belief
state at w. We stipulate that every proposition in K(w) is veridical at w and
that every knowledge fragment is a type of belief fragment: K(w) € B(w),
for all w.

‘Definition 7 (FaTE) [Fragmented and Topic-sensitive Expressivism’
(27)]

‘For arbitrary s, p, ¢, and 1, relative to TF model T:

s - piff t(p) < sands < v(p)

s piff t(p) S sands nv(p) =

sl —¢iff s ¢

s —¢iff sI-¢

sl-¢o A Yiff si-¢and s |- 1

s -l ¢ A 9 iff there areuand vst. s=uuvandu-H ¢ and v H ¢

sl Qo iff t(¢) € sands A ¢

s O¢iff s - &

s |- K¢ iff t(K¢) < s and Vwes: JkeK(w): k I- ¢

s 4l K¢ iff t(K¢) < s and Vwes: YkeK(w): k |- ¢
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s |- B iff t(B¢) < s and Ywes: 3beB(w): b |- ¢

s -l B iff t(B¢) < s and Ywes: VbeB(w): b |- ¢

So defined, the modal and hyperintensional cognitivist and modal and
hyperintensional expressivist approaches have been assumed to be in consti-
tutive opposition. While the cognitivist proposal avails of modal resources in
order to model the internal representations comprising an abstract language
of thought, the expressivist proposal targets informational properties which
extend beyond the remit of internal cognitive architecture: both the form
and the parameters relevant to determining the semantic values of linguistic
utterances, where the informational common ground is taken to be reducible
to possibilities; and the individuation of the contents of concepts on the basis
of inferential behavior.

In this essay, I provide a background mathematical theory, in order to
account, for the reconciliation of the cognitivist and expressivist proposals.
I avail, in particular, of the duality between Boolean-valued models of epis-
temic modal algebras and coalgebras; i.e., labeled transition systems defined
in the setting of category theory.® The mappings of coalgebras permit of
flexible interpretations, such that they are able to characterize both modal
logics as well as discrete-state automata. I argue that the correspondence
between epistemic modal algebras and modal coalgebraic automata is suffi-
cient then for the provision of a mathematically tractable, modal foundation
for thought and action.

In Section 2, I provide the background mathematical theory, in order to
account for the reconciliation of the cognitivist and expressivist proposals.

In Section 3, I provide reasons adducing in favor of modal and hyper-
intensional cognitivism, and argue for the material adequacy of epistemic
modal algebras as a fragment of the language of thought.

In Section 4, I compare my approach with those advanced in the historical
and contemporary literature.

In Section 5, I provide new models for the dynamics of conceptual engi-
neering of intensions and hyperintensions. The first method is via announce-
ments in dynamic epistemic logic. The second method is via dynamic inter-
pretational modalities which redefine intensions and hyperintensions which
reassign topics to atomic formulas. The third method is via dynamic hyper-

4For an algebraic characterization of dynamic-epistemic logic, see Kurz and Palmigiano
(2013). Baltag (2003) develops a coalgebraic semantics for dynamic-epistemic logic, where
coalgebraic mappings are intended to record the informational dynamics of single- and
multi-agent systems.
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intensional belief revision. The fourth method is via rendering epistemic two-
dimensional semantics dynamic, such that updates to the epistemic space for
the first parameter of a formula will determine an update to the metaphysical
space for the second parameter of the formula. The fifth method models up-
dates to two-dimensional intensions via the Logic of Epistemic Dependency
in the parameter for epistemic space which then constrains interventions to
structural equation models in the parameter for metaphysical space.’

In Section 6, I countenance a hyperintensional construal of the Epistemic
Church-Turing Thesis, to ground my dynamic two-dimensional semantics.

In Section 7, I examine reasons adducing in favor of an expressivist natu-
ral language semantics for epistemic modals, to complement the metaphysical
expressivism for epistemic modality examined in the chapter.

In Section 8, modal coalgebraic automata are argued, finally, to be pre-
ferred as models of modal expressivism, by contrast to the speech-act and
inferentialist approaches, in virtue of the advantages accruing to the model
in the philosophy of mathematics. The interest in modal coalgebraic au-
tomata consists, in particular, in the range of mathematical properties that
can be recovered on the basis thereof.® By contrast to the above compet-
ing approaches to modal expressivism, the mappings of modal coalgebraic
automata are able both to model and explain elementary embeddings; the
intensions of mathematical terms; as well as the modal profile of (2-logical
consequence.

Section 9 provides concluding remarks.

5For the origins of two-dimensional intensional semantics, see Kamp, 1967; Vlach,
1973; and Segerberg, 1973. Kant (1787/1998) anticipates two-dimensional semantics by
inquiring into the objective validity of the categories in the Transcendental Deduction
in the Critique of Pure Reason. See Book I of the ‘Transcendental Analytic’, the ‘Ana-
lytic of Concepts’, which includes the Metaphysical Deduction (A66-83, B92-116) and the
Transcendental Deduction (A84-130, B116-169.) The distinction between epistemic and
metaphysical possibilities, as they pertain to the values of mathematical formulas, is an-
ticipated by Godel’s (1951: 11-12) distinction between mathematics in its subjective and
objective senses, where the former targets all ‘demonstrable mathematical propositions’,
and the latter includes ‘all true mathematical propositions’.

6See Wittgenstein (2001: IV, 4-6, 11, 30-31), for a prescient expressivist approach to
the modal profile of mathematical formulas.
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2.2 The Hybrid Proposal

2.2.1 Epistemic Modal Algebra

An epistemic modal algebra is defined as U = (A, 0, 1, =, n, u, 1, m), with
A a set containing 0 and 1 (Bull and Segerberg, 2001: 28).7

1 =1,

llanb)=1lanlb

ma = —l—a,

m0 = 0,

m(a U b) = ma U mb, and

la = —m—a (op. cit.).

A valuation v on U is a function from propositional formulas to elements
of the algebra, which satisfies the following conditions:

v(=A) = ~0(A),

v(A A B) =v(A) n v(B),

v(A ) v(A) v v(B),

v(] ) lv(A), and

v(OA) = mu(A) (op. cit.).

A frame F = (W, R) consists of a set W and a binary relation R on W
(op. cit.). R[w| denotes the set {veW | (w,v)eR}. A valuation V on F is a
function such that V(A, x)e{1,0} for each propositional formula A and xeW,
satisfying the following conditions:

V(—A, x) = 1iff V(A, x) =0,

V(A A B, x) =1iff V(A, x) = 1 and V(B, x) = 1,

V(A v B, x) =1iff V(A, x) =1 or V(B, X) =1 (op. cit.)

Epistemic Two-dimensional Truthmaker Semantics

Chalmers endorses a principle of plenitude according to which ‘For all sen-
tences s, s is epistemically possible iff there exists a scenario [i.e. epistemically
possible world - D.E.] such that w verifies s’ (2011: 64), where ‘[w]hen w ver-
ifies s, we can say that s is true at w’ (63). In this essay, I accept, instead, a
hyperintensional truthmaker approach to epistemic possibility, defined by the
notion of exact verification in a state space, where states are parts of whole
worlds (Fine 2017a,b; Hawke and Ozgiin, 2023). According to truthmaker
semantics for epistemic logic, a modalized state space model is a tuple (S,

"Boolean algebras with operators were introduced by Jénsson and Tarski (1951, 1952).
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P, <, v), where S is a non-empty set of states, i.e. parts of the elements in
A in the foregoing epistemic modal algebra U, P is the subspace of possible
states where states s and t comprise a fusion when s 1 teP, < is a partial
order, and v: Prop — (2% x 2%) assigns a bilateral proposition (p*, p~) to
each atom peProp with p™ and p~ incompatible (Hawke and Ozgiin, 2023).
Exact verification () and exact falsification (H) are recursively defined as
follows (Fine, 2017a: 19; Hawke and Ozgiin, 2023):

s - p if se[p]*

(s verifies p, if s is a truthmaker for p i.e. if s is in p’s extension);

s - p if se[p]~

(s falsifies p, if s is a falsifier for p i.e. if s is in p’s anti-extension);

s -—pifs—Hp

(s verifies not p, if s falsifies p);

s —pifskp

(s falsifies not p, if s verifies p);

sFpAaqifdvuy, vEp,ukq,ands=v uu

(s verifies p and q, if s is the fusion of states, v and u, v verifies p, and u
verifies q);

sHpAqifs—dpors—q

(s falsifies p and q, if s falsifies p or s falsifies q);

spvqifskporstk q

(s verifies p or q, if s verifies p or s verifies q);

sdpvqifdvu, vH4p,udqg,ands=vuu

(s falsifies p or q, if s is the fusion of the states v and u, v falsifies p, and
u falsifies q);

s - Vxo(x) if 3sq, ..., sy, with s - é(a1), ..., sp - é(a,), and s = s U

.U Sy

[s verifies Vx¢(x) "if it is the fusion of verifiers of its instances ¢(aq), ...,
#(an)" (Fine, 2017¢)];

s 4 Vxo(x) if s 4 ¢(a) for some individual a in a domain of individuals
(op. cit.)

[s falsifies Vx¢(x) "if it falsifies one of its instances' (op. cit.)];

s F Ix¢(x) if s - ¢(a) for some individual a in a domain of individuals
(op. cit.)

s verifies Ix¢(x) "if it verifies one of its instances ¢(aq), ..., ¢(a,)" (op.
cit.)];

s - Ixp(x) if Isq, ..., sy, with sy 4 @(a1), ..., s, - d(a,), and s = s; U

. u s, (op. cit.)
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[s falsifies Ix¢(x) "if it is the fusion of falsifiers of its instances" (op. cit.)];

s exactly verifies p if and only if s - p if se[p];

s inexactly verifies p if and only if s = p if 45’ < S, 8" I p; and

s loosely verifies p if and only if, Vv, s.t. s L v - p, where u is the relation
of compatibility (35-36);

s - A¢ if and only if for all ueP there is a u’eP such that u’ L ueP and
u ¢, where A¢ denotes the apriority of ¢%; and

s 4 A¢ if and only if there is a veP such that for all ueP either v L u¢P
or u - ¢;

s A(A¢) if and only if for all ueP there is a u’eP such that v’ 1 u €P
and u” ¢ and there is a u”’eP such that u’ L u”eP and u” - ¢;

s - A(Vx¢(x)) if and only if for all ueP there is a w’€P such that u - [u’
381, ..., Sp, With 81 = @(a1), ..., 8, - é(a,), and 0" =s; U ... U 8,);

s b A(3x¢(x)) if and only if or all ueP there is a u’eP such that u - [u’
 ¢(a)] for some individual a in a domain of individuals (op. cit.).

Epistemic (primary), subjunctive (secondary), and 2D hyperintensions
can be defined as follows, where hyperintensions are functions from states to
extensions, and intensions are functions from worlds to extensions:”

» Epistemic Hyperintension:

pri(z) = As.[z]**, with s a state in the state space defined over the
foregoing epistemic modal algebra, U;

8In epistemic two-dimensional semantics, epistemic possibility is defined as the dual
of apriority or epistemic necessity, i.e. as not being ruled-out apriori (—[]—), and fol-
lows Chalmers (2011: 66). Apriority receives, however, different operators depending on
whether it is defined in truthmaker semantics or possible worlds semantics. Both opera-
tors are admissible, and the definition in terms of truthmakers is here taken to be more
fundamental. The definition of apriority here differs from that of DeRose (1991: 593-594)
— who defines the epistemic possibility of P as being true iff "(1) no member of the relevant
community knows that P is false and (2) there is no relevant way by which members of the
relevant community can come to know that P is false" — by defining epistemic possibility
in terms of apriority rather than knowledge. It differs from that of Huemer (2007: 129) —
who defines the epistemic possibility of P as it not being the case that P is epistemically
impossible, where P is epistemically impossible iff P is false, the subject has justification
for =P "adequate for dismissing P", and the justification is "Gettier-proof' — by not avail-
ing of impossibilities, and rather availing of the duality between apriority as epistemic
necessity and epistemic possibility.

9The notation for intensions follows the presentation in Chalmers and Rabern (2014:
211-212) and von Fintel and Heim (2011).
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e Subjunctive Hyperintension:

SeCy, () = Aw.[z] ", with w a state in metaphysical state space W;

In epistemic two-dimensional semantics, the value of a formula or term
relative to a first parameter ranging over epistemic scenarios determines the
value of the formula or term relative to a second parameter ranging over meta-
physically possible worlds. The dependence is recorded by 2D-intensions.
Chalmers (2006: 102) provides a conditional analysis of 2D-intensions to
characterize the dependence: ‘Here, in effect, a term’s subjunctive intension
depends on which epistemic possibility turns out to be actual. / This can be
seen as a mapping from scenarios to subjunctive intensions, or equivalently
as a mapping from (scenario, world) pairs to extensions. We can say: the
two-dimensional intension of a statement S is true at (V, W) if V verifies
the claim that W satisfies S. If [A]; and [A], are canonical descriptions of
V and W, we say that the two-dimensional intension is true at (V, W) if
[A]; epistemically necessitates that [A]s subjunctively necessitates S. A good
heuristic here is to ask "If [A]; is the case, then if [A]y had been the case,
would S have been the case?”". Formally, we can say that the two-dimensional
intension is true at(V, W) iff ‘T, ([A]1 — ([A]e — S))’ is true, where ‘[J;’
and [Jy’ express epistemic and subjunctive necessity respectively’.

o 2D-Hyperintension:
2D(x) = As w[x]*" = 1.

An abstraction principle for two-dimensional hyperintensions can be de-
fined as follows:
For all types, A,B, there is a homotopy!’:

10</A] homotopy between a pair of continuous maps f: X — Y and g: X —» Y is a
continuous map H: X x [0, 1] — Y satisfying H(x, 0) = f(z) and H(z, 1) = g(z)’
(Awodey et al., 2013: 1164). ‘[T]he logical notion of identity a = b of two objects a,b: A of
the same type A can be understood as the existence of a path p: a v~ b from point a to
point b in the space A. This also means that two functions f,g: A — B are identical just
in case they are homotopic, since a homotopy is just a family of paths p,: f(z) v g(x)
in B, one for each z:A. In type theory, for every type A there is a (formerly somewhat
mysterious) type Id4 of identities between objects of A; in homotopy type theory, this is
just the path space Al of all continuous maps I — A from the unit interval’ (op. cit.:
1165).
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H:=[(f ~ g) :== [ [a(f(x) = g(x)], where

[[fasslf~H) Af~g—>g~f) A(f~g—>g~h—1f~h),

such that, via Voevodsky’s (2006) Univalence Axiom, for all type families
A.B:U, there is a function:

idtoeqv : (A =y B) — (A ~ B),

which is itself an equivalence relation:

(A =y B) ~ (A ~B).

Abstraction principles for two-dimensional hyperintensions take, then,
the form of a function type equivalence!':

o Vx[#(x) = #g(x)] ~ [f(x) ~ g(x)]."

2.2.2 Modal Coalgebraic Automata

Modal coalgebraic automata can be thus characterized. Let a category C be
comprised of a class Ob(C) of objects and a family of arrows for each pair
of objects C(A,B) (Venema, 2007: 421). A functor from a category C to a
category D, E: C — D, is an operation mapping objects and arrows of C to
objects and arrows of D (422). An endofunctor on C is a functor, E: C — C
(op. cit.).

A E-coalgebra is a pair A = (A, u), with A an object of C referred to
as the carrier of A, and p: A — E(A) is an arrow in C, referred to as the
transition map of A (390).

As, further, a coalgebraic model of modal logic, A can be defined as
follows (407):

For a set of formulas, @, let V& :=[1\/ ® A A 0P, where 0P denotes
the set {OQ¢ | pe®} (op. cit.). Then,

0o = V{op, T},

(o = V& v Vo (op. cit.).

[Ve] = {weW | R[w] = U {[¢] | ¢} and Vée®, [¢] n Rlw] # &}
(Fontaine, 2010: 17).

Let an E-coalgebraic modal model, A = (S, A, R[.]), where A(s) is ‘the
collection of proposition letters true at s in S, and R[s] is the successor set of
s in S, such that S;s |- V@ if and only if, for all (some) successors o of seS,

HSee Awodey (2019), for a discussion of the relation between senses and equivalence

types.
12Gee chapter 3, for further discussion.
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(@, o(s)eE(IF4)] (Venema, 2007: 407), with E(I-4) a relation lifting of the
satisfaction relation |-y € S x ®. Let a functor, K, be such that there is a
relation K € K(A) x K(A”) (Venema, 2012: 17)). Let Z be a binary relation
st. ZS Ax A and pZ < p(A) x p(A’), with

o7 = {(X, X') | ¥xeXIx’eX’ with (x, x")eZ A Vx'eX'IxeX with (x,
x’)eZ} (op. cit.). Then, we can define the relation lifting, K, as follows:

K = {[(m, X), (7", X))] | # = 7" and (X, X")epZ} (op. cit.), with 7 a
projection mapping of K.13

The relation lifting, K, associated with the functor, K, satisfies the fol-
lowing properties (Enqvist et al, 2019: 586):

e K extends K. Thus Kf = Kf for all functions f: X; — Xo;

« K preserves the diagonal. Thus Kdy = Idxx for any set X and functor,
Id, where Id¢ maps a set S to the product S x C (583, 586);

« K is monotone. R € Q implies KR < KQ for all relations R,Q < X;
x Xy;

« K commutes with taking converse. KR® = (KR)° for all relations R
- X1 X XQ,

« K distributes over relation composition. K(R ; Q) = KR ; KQ, for
all relations R € X; x X5 and Q < X, x X3, provided that the functor
K preserves weak pullbacks (op. cit.). Venema and Vosmaer (2014:
§4.2.2) define a weak pullback as follows: ‘A weak pullback of two
morphisms f : X — Z and g : Y — Z with a shared codomain Z is
a pair of morphisms py : P — X and py : P — Y with a shared
domain P, such that (1) f o px = g o py, and (2) for any other pair of
morphisms qx : Q — X and qy : Q — Y with f o qx = g o qy, there
is a morphism ¢q : Q — P such that px o q = qx and py o q = qy.
This pullback is "weak" because we are not requiring q to be unique.
Saying that [a set functor] T : Set — Set preserves weak pullbacks
means that if pxy : P — X and py : P — Y form a weak pullback of f
: X —>Zand g: Y — Z, then Tpy : TP - TX and Tpy : TP - TY
form a weak pullback of Tf : TX — TZ and Tg : TY — TZ.

13The projections of a relation R, with R a relation between two sets X and Y such that
RcXxY,are

X «—(m) R (m2)— Y such that m ((x, y)) = x, and m2((x, y)) = y. See Rutten (2019:
240).
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A coalgebraic model of deterministic automata can finally be thus defined
(Venema, 2007: 391). An automaton is a tuple, A = (A, a;, C, =, F), such
that A is the state space of the automaton A; a;€A is the automaton’s initial
state; C is the coding for the automaton’s alphabet, mapping numerals to
the natural numbers; =: A X C — A is a transition function, and F < A is
the collection of admissible states, where F maps A to {1,0}, such that F: A
— 1 if acF and A — 0 if a¢F (op. cit.).

Modal automata are defined over a modal one-step language (Venema,
2020: 7.2). With A being a set of propositional variables the set, Latt(X),
of lattice terms over X has the following grammar:

pu=L[T|x|opnolodvo,

with xeX and ¢eLatt(A) (op. cit.).
The set, 1ML(A), of modal one-step formulas over A has the following
grammar:

aeA =1 |T |0 |0p | ana]av alop. cit.).

A modal P-automaton A is a triple, (A, ©, a;), with A a non-empty finite
set of states, a;eA an initial state, and the transition map

©: A x pP — 1ML(A)

maps states to modal one-step formulas (op. cit.: 7.3).

The crux of the reconciliation between algebraic models of cognitivism
and the formal foundations of modal expressivism is based on the duality
between categories of algebras and coalgebras: A = (A, «:A — E(A)) is
dual to the category of algebras over the functor « (417-418). For a category
C, object A, and endofunctor E, define a new arrow, «a, s.t. a:EA — A. A
homomorphism, f, can further be defined between algebras (A, «), and (B,
(). Then, for the category of algebras, the following commutative square can
be defined: (i) EA — EB (Ef); (ii) EA — A («); (iii) EB — B (); and (iv)
A — B (f) (see Hughes, 2001: 7-8). The same commutative square holds for
the category of coalgebras, such that the latter are defined by inverting the
direction of the morphisms in both (ii) [A — EA («)], and (iii) [B — EB
(8)] (op. cit.)

The significance of the foregoing is twofold. First and foremost, the above
demonstrates how a formal correspondence can be effected between algebraic
models of cognition and coalgebraic models which provide a natural setting
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for modal logics and automata. The second aspect of the philosophical sig-
nificance of modal coalgebraic automata is that — as a model of modal ex-
pressivism — the proposal is able to countenance fundamental properties in
the foundations of mathematics, and circumvent the issues accruing to the
attempt so to do by the competing expressivist approaches.

2.3 Material Adequacy

The material adequacy of epistemic modal algebras as a fragment of the
representational theory of mind is witnessed by the prevalence of possible
worlds and hyperintensional semantics — the model theory for which is al-
gebraic (see Blackburn et al., 2001: ch. 5) — in cognitive psychology and
artificial intelligence.

In artificial intelligence, the subfield of knowledge representation draws
on epistemic logic, where belief and knowledge are interpreted as necessity
operators (Meyer and van der Hoek, 1995; Fagin et al., 1995). Possibility
and necessity may receive other interpretations in mental terms, such as that
of conceivability and apriority (i.e. truth in all epistemic possibilities, or
inconceivability that not ¢). The language of thought hypothesis maintains
that thinking occurs in a mental language with a computational syntax and
a semantics. The philosophical significance of cognitivism about epistemic
modality and hyperintensionality is that it construes epistemic intensions
and hyperintensions as abstract, computational functions in the mind, and
thus provides an explanation of the relation that human beings bear to epis-
temic possibilities. Intensions and hyperintensions are semantically imbued
abstract functions comprising the computational syntax of the language of
thought. The functions are semantically imbued because they are defined rel-
ative to a parameter ranging over either epistemically possible worlds or epis-
temic states in a state space, and extensions or semantic values are defined
for the functions relative to that parameter. Cognitivism about epistemic
modality or hyperintensionality argues that thoughts are composed of epis-
temic intensions or hyperintensions. Cognitivism about epistemic modality
provides a metaphysical explanation or account of the ground of thoughts,
arguing that they are grounded in epistemic possibilities and either intensions
or hyperintensions which are themselves internal representations comprising
the syntax and semantics for a mental language. This is consistent with belief
and knowledge being countenanced in an epistemic logic for artificial intelli-
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gence, as well. Epistemic possibilities are constitutively related to thoughts,
and figure furthermore in the analysis of notions such as apriority and con-
ceivability, as well as belief and knowledge in epistemic logic for artificial
intelligence.

My claim is only that epistemic intensions and hyperintensions —i.e. func-
tions from epistemically possible worlds or epistemic states to extensions —
are computable functions comprising a fragment of the language of thought,
leaving it open whether the mind is more generally a Turing machine. I
thus hope to avoid taking a position here on whether human cognition is
generally computational in light of Godel’s (1931/1986) incompleteness the-
orems. See §6.4, for proofs of the incompleteness theorems. A theory is
recursively enumerable if the valid strings in the theory can be enumerated
by a Turing machine. A theory is recursive if the Turing machine halts on
every input. Godel’s disjunction claims that either (I) the mind is a Turing
machine and thus there are sentences which are undecidable, i.e. not prov-
able, because (i) formal theories are recursively enumerable, i.e. formalizable
by Turing machines, and (ii) the first incompleteness theorem entails that,
in consistent formal systems, the provability via the recursive enumerability
of sentences is distinct from the truth of Godel sentences (1931/1986: 195),
or (II) the mind surpasses the computability via the recursive enumerability
of sentences in a Turing machine, and currently undecidable sentences are
provable i.e. decidable owing to (i) mathematical intuition instead of com-
putable mechanism, and (ii) Goédel’s acceptance of rational optimism. For
further discussion, see Godel (1951); Lucas (1961); Penrose (1989; 1994); the
essays in Horsten and Welch (2016); and Koellner (2018a,b). See §8.3 and
p. 167, fn. 10, for further discussion. I account for the convergence between
modal and hyperintensional computational automata and rational intuition
in chapter 11.

2.4 Precedent

The proposal that possible worlds semantics comprises the model for thoughts
and propositions is anticipated by Wittgenstein (1921/1974: 2.15-2.151, 3-
3.02); Chalmers (2011); and Jackson (2011). Their approaches depart, how-
ever, from the one here examined in the following respects.

Wittgenstein (op. cit.: 1-1.1) has been interpreted as endorsing an iden-
tity theory of propositions, which does not distinguish between internal
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thoughts and external propositions (see McDowell, 1994: 27; and Hornsby,
1997: 1-3). How the identity theory of propositions is able to accommodate
Wittgenstein’s suggestion that a typed hierarchy of propositions can be gen-
erated — only if the class of propositions has a general form and the sense
of propositions over which operations range is invariant by being individu-
ated by the possibilities figuring as their truth and falsity conditions (see
Wittgenstein, 1979: 21/11/16, 23/11/16, 7/11/17; and Potter, 2009: 283-
285 for detailed discussion) — is an open question. Wittgenstein (1921/1974:
5.5561) writes that ‘Hierarchies are and must be independent of reality’, al-
though provides no account of how the independence can be effected.
Jackson (2008: 48-50) distinguishes between personal and subpersonal
theories by the role of neural science in individuating representational states
(see Shea, 2013, for further discussion), and argues in favor of a ‘personal-level
implicit theory’ for the possible worlds semantics of mental representations.
Chalmers’ approach comes closest to the one here proffered, because he
argues for a hybrid cognitivist-expressivist approach as well, according to
which epistemic intensions —i.e. functions from epistemically possible worlds
to extensions — are individuated by their inferential roles (2012: 462-463).
Chalmers endorses what he refers to as ‘anchored inferentialism’, and in par-
ticular ‘acquaintance inferentialism’ for intensions, according to which ‘there
is a limited set of primitive concepts, and all other concepts are grounded
in their inferential role with respect to these concepts’, where ‘the primitive
concepts are acquaintance concepts’ (463, 466) and ‘[aJcquaintance concepts
may include phenomenal concepts and observational concepts: primitive con-
cepts of phenomenal properties, spatiotemporal properties, and secondary
qualities’ (2010b: 11). According to Chalmers, ‘anchored inferential role de-
termines a primary intension. The relevant role can be seen as an internal
(narrow or short-armed) role, so that the content is a narrow content’ (5).
The inferences in question are taken to be ‘suppositional’ inferences, from
a base class of truths, PQTI — i.e. truths about physics, consciousness,
and indexicality, and a that’s all truth — determining canonical specifications
of epistemically possible worlds, to other truths (3). With regard to how
suppositional inference, i.e. ‘scrutability’, plays a role in the definitions of
intensions, Chalmers writes that ‘[tJhe primary intension of [a sentence] S is
true at a scenario [i.e. epistemically possible world] w iff [A] epistemically
necessitates S, where [A] is a canonical specification of w’, where ‘[A] epistem-
ically necessitates S iff a [material] conditional of the form ‘[A] — S’ is apriori’
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and the apriori material entailment is the relation of scrutability (2006).*
Chalmers (2012: 245) is explicit about this: ‘The intension of a sentence S
(in a context) is true at a scenario w iff S is a priori scrutable from [A] (in
that context), where [A] is a canonical specification of w (that is, one of the
epistemically complete sentences in the equivalence class of w) ... A Priori
Scrutability entails that this sentence S is a priori scrutable (for me) from
a canonical specification [A] of my actual scenario, where [A] is something
along the lines of PQT . ‘The secondary intension of S is true at a world w
iff [A] metaphysically necessitates S’, where ‘[A] metaphysically necessitates
S when a subjunctive conditional of the form ‘if [A] had been the case, S
would have been the case’ is true’ (op. cit.). Thus, suppositional inference,
i.e. scrutability, determines the intensions of two-dimensional semantics.

On the approach advanced here, intensions and hyperintensions are coun-
tenanced as semantically imbued functions. Intensions and hyperintensions
as functions comprise the computational syntax for the language of thought,
but they are semantically imbued because they are functions from epistemic
possibilities to extensions.

An anticipation of this proposal is Tichy (1969), who defines intensions as
Turing machines. Adriaans (2020) provides an example of intensions modeled
using a Turing machine, as well.'> The expression

14We can define a priori scrutability in parallel to definitional entailment: a sentence S
is a priori scrutable from (or a priori entailed by) a class of sentences C if S can be logically
derived from some members of C along with some a priori truths. Given weak assumptions,
the right-hand side is equivalent to the claim that there is a conjunction D of sentences
in C such that the material conditional "If D, then S" (which is equivalent to "—(D A
—S)" is a priori’ (Chalmers, 2012: 7). Chalmers (private correspondence) writes: ‘[I] use
strict implication (a priori material implication) [i.e. [T (p — q); see Chalmers, 2006}, not
material implication, so avoid the paradoxes of the latter, and accept the paradoxes of the
former’. Mares (2024) writes: ‘[T]he strict implication (p [J— q) is true whenever it is not
possible that p is true and q is false — i.e., =0(p A —q). Among the paradoxes of strict
implication are the following:

‘(b A —p) —q,

‘P — (49— q),

‘P —(q v —q).

‘The first asserts that a contradiction strictly implies every proposition; the second and
third imply that every proposition strictly implies a tautology’.

15 Approaches to conceiving of intensions as computable functions have been pursued,
as well, by Muskens (2005), Moschovakis (2006), and Lappin (2014). The computational
complexity of algorithms for intensions has been investigated by Mostowski and Wojtyniak
(2004), Mostowski and Szymanik (2012), and Kalocinski and Godziszewski (2018).
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U;j(Tiz) =y

has the following components. ‘The universal Turing machine U; is a
context in which the computation takes place. It can be interpreted as a
possible computational world in a modal interpretation of computational
semantics. / The sequences of symbols Tjz and y are well-formed data. /
The sequence T; is a self-delimiting description of a program and it can be
interpreted as a piece of well-formed instructional data. / The sequence
T,z is an intension. The sequence y is the corresponding extension. / The
expression U;(T;z) = y states the result of the program T,z in world U; is
y. It is a true sentence’.

I will avail, in this book, of Adriaans (2020)’s definition of intensions as
Turing machines. The variable, x, in the (hyper-)intension, T;x, ranges over
epistemically possible worlds or states and metaphysically possible worlds or
states, and Tjz is a function from epistemic states verifying sentences, where
the epistemic states are taken as actual, to the value of the sentences verified
by metaphysical states, to the sentences’ extensions.

This is consistent with the inferences of scrutability playing a role in
the individuation of intensions and hyperintensions, but whereas Chalmers
grounds inferences in dispositions (2010: 10; 2021), I claim that the inferences
drawn from the canonical specifications of epistemic possibilities to arbitrary
truths are apriori computations between mental representations.

Schroeder (2008) provides a protracted examination of variations on the
expression relation. Schroeder argues that expressivists ought to opt for an
assertability account of the expression relation, such that the propositions
expressed by sentences are governed by assertability conditions for the sen-
tences rather than their truth conditions, and the expression thus doesn’t
concern the conveyance of information but rather norms on correct assertion
of the sentence. He writes: ‘Every sentence in the language is associated with
conditions in which it is semantically correct to use that sentence assertori-
cally ... Assertability conditions, so conceived, are a device of the semantic
theorist. They are not a kind of information that speakers intend to convey.
So there is no sense in which a community of speakers could get by, managing
to communicate information to each other about the world, by means of as-
sertability conditions alone. It is only because some assertability conditions
mention beliefs, and beliefs have contents about the world, that speakers can
manage to convey information about the world” (op. cit.: 108, 110). The
present account is not committed to Schroeder’s proposed assertability ex-
pressivism. However, I note in Section 2.6 that Hawke and Steinert-Threlkeld
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(2021)’s assertability semantics for epistemic modals is consistent with the
model-theoretic account of expressivism here advanced. The present account
might also converge with a view which Schroeder attributes to Gibbard (1990,
2003), which he refers to as indicator expressivism, according to which mental
states do not express propositional contents, but rather express ur-contents
owing to an agent’s intentions (§4.1). Ur-contents differ from propositional
contents, by the differences in their roles in expressing normative and non-
normative contents. Schroeder objects to the appeal to ur-contents, arguing
that they play a role too similar to that of propositional contents because
they convey descriptive information, while Gibbard simultaneously rejects
the similarity (107). I think that because ur-contents express normative
contents rather than non-normative ones, they are sufficiently distinct from
propositional contents, and that it is innocuous for them to be descriptive
in part. The present model-theoretic account of expressivism might thus be
thought to be consistent with indicator expressivism.

2.5 Conceptual Engineering of Intensions and
Hyperintensions

How can intensions and hyperintensions be revised, given that they are here
countenanced as computable functions comprising the syntax of the language
of thought? Note that the epistemically possible worlds or hyperintensional
truthmakers, and the topics to which they are sensitive, which figure as in-
put to intensions and hyperintensions, can be externally individuated. If so,
then they are susceptible to updates by external sources. One might want
further to engage in the project of the conceptual engineering one’s intensions
and hyperintensions, perhaps in order to engage in an ameliorative project
relevant to using more socially just concepts (see Haslanger, 2012, 2020 for
further discussion). Conceptual engineering of intensions and hyperinten-
sions can then be effected by five methods. The first is via announcements in
dynamic epistemic logic. The second method is via dynamic interpretational
modalities which concern the possible reassignment of topics to atomic for-
mulas. The third method is via dynamic hyperintensional belief revision. We
here propose a novel truthmaker semantics for the first and second methods.

The language of public announcement logic has the following grammar
(see Baltag and Renne, 2016):
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¢:=plonrd|—d]lale] oy

[a]¢ is interpreted as the ‘the agent knows ¢’ [¢!]y) is an announcement
formula, and is intuitively interpreted as ‘whenever ¢ is true, ¢ is true af-
ter we eliminate all not-¢ possibilities (and all arrows to and from these
possibilities)’.

Semantics for public announcement logic is as follows:

(M, w) I ¢ if and only if weV(¢)

M, w) - ¢ A ¢ if and only if M, w |- ¢ and M, w |- ¢

(M, w) |- —¢ if and only if M, w |- ¢

(M, w) I [a]¢ if and only if M, w |- ¢ for each v satisfying wR,v

(M, w) I [¢!]2 if and only if M, w £ ¢ or M[@!], w |- 1,

where M[¢!] = (W][¢!], R[¢!], V[¢#!]) is defined by

Wipl] := (veW | M, v |- ¢) (intuitively, ‘retain only the worlds where ¢
is true’ (op. cit.),

xR[#!],y if and only if xR,y (intuitively, ‘leave arrows between remaining
words unchanged’), and

veV[p!](p) if and only if veV(p) (intuitively, ‘leave the valuation the same
at remaining worlds’).

Fine (2006) and Uzquiano (2015) countenance interpretational modali-
ties. Fine (2005b)’s modality is simultaneously postulational, dynamic, and
prescriptive. The dynamic modality is interpreted so as to concern the exe-
cution of computer programs which entrain e.g. the introduction of objects
into a domain which conform to a certain property. Fine (2006) advances
a postulational interpretational modality which concerns the possible rein-
terpretation of quantifier domains in accounting for indefinite extensibility.
Uzquiano’s modality is interpretational and also relevant to capturing the
property of indefinite extensibility. The modality is mathematical, and con-
cerns the possible reinterpretations of the intensions of non-logical vocabulary
such as the membership relation, €.

In this chapter, I propose to render Fine’s and Uzquiano’s interpretational
modalities dynamic. The dynamic interpretational modalities are interpreted
as program executions which entrain reinterpretations of intensions as well as
reinterpretations of hyperintensions which reassign topics to atomic formulas.

My proposal is that both announcement formulas, [¢!]1), and Fine and
Uzquiano’s modalities ought to be rendered hyperintensional, such that the
box operators are further interpreted as necessary truthmakers as specified
in the clause for A(¢) above. The dynamic interpretational modalities can
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just take the clause for A(¢). For announcement formulas, [¢!]¢) if and only
if either (i) for all teP there is no t’eP such that t’ L t eP and t’ - ¢ or (ii)
M[ol], s = ¢,

where M[g!] = (S[¢!], <[¢!], v[¢!]) is defined by

S[g!] := €S | M, s’ - ¢ (intuitively, retain only states which verify ¢),

<[¢!] if and only if s < s’ (intuitively, leave relations between remaining
states unchanged), and

v[¢!] if and only if v: Prop — (2° x 2%) which assigns a bilateral propo-
sition (¢, ¢~) to ¢eProp (intuitively, leave the valuation the same at re-
maining states).

This would suffice for what Chalmers (2020) refers to as conceptual re-
engineering, rather than ‘de novo’ conceptual engineering, of intensions and
hyperintensions. Conceptual re-engineering concerns the refinement or re-
placement of extant concepts, while de novo engineering concerns the intro-
duction of new concepts. The third method for conceptual re-engineering
contents would be via Berto and Ozgiin (2021)’s logic for dynamic hyperin-
tensional belief revision, which includes a topic-sensitive upgrade operator.
On this method, the worlds and topics for formulas are both updated in cases
of belief revision.

A fourth novel method can be countenanced, namely making epistemic
two-dimensional semantics dynamic. On this approach, an epistemic action
such as an announcement which updates the first, epistemic parameter for a
formula would entrain an update to a second parameter ranging over meta-
physically possible worlds or states in a state space. Using two-dimensional
(hyper-)intensions, such that the value of a formula relative to a first pa-
rameter ranging over epistemic states determines the value of the formula
relative to a second parameter ranging over metaphysical states, an update
(announcement, epistemic action) to the epistemic space over which the first
parameter of a formula ranges induces an update to the metaphysical space
over which a second parameter for a formula ranges. With M* a model in-
cluding a class of epistemic states, S, and a class of metaphysical states, W,
two-dimensional updates have the form:

M* w I [@!]¢ if and only if M*, w I£ ¢ or M*[¢!], w |- v,

where M*[¢!] = (S[¢!], W[p!]*[#']] R[¢!], V[#!]). W[p!]*[#!] records the
dynamic two-dimensional update of metaphysical states, W, conditional on
the update of epistemic states, S, and the rest is defined as above.

A fifth method for modeling updates might be via the interventions
of structural equation models which reassign values to exogenous variables
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which then determines the values of endogenous variables (see e.g. Pearl,
2009).'® Using two-dimensional (hyper-)intensions, the updates to the epis-
temic parameter of a formula might be modeled using Baltag (2016)’s Logic of
Epistemic Dependency. As Baltag writes: ‘An epistemic dependency formula
K7v%ny says that an agent knows the value of some variable y conditional
on being given the values of the variables x, ... , x, ... if we use the abbre-
viation (w(7)) = (v(@)) for the conjunction (w(zy)) = (v(x1)) A (w(zy))
= (v(z,)), then we put

w = Kgrtry it Vo ~q w (w(T)) = (0(T)) = v(y) = wly).

In words: an agent knows y given xy, ... , x, if the value of y is the
same in all the epistemic alternatives that agree with the actual world on
the values of z1, ... , x,. This operator has connections with Dependence
Logic and allows us to "pre-encode" the dynamics of the value-announcement
operator [!x]¢’ (136).

Epistemic updates via announcements would then, via two-dimensional
intensions and hyperintensions, induce an intervention in the metaphysical
space in the parameter defining the second dimension of a formula, by reas-
signing values of exogenous variables so as to constrain the values of endoge-
nous variables in structural equations.

2.6 Two-dimensional Hyperintensionality and
the Epistemic Church-Turing Thesis

The Epistemic Church-Turing Thesis can receive a similar two-dimensional
hyperintensional formalization. Carlson (2016: 132) presents the schema for
the Epistemic Church-Turing Thesis as follows:

With ] interpreted as a knowledge operator, 1Vx3y[J¢ — Je[VxIy[E(e,
X, y) A ¢,

‘where e does not occur free in ¢ and E is a fixed formula of Lpa [i.e.
the language of Peano Arithmetic] with free variables vq, vi, vy such that,
letting N be the standard model of arithmetic,

‘N I+ E(e, x, y)le, x, vy | a, m, n]

‘iff on input m, the a’* Turing machine halts and outputs n. For conve-
nience, we will write {t;}{t2} ~ t3 for E(t1, to, t3) when ty, to, t3 are terms’.

16Thanks here to Hannes Leitgeb for mentioning interventions in structural equation
models with regard to a possible example of updates in metaphysical space.
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Carlson defines (xi, ..., x,) | (y1, ..., y1) as denoting the ‘function which
maps x; to y; for each i = 1, ..., n’ (op. cit.: 130). Hyperintensionally
reformalized, the Epistemic Church-Turing Thesis is then:

AVxIyA¢ — JeAvxdy[E(e, x, y) A ¢).

The two-dimensional hyperintensional profile of the Epistemic Church-
Turing Thesis can be countenanced by adding a topic-sensitive truthmaker
from a metaphysical state space and making its value dependent on the value
of the epistemically necessary truthmaker A(¢). Thus:

AWryxIy Awnt g s JeAwWryxIy[Ele, x, y) A ¢).

An application of the two-dimensional Epistemic Church-Turing Thesis is
to the above dynamic epistemic two-dimensional semantics. Two-dimensional
Turing machines can be availed of in order to provide mechanistic, construc-
tive definitions of the epistemic actions and metaphysical interventions and
their dependence in the two-dimensional semantics. Aside from defining epis-
temic hyperintensions as computable functions, where the functions comprise
a fragment of the computable syntax of the language of thought, I record here
my preference for non-mechanistic approaches to epistemic modality, such as
the interpretation thereof as informal provability or as an inference package.

In the remainder of the essay, I outline an expressivist semantics for
epistemic modality. I endeavor, then, to demonstrate the advantages accruing
to the present approach to countenancing modal expressivism via modal
coalgebraic automata, via a comparison of the theoretical strength of the
proposal when applied to characterizing the fundamental properties of the
foundations of mathematics, by contrast to the competing approaches to
modal expressivism and the limits of their applications thereto.

2.7 Expressivist Semantics for Epistemic Pos-
sibility

I assume a dissociation between the natural language semantics for epis-
temic modals and an account of mental states as epistemic possibilities or
hyperintensional epistemic states. However, my expressivism about epis-
temic modality might be thought to adduce in favor of expressivism about
epistemic modals.

Let expressivism about a domain of discourse be the claim that an ut-
terance from that domain expresses a mental state, rather than states a fact
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(Hawke and Steinert-Threlkeld, 2021). Hawke and Steinert-Threlkeld (op.
cit., 480) distinguish between semantic expressivism and pragmatic expres-
sivism. Expressivism about epistemic possibility takes the property expressed
by O¢ to be {s € W: s ¢ —p}, where s is a state of information, W is a
set of possible worlds, and s | ¢ if and only if ¢ is assertible relative to s, if
and only if the state of information is compatible with ¢ (op. cit.). Seman-
tic expressivism incorporates a ‘psychologistic semantics’ according to which
the value of ¢ is a partial function from information states to truth-values,
such that ‘the mental type expressed by ¢ is characterized in terms of the
assertibility relation |- and ‘the definition of |- is an essential part of that
of [ ]' (481). Pragmatic expressivism rejects the psychologistic semantics
condition, and ‘allows for a gap between the compositional semantic theory
and I (op. cit.).

Hawke and Steinert-Threlkeld (op. cit.) argue that satisfying the follow-
ing conditions is a desideratum of any expressivist account about epistemic
possibility (§3.5):

(Weak) Wide-scope Free Choice (WFC (§3.1)):

Op v O—pI-Op A O—p

Disjunctive Inheritence (DIN (§3.2)):

(Op A a) vri-[0(pAag) Advr

Disjunctive Syllogism and Schroeder’s Constraints (§3.4):
DSF {O—q, p v (q I p}

SCH {O—p, p v Oq ¥ Cla}

DSF and SCH record the failure of disjunctive syllogism in the presence
of epistemic contradictions.

WPEFC is vindicated by the contention that when someone asserts p v
—p, they neither believe p nor believe —p, and so are in a position to assert
both Op and {—p.

DIN is vindicated by the equivalence of the content of the utterances,
e.g.,

(1) David is at home and might be watching a film.

(2) David is at home and might be watching a film at home (§3.2).

Hawke and Steinert-Threlkeld’s modal propositional assertibility seman-
tics is then as follows (§5.1).

Reading t < s: [¢]" # 1 as ‘s refutes ¢:
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o if p is an atom: [p]* = 1 iff s € V(p)
if p is an atom [p]* = 0 iff s refutes p

o [-¢]" =1iff [¢]* =0
[-¢]° = 0iff [¢]* =1
e [o Ay]r=1i[¢]* =1and [¢]" =1
[6 A ¥]* = 0 iff s refutes ¢ A ¥
e [¢ v ¥]* = 1 iff there exists sy, s5 such that s = s; U sy, [¢]*' = 1 and

[v1° =1
[¢ v ¥]° = 0 iff s refutes ¢ v ¢

o [O8]° = 1iff [¢]® # 0
[Oo]® = 0 iff s refutes Q¢

« O¢:=—=0—¢
o 0p = —0-¢.17

Unlike Yalcin’s (2007) domain semantics (4.1), Veltman’s (1996) update
semantics (4.2), and Moss’ (2015; 2018) probabilistic semantic expressivism
(6.2), Hawke and Steinert-Threlkeld’s assertibility semantics satisfies WFC,
DIN, DSF, and SCH (Hawke and Steinert-Threlkeld, 2020: 507). As a
preliminary, suppose

Proposition 1 If ¢ is {-free, then s |- Q¢ holds iff there exists wes such
that: {w} I ¢ (op. cit.).

Proof: s |- Q¢ holds iff [¢]* # 0. [¢]* = 0 iff [¢]*} = 0 for every wes.
So, [¢]® # 0 iff [¢]* # 0 for some wes iff {w} |- ¢ for some wes (op. cit.).

For WFC, suppose that s - Op v O—p. So, there exists s1, sy that cover
s and s; |- Op and sy I O—p. By Proposition 1, there exist u,ves such that
{u} I p and {v} - —p. Thus, s I Op and s |- O—p (op. cit.).

17T have revised the previous clause, and further added this clause to Hawke and Steinert-
Threlkeld’s model. The clause states that epistemic possibility is defined as the dual of
apriority or epistemic necessity, i.e. as not being ruled-out apriori (—[]—), and follows
Chalmers (2011: 66).
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For DIN, suppose that s |- (Op A q) v r. So, there exists sy, s, such
that s = 81 U sg with s; |- Op, s1 IF ¢, and sy |- r. For every wes;, {w} I
q. There also exists ues; such that {u} I p. Hence, {u} I- p A q and — by
Proposition 1 —s; I O(p A q). Thus s I [O(p A q) A q] v 1 (op. cit.).

For DSF and SCH, suppose that there is an s such that every world in
s is either a p A —q world or a —p A q world. Suppose that there exists at
least one p A —q world in s and at least one —=p A q world in s (op. cit.).

2.8 Modal Expressivism and the Philosophy
of Mathematics

When modal expressivism is modeled via speech acts on a common ground of
presuppositions, the application thereof to the foundations of mathematics
is limited by the manner in which necessary propositions are characterized.

Because for example a proposition is taken, according to the proposal,
to be identical to a set of possible worlds, all necessarily true mathematical
formulas can only express a single proposition; namely, the set of all possible
worlds (see Stalnaker, 1978; 2003: 51). Thus, although distinct set-forming
operations will be codified by distinct axioms of a language of set theory,
the axioms will be assumed to express the same proposition: The axiom
of Pairing in set theory — which states that a unique set can be formed by
combining an element from each of two extant sets: IxVu(uex <= u=a
v u = b) — will be supposed to express the same proposition as the Power
Set axiom — which states that a set can be formed by taking the set of
all subsets of an extant set: IxVu(uex <= u < a). However, that distinct
operations — i.e., the formation of a set by selecting elements from two extant
sets, by contrast to forming a set by collecting all of the subsets of a single
extant set — are characterized by the different axioms is readily apparent. As
Williamson (2016a: 244) writes: “..if one follows Robert Stalnaker in treating
a proposition as the set of (metaphysically) possible worlds at which it is true,
then all true mathematical formulas literally express the same proposition,
the set of all possible worlds, since all true mathematical formulas literally
express necessary truths. It is therefore trivial that if one true mathematical
proposition is absolutely provable, they all are. Indeed, if you already know
one true mathematical proposition (that 2 4+ 2 = 4, for example), you thereby
already know them all. Stalnaker suggests that what mathematicians really
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learn are in effect new contingent truths about which mathematical formulas
we use to express the one necessary truth, but his view faces grave internal
problems, and the conception of the content of mathematical knowledge as
contingent and metalinguistic is in any case grossly implausible.
Thomasson (2007) argues for a version of modal expressivism which she
refers to as ‘modal normativism’, according to which alethic modalities are
to be replaced by deontic modalities taking the form of object-language,
modal indicative conditionals (op. cit.: 136, 138, 141). The modal indicative
conditionals serve to express constitutive rules pertaining, e.g., to ontological
dependencies which state that: ‘Necessarily, if an entity satisfying a property
exists then a distinct entity satisfying a property exists’ (143-144), and gen-
eralizes to other expressions, such as analytic conditionals which state, e.g.,
that: ‘Necessarily, if an entity satisfies a property, such as being a bachelor,
then the entity satisfies a distinct yet co-extensive property, such as being
unmarried’ (148). A virtue of Thomasson’s interpretation of modal indica-
tive conditionals as expressing both analytic and ontological dependencies is
that it would appear to converge with the ‘If-thenist’ proposal in the phi-
losophy of mathematics. ‘If-thenism’ is an approach according to which, if
an axiomatized mathematical language is consistent, then (i) one can either
bear epistemic attitudes, such as fictive acceptance, toward the target sys-
tem (see Leng, 2010: 180) or (ii) the system (possibly) exists [see Russell (op.
cit.: §1)]; Hilbert (1899/1980: 39); Menger (1930/1979: 57); Putnam (1967);
Shapiro (2000: 95); Chihara (2004: Ch. 10); and Awodey (2004: 60-61)].'8
According, finally, to Brandom’s (op. cit.) modal expressivist approach,
terms are individuated by their rules of inference, where the rules are taken
to have a modal profile translatable into the counterfactual forms taken by
the transition functions of automata (see Brandom, 2008: 142). In order

18See Leng (2009), for further discussion. Field (1980/2016: 11-21; 1989: 54-65, 240-241)
argues in favor of the stronger notion of conservativeness, according to which consistent
mathematical theories must be satisfiable by internally consistent theories of physics. More
generally, for a class of assertions, A, comprising a theory of fundamental physics, and a
class of sentences comprising a mathematical language, M, any sentences derivable from
A + M ought to be derivable from A alone. Another variation on the ‘If-thenist’ proposal
is witnessed in Field (2001: 333-338), who argues that the existence of consistent forcing
extensions of set-theoretic ground models adduces in favor of there being a set-theoretic
pluriverse, and thus entrains indeterminacy in the truth-values of undecidable sentences.
For a similar proposal, which emphasizes the epistemic role of examining how instances
of undecidable sentences obtain and fail so to do relative to forcing extensions in the
set-theoretic pluriverse, see Hamkins (2012: §7).
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to countenance the metasemantic truth-conditions for the object-level, prag-
matic abilities captured by the automata’s counterfactual transition states,
Brandom augments a first-order language comprised of a stock of atomic
formulas with an incompatibility function (141). An incompatibility func-
tion, I, is defined as the incoherence of the union of two sentences, where
incoherence is a generalization of the notion of inconsistency to nonlogical
vocabulary.

xuyelne < xel(y) (141-142).

Incompatibility is supposed to be a modal notion, such that the union of
the two sentences is incompossible (126). A sentence, [ is an incompatibility-
consequence, |7, of a sentence, «, iff there is no sequence of sentences, <v1,

..y Yn>, such that it can be the case that a ; <7v1, ..., 7>, yet not
be the case that 8 IF; <71, ..., 7»> (125). To be incompatible with a
necessary formula is to be compatible with everything that does not entail
the formula (129-130). Dually, to be incompatible with a possible formula is
to be incompatible with everything compatible with something compatible
with the formula (op. cit.).

There are at least two, general issues for the application of Brandom’s
modal expressivism to the foundations of mathematics.

The first issue is that the mathematical vocabulary —e.g., the set-membership
relation, € — is axiomatically defined. I.e., the membership relation is defined
by, inter alia, the Pairing and Power Set axioms of set-theoretic languages.
Thus, mathematical terms have their extensions individuated by the axioms
of the language, rather than via a set of inference rules that can be spec-
ified in the absence of the mention of truth values. Even, furthermore, if
one were to avail of modal notions in order to countenance the intensions
of the mathematical vocabulary at issue — i.e., functions from terms or sen-
tences in worlds to their extensions — the modal profile of the intensions is
orthogonal to the properties encoded by the incompatibility function. Fine
(2006) avails, e.g., of postulational interpretational modalities in order to
countenance the possibility of reinterpreting quantifier domains, and of thus
accounting for variance in the range of the domains of quantifier expressions.
The interpretational possibilities are specified as operational conditions on
tracking increases in the size of the cardinality of the universe. Uzquiano
(2015b) argues that it is always possible to reinterpret the intensions of non-
logical vocabulary, as one augments one’s language with stronger axioms of
infinity and climbs thereby farther up the cumulative hierarchy of sets. The
reinterpretations of, e.g., the concept of set are effected by the addition of
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new large cardinal axioms, which stipulate the existence of larger inaccessible
cardinals. However, it is unclear how the incompatibility function — i.e.; a
modal operator defined via Boolean negation and a generalized condition on
inconsistency — might similarly be able to model the intensions pertaining to
the ontological expansion of the cumulative hierarchy.

The second issue is that Brandom’s inferential expressivist semantics is
not compositional (Brandom, 2008: 135-136). While the formulas of the
semantics are recursively formed — because the decomposition of complex
formulas into atomic formulas is decidable!® — formulas in the language are
not compositional, because they fail to satisfy the subformula property to the
effect that the value of a logically complex formula is calculated as a function
of the values of the component logical connectives applied to subformulas
therein (op. cit.).?"

By contrast to the limits of Brandom’s approach to modal expressivism,
modal coalgebraic automata can circumvent both of the issues mentioned in
the foregoing. In response to the first issue, concerning the axiomatic indi-
viduation and intensional profiles of mathematical terms, mappings of modal
coalgebraic automata can be interpreted in order to provide a precise delin-
eation of the (hyper-)intensions of the target vocabulary. In response, finally,
to the second of the above issues, the values taken by modal coalgebraic au-
tomata are both decidable and computationally feasible, while the duality
of coalgebras to Boolean-valued models of modal algebras ensures that the
formulas therein retain their compositionality. The decidability of coalge-
braic automata can further be witnessed by the role of modal coalgebras in
countenancing the modal profile of {2-logical consequence, where — given a
proper class of Woodin cardinals — the values of mathematical formulas can
remain invariant throughout extensions of the ground models comprising the
set-theoretic universe (see Woodin, 2010; and chapter 10). The individuation
of large cardinals can further be characterized by the functors of modal coal-
gebras, when the latter are interpreted so as to countenance the elementary

9Tet a decision problem be a propositional function which is feasibly decidable, if it is a
member of the polynomial time complexity class; i.e., if it can be calculated as a polynomial
function of the size of the formula’s input [see Dean (2021) for further discussion].

20Note that Incurvati and Schléder (2020) advance a multilateral inferential expressivist
semantics for epistemic modality which satisfies the subformula property. (Thanks here
to Luca Incurvati.) Incurvati and Schloder (2021) extend the semantics to normative
vocabulary, but it is an open question whether the semantics is adequate for mathematical
vocabulary as well.
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embeddings constitutive of large cardinal axioms in category theory.

2.9 Concluding Remarks

In this essay, I have endeavored to account for a mathematically tractable
background against which to model both modal and hyperintensional cog-
nitivism and modal and hyperintensional expressivism. [ availed, to that
end, of the duality between epistemic modal and hyperintensional algebras
and modal and hyperintensional coalgebraic automata. Epistemic modal
and hyperintensional algebras were shown to comprise a materially adequate
fragment of the language of thought, given that models thereof figure in
both cognitive psychology and artificial intelligence. With regard to con-
ceptual engineering of intensions and hyperintensions, I introduced a novel
topic-sensitive truthmaker semantics for dynamic epistemic logic as well as a
novel dynamic epistemic two-dimensional hyperintensional semantics. It was
then shown how the approach to modal and hyperintensional expressivism
here proffered, as regimented by the modal and hyperintensional coalgebraic
automata to which the epistemic modal and hyperintensional algebras are
dual, avoids the pitfalls attending to the competing modal and hyperinten-
sional expressivist approaches based upon both the inferentialist approach
to concept-individuation and the approach to codifying the speech acts in
natural language via intensional semantics. The present modal and hyper-
intensional expressivist approach was shown, e.g., to avoid the limits of the
foregoing in the philosophy of mathematics, as they concerned the status of
necessary propositions; the inapplicability of inferentialist-individuation to
mathematical vocabulary; and failures of compositionality.
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Chapter 3

Cognitivism about Epistemic
Modality and
Hyperintensionality

3.1 Introduction

This essay aims to vindicate the thesis that cognitive computational prop-
erties are abstract objects implemented in physical systems.! A recent ap-
proach to the foundations of mathematics is Homotopy Type Theory.? In
Homotopy Type Theory, homotopies can be defined as equivalence rela-
tions on (hyper-)intensional functions. In this essay, I argue that homo-
topies can thereby figure in abstraction principles for two-dimensional (hyper-
)intensions, i.e. functions from epistemically possible worlds or states to ex-
tensions.® Homotopies for two-dimensional hyperintensions thus comprise
identity criteria for some cognitive mechanisms. The philosophical signif-
icance of the foregoing is twofold. First, the proposal demonstrates how
epistemic modality and hyperintensionality are viable candidates for frag-

1See Turing (1950); Putnam (1967b); Newell (1973); Fodor (1975); and Pylyshyn
(1978).

2See The Univalent Foundations Program (2013).

3For the first proposal to the effect that abstraction principles can be used to define
abstracta such as cardinal number, see Frege (1884/1980: 68; 1893/2013: 20). For the
locus classicus of the contemporary abstractionist program, see Hale and Wright (2001).
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ments of the language of thought.* Second, the proposal serves to delineate
one conduit for our epistemic access to two-dimensional hyperintensions as
abstract objects. The truth of my first-order abstraction principle for hyper-
intensions is grounded in its being possibly recursively enumerable i.e. Turing
computable and the Turing machine being physically implementable.?

Bealer (1982) proffers a non-modal algebraic logic for intensional entities
— i.e., properties, relations, and propositions — which avails of a A-definable
variable-binding abstraction operator (op. cit.: 46-48, 209-210). Bealer re-
duces modal notions to logically necessary conditions-cum-properties, as de-
fined in his non-modal algebraic logic (207-209). The present approach differs
from the foregoing by: (i) countenancing a modal algebra, on an epistemic
interpretation thereof; (ii) availing of Voevodsky’s Univalence Axiom in Ho-
motopy Type Theory — which collapses identity and isomorphism — in order
to provide an equivalence relation for the relevant abstraction principle; and
(iii) demonstrating how the model is availed of in various branches of the
cognitive sciences, such that Epistemic Modal Algebra may be considered a
viable candidate for the language of thought.

Katz (1998) proffers a view of the epistemology of abstracta, according
to which the syntax and the semantics for the propositions are innate (35).
Katz suggests that the proposal is consistent with both a Fregean approach
to propositions, according to which they are thoughts formed by the com-
position of senses, and a Russellian approach, according to which they are
structured tuples of non-conceptual entities (36). He endorses an account
of senses according to which they are correlated to natural language sen-
tence types (114-115). One difference between Katz’s proposal and the one
here presented is that Katz rejects modal approaches to propositions, be-
cause the latter cannot distinguish between distinct contradictions (p. 38,
fn. 6). Following, Lewis (1973: 1.6), the present approach does not avail

4Given a metalanguage, a precedent to the current approach — which models thoughts
and internal representations via possible worlds semantics — can be found in Wittgenstein
(1921/1974: 2.15-2.151, 3-3.02).

5The proposal that epistemic intensions might be sui generis abstract objects, not
reducible to sets, is proffered by Chalmers (2011: 101) who writes: ‘It is even possible to
introduce a special sort of abstract object corresponding to these intensions. Of course
these abstract objects cannot be sets of ordered pairs. But we might think of an intension
formally as an abstract object which when combined with an arbitrary scenario yields
a truth value (or an extension)’. Chalmers (2014c) defines senses, i.e. cognitive modes
of presentation, as constructions from intensions, and mentions axiomatic definitions of
intensions (Zalta, 2001) and intensional functions in Boolean algebras (Bealer, 1993).
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of impossible worlds which distinguish between distinct contradictions. For
approaches to epistemic space and conceivability which do admit of impos-
sible worlds, see Rantala (1982); Jago (2009; 2014); Berto (2014); Berto and
Schoonen (2018); and Priest (2019). However, chapter 4 advances an epis-
temic two-dimensional truthmaker semantics, such that impossible states can
be constructed which distinguish between distinct contradictory states (see
Fine, 2021, for further discussion). A second difference is that, on Katz’s
approach, the necessity of mathematical truths is argued to consist in reduc-
tio proofs, such that the relevant formulas will be true on all interpretations,
and thus true of logical necessity (39). Section 13.4.7 argues that modal
axiom K i.e. epistemic closure is invalid for reductio proofs. However, the
endeavor to reduce the necessity of mathematical truths to the necessity of
logical consequence would result in the preclusion, both of cases of informal
proofs in mathematics, which can, e.g., involve diagrams (see Azzouni, 2004;
Giaquinto, 2008: 1.2), and of mathematical truths which obtain in axioma-
tizable, yet non-logical mathematical languages such as Euclidean geometry.
Finally, Katz rejects abstraction principles, and thus implicit definitions for
abstract objects (105-106).

In Section 2, I provide an abstraction principle for two-dimensional hy-
perintensions, by availing of Voevodsky’s Univalence axiom and function type
equivalence relations countenanced in Homotopy Type Theory. In Section
3, I describe how models of Epistemic Modal Algebra are availed of when
perceptual representational states are modeled in Bayesian perceptual psy-
chology; when speech acts are modeled in natural language semantics; and
when knowledge, belief, intentional action, and rational intuition are mod-
eled in philosophical approaches to the nature of propositional attitudes.
This provides abductive support for the claim that Epistemic Modal Alge-
bra is both a compelling and materially adequate candidate for a fragment of
the language of thought. In Section 4, I argue that the proposal resolves ob-
jections to the relevant abstraction principles advanced by both Dean (2016)
and Linnebo and Pettigrew (2014). Section 5 provides concluding remarks.
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3.2 An Abstraction Principle for Two-dimensional
(Hyper-)Intensions

In this section, I specify a homotopic abstraction principle for two-dimensional
(hyper-)intensions. Intensional isomorphism, as a jointly necessary and suf-
ficient condition for the identity of intensions, is first proposed in Carnap
(1947: §14). The isomorphism of two intensional structures is argued to
consist in their logical, or L-, equivalence, where logical equivalence is co-
extensive with the notions of both analyticity (§2) and synonymy (§15).
Carnap writes that: ‘[A]n expression in S is L-equivalent to an expression in
S’ if and only if the semantical rules of S and S’ together, without the use
of any knowledge about (extra-linguistic) facts, suffice to show that the two
have the same extension’ (p. 56), where semantical rules specify the intended
interpretation of the constants and predicates of the languages (4).° The
current approach differs from Carnap’s by defining the equivalence relation
necessary for an abstraction principle for two-dimensional (hyper-)intensions
on Voevodsky’s (2006) Univalence Axiom, which collapses identity with iso-
morphism in the setting of intensional type theory.”

Topological Semantics

In the topological semantics for modal logic, a frame is comprised of a set
of points in topological space, a domain of propositions, and an accessibility
relation:

F =X, R);

SFor criticism of Carnap’s account of intensional isomorphism, based on Carnap’s (1937:
17) ‘Principle of Tolerance’ to the effect that pragmatic desiderata are a permissible con-
straint on one’s choice of logic, see Church (1954: 66-67).

"Note further that, by contrast to Carnap’s approach, epistemic intensions are here
distinguished from contextual linguistic intensions (see chapter 6, for further discussion of
the difference between epistemic and contextual intensions), and the current work examines
the philosophical significance of the convergence between epistemic intensions and formal,
rather than natural, languages. For a translation from type theory to set theory — which
is of interest to, inter alia, the definability of epistemic hyperintensions in the setting
of set theory (see chapter 8, below) — see Linnebo and Rayo (2012). For topological
Boolean-valued models of Epistemic Set Theory — i.e., a variant of ZF with the axioms
augmented by epistemic modal operators interpreted as informal provability and having a
background logic satisfying S4 — see Scedrov (1985), Flagg (1985a), and Goodman (1990).
For Epistemic Type Theory, see Flagg (1985b).
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X = (Xx)xer and

R = (Rxy),ypex iff Ry € X, x X, s.t. if Rxy, then Jo < X, with x€o0 s.t.
Vyeo(Rxy),

where the set of points accessible from a privileged node in the space is said
to be open.® A model defined over the frame is a tuple, M = (F,V), with V
a valuation function from subsets of points in F to propositional variables
taking the values 0 or 1. Necessity is interpreted as an interiority operator
on the space:

M,x |+ (o iff 3o < X, with x€o, such that Yyeo M,y I+ ¢.

Homotopy Theory

Homotopy Theory countenances the following identity, inversion, and
concatenation morphisms, which are identified as continuous paths in the
topology. The formal clauses, in the remainder of this section, evince how
homotopic morphisms satisfy the properties of an equivalence relation.’

Reflexivity

Vx,y:A¥p(p : x =4 y) : 7(x,y,p), with A and 7 designating types, ‘x:A’
interpreted as ‘x is a token of type A’, p e q is the concatenation of p and q,
refl,: x =4 x for any x:A is a reflexivity element, [ [,.4B(x) is a dependent
function type, and e:] [,.47(a, a, refl,) is a dependent function'’:
Va:Ade(a) : 7(a, a, refl,);

p,q: (X =4Y)

dree : p ==,y 4

T = e yyp) S

Symmetry
VAYx,y:AdHg(x =y > y = x)

8In order to ensure that the Kripke semantics matches the topological semantics, X
must further be Alexandrov; i.e., closed under arbitrary unions and intersections. Thanks
here to Peter Milne.

9The definitions and proofs at issue can be found in the Univalent Foundations Program
(2013: 2.0-2.1).

10A dependent function is a function type ‘whose codomain type can vary depending
on the element of the domain to which the function is applied’ (Univalent Foundations
Program (op. cit.: §1.4).
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Hy, := p + p~ !, such that
Vx:A(refl, = refl, ).

Transitivity

VAVxy:AFJHr(x =y >y =2z — x = 7)
Hy :=p — q— p e q, such that
Vx:Alrefl, e refl, = refl,].

Homotopic Abstraction

For all type families A,B, there is a homotopy:

H = [(f ~ g) = [Tea(f(x) = g(x)], where
[Traeslf~ D) A(F~g—g~0 A (T~g—g~h—f~h)]
such that, via Voevodsky’s (op. cit.) Univalence Axiom, for all type
families A,B:U, there is a function:

idtoeqv : (A =y B) — (A ~ B),

which is itself an equivalence relation:

(A =y B) ~ (A ~B).

Topic-sensitive two-dimensional hyperintensions take the form,

2D(x) = As w[x]** =1,

with s a topic-sensitive epistemic state and w a topic-sensitive metaphys-
ical state.

Abstraction principles for two-dimensional hyperintensions take, then,
the form of a function type equivalence:

o Vx[#f(x) = #g(x)] = [f(x) ~ g(x)].

Observational type theory countenances ‘structure identity principles’
which are type equivalences between identification types, and the theory
is said to be observational because the type formation rules satisfy structure-
preserving definitional equality. Higher observational type theory holds for
propositional equality. ‘The idea of higher observational type theory is
to make these and analogous structural characterizations of identification
types be part of their definitional inference rules, thus building the struc-
ture identity principle right into the rewrite rules of the type theory’ (2023:
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https://ncatlab.org/nlab/show /higher4-observational+type+theory). Shul-
man (2022) argues that higher observational type theory is one way to make
the Univalence Axiom computable. Wright (2012a: 120) defines Hume’s
Principle as a pair of inference rules, and higher observational type the-
ory might be one way to make first-order abstraction principles defined
via inference rules, although not higher-order abstraction principles, com-
putable. The truth of my first-order abstraction principle for hyperinten-
sions is grounded in its being possibly recursively enumerable i.e. Turing
computable and the Turing machine being physically implementable.

I avoid the Burali-Forti paradox in my abstraction principle for two-
dimensional hyperintensions because the definition is not augmented to second-
order logic, like in the abstractionist foundations of mathematics, is instead
taken in isolation, and the definition defines functions from classes of epis-
temic states taken as actual to classes of metaphysical states to extensions.!!

3.3 Examples in Philosophy and Cognitive Sci-
ence

The material adequacy of epistemic modal algebras as a fragment of the lan-
guage of thought is witnessed by the prevalence of possible worlds semantics
— the model theory for which is algebraic (see Blackburn et al., 2001: ch. 5)
— in cognitive psychology. Possible worlds model theory is availed of in the
computational theory of mind, Bayesian perceptual psychology, and natural
language semantics.

Marcus (2001) writes that: ‘A multilayer perceptron consists of a set of
input nodes, one or more sets of hidden nodes, and a set of output nodes ...
These nodes are attached to each other through weighted connections; the
weights of these connections are generally adjusted by some sort of learning
algorithm ... Nodes are units that have activation [real| values ... Input and
output nodes also have meanings or labels that are assigned by an external
programmer ... The meanings of nodes (their labels) play no direct role in
the computation: a network’s computations depend only on the activation
values of nodes and not on the labels of those nodes’ (7-8). Both a single and
multiple nodes can serve to represent the variables for a target domain. A
target domain for variables is universally quantified over and the function is

HSee Burali-Forti (1897/1967); Hodes (1984); and Hazen (1985).
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one-one, mapping a number of inputs to an equivalent number of outputs (35-
36). Models of the above algebraic rules can be defined in both classical and
weighted, connectionist systems (42-45). Temporal synchrony or dynamic
variable-bindings are stored in short-term memory (56-57), while information
relevant to long-term variable-bindings are stored in ‘binary registers’ i.e.
‘bits” (41, 54-56). Marcus writes of bits that: ‘Operations are defined in
parallel over these sets of binary bits. When a programmer issues a command
to copy the contents of variable x into variable y, the computer copies in
parallel each of the bits that represents variable x into the corresponding bits
that represent variable y’ (41). Examples of the foregoing algebraic rules on
variable-binding include both the syntactic concatenation of morphemes and
noun phrase reduplication in linguistics (37-39, 70-72), as well as learning
algorithms (45-48). Conditions on variable-binding are further examined,
including treating the binding relation between variables and values as tensor
products — i.e., an application of a multiplicative axiom for variables and
their values treated as vectors (53-54, 105-106). In order to account for
recursively formed, complex representations, which he refers to as structured
propositions, Marcus argues instead that the syntax and semantics of such
representations can be modeled via an ordered set of registers, which he refers
to as ‘treelets’ (108).

A strengthened version of the algebraic rules on variable-binding can be
accommodated in models of epistemic modal algebras, when the latter are
augmented by cylindrifications, i.e., operators on the algebra simulating the
treatment of quantification, and diagonal elements.!? By contrast to Boolean
Algebras with Operators, which are propositional, cylindric algebras define
first-order logics. Intuitively, valuation assignments for first-order variables
are, in cylindric modal logics, treated as possible worlds of the model, while
existential and universal quantifiers are replaced by, respectively, possibility
and necessity operators (¢ and []) (Venema, 2013: 249). For first-order
variables, {v; | ¢ < a} with a an arbitrary, fixed ordinal, v; = v; is replaced
by a modal constant a; ; (op. cit: 250). The following clauses are valid, then,
for a model, M, of cylindric modal logic, with E; ; a monadic predicate and
T; for i,j < a a dyadic predicate:

M,w |- p < weV(p);

M,W |~ a;; < WEEZ'J‘;

128ee Henkin et al (op. cit.: 162-163) for the introduction of cylindric algebras, and for
the axioms governing the cylindrification operators.
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M,w |- 010 <= there is a v with wT;v and M,v | ¢ (252).

Cylindric frames need further to satisfy the following axioms (op. cit.:
254):

L.p—QOip

2. p - 0i0ip

3. 0i0ip — Oip

4. <>i<>jp - <>j<>ip

S, a;;

6. Oi(ai; A p) — Li(ai; — p)

[Translating the diagonal element and cylindric (modal) operator into,
respectively, monadic and dyadic predicates and universal quantification:
Vxyz|(Tixy A Ei;y A Tixz A E; jz) — y = 2] (op. cit.)]

7. a;; <= Or(air A ag;).

Finally, a cylindric modal algebra of dimension « is an algebra, A = (A,
+, 0,0, 1, 04, @;j)i j<a, Wwhere ; is a unary operator which is normal ({;0
= 0) and additive [O;(x + y) = Oix + O] (257).

The philosophical interest of cylindric modal algebras to Marcus’ cogni-
tive models of algebraic variable-binding is that the valuation assignments to
variables in the Epistemic Modal Algebra are epistemically possible worlds,
while universal quantification is interpreted as epistemic necessitation. The
interest of translating universal generalization into operations of epistemic
necessitation is, finally, that — by identifying epistemic necessity with aprior-
ity — both the algebraic rules for variable-binding and the recursive formation
of structured propositions can be seen as operations, the implicit knowledge
of which is apriori.

In Bayesian perceptual psychology, the problem of underdetermination is
resolved by availing of a gradational possible worlds model. The visual system
is presented with a set of possibilities with regard, e.g., to the direction of a
light source. So, for example, the direction of light might be originating from
above, or it might be originating from below. The visual system computes
the constancy, i.e. the likelihood that one of the possibilities is actual.!?
The computation of the perceptual constancy is an unconscious statistical
inference, as anticipated by Helmholtz’s (1878) conjecture.!* The constancy
places, then, a condition on the accuracy of the attribution of properties —

13See Mamassian et al. (2002).
14For the history of the integration of algorithms and computational modeling into
contemporary visual psychology, see Johnson-Laird (2004).
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such as boundedness and volume — to distal particulars.'

In the program of natural language semantics in empirical and philosoph-
ical linguistics, the common ground or ‘context set’ is the set of possibilities
presupposed by a community of speakers.'6 Kratzer (1979: 121) refers to
cases in which the above possibilities are epistemic as an ‘epistemic conversa-
tional background’, where the epistemic possibilities are a subset of objective
or circumstantial possibilities (op. cit.). Modal operators are then defined on
the space, encoding the effects of various speech acts in entraining updates on
the context set.!” So, e.g., assertion is argued to provide a truth-conditional
update on the context set, whereas there are operator updates, the effects of
which are not straightforwardly truth-conditional and whose semantic values
must then be defined relative to an array of intensional parameters (including
a context — agent, time, location, et al. — and a tuple of indices).

Finally, Epistemic Modal Algebra, as a fragment of the language of
thought, is able to delineate the fundamental structure of the propositional
attitudes targeted in 20th century philosophy; notably knowledge, belief, in-
tentional action, and rational intuition. In chapter 14, I argue, e.g., that the
types of intention — acting intentionally; referring to an intention as an expla-
nation for one’s course of action; and intending to pursue a course of action
in the future — can be modeled as modal operators, whose semantic values
are defined relative to an array of intensional parameters. E.g., an agent
can be said to act intentionally iff her ‘intention-in-action’ receives a positive
semantic value, where a necessary condition on the latter is that there is at
least one world in her epistemic modal space at which — relative to a context
of a particular time and location, which constrains the admissibility of her
possible actions as defined at a first index, and which subsequently constrains
the outcome thereof as defined at a second index — the intention is realized:

[Intenton-in-Action()],, = 1 only if Fw’[¢]* c(=tbwe = 1.

The agent’s intention to pursue a course of action at a future time — i.e.,

15See Burge (2010), and Rescorla (2013), for further discussion. A distinction ought to
be drawn between unconscious perceptual representational states — as targeted in Burge
(op. cit.) — and the inquiry into whether the properties of phenomenal consciousness
have accuracy-conditions — where phenomenal properties are broadly construed, so as to
include, e.g., color-phenomenal properties, as well as the property of being aware of one’s
perceptual states.

16See Stalnaker (1978).

17See Kratzer (op. cit.); Stalnaker (op. cit.); Lewis (1980); Heim (1992); Veltman
(1996); von Fintel and Heim (2011); and Yalcin (2012).
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her ‘intention-for-the-future’ — can receive a positive value only if there is
a possible world and a future time, relative to which the possibility that a
state, ¢, is realized can be defined. Thus:

[Intention-for-the-future(¢)],, = 1 only if Iw'Vt3t’ [t < t' A [o]*"" = 1].

In the setting of epistemic logic, epistemic necessity can further be mod-
eled in a relational semantics encoding the properties of knowledge and be-
lief (see Hintikka, 1962; Fagin et al., 1995; Meyer and van der Hoek, 1995;
Williamson, 2009; chapters 5, 13). In chapter 11, I treat Godel’s (1953)
conception of rational intuition as a modal operator in the setting of dy-
namic logic, and demonstrate how — via correspondence theory — the no-
tion of ‘intuition-of’, i.e. a property of awareness of one’s cognitive states,
can be shown to be formally equivalent to the notion of ‘intuition-that’, i.e.
a modal operator concerning the value of the propositional state at issue.
The correspondence results between (fixed point) modal propositional and
bisimulation-invariant first-order logic and monadic second-order logic are
advanced in van Benthem (1983; 1984/2003) and Janin and Walukiewicz
(1996). Availing of correspondence theory in order to account for the rela-
tionship between the notions of ‘intuition-of” and ‘intuition-that’ resolves the
inquiry about the foregoing posed by Parsons (1993: 233). As a dynamic
interpretational modality, rational intuition can further serve as a guide to
possible reinterpretations both of quantifier domains (see Fine, 2005b) and of
the intensions of mathematical vocabulary such as the membership-relation
(see Uzquiano, 2015a). This provides an account of Godel’s (op. cit.; 1961)
suggestion that rational intuition can serve as a guide to conceptual elucida-
tion.

3.4 Objections and Replies

Dean (2016) raises two issues for a proposal similar to the foregoing, namely
that algorithms — broadly construed — can be defined via abstraction princi-
ples which specify equivalence relations between implementations of compu-
tational properties in isomorphic machines.!® Dean’s candidate abstraction

18Fodor (2000: 105, n.4) and Piccinini (2004) note that the identification of mental
states with their functional roles ought to be distinguished from identifying those func-
tional roles with abstract computations. Conversely, a computational theory of mind need
not be committed to the identification of abstract, computational operations with the
functional organization of a machine. Identifying abstract computational properties with
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principle for algorithms as abstracts is: that the algorithm implemented by
M; = the algorithm implemented by M, iff M; ~ M,.' Both issues target
the uniqueness of the algorithm purported to be identified by the abstraction
principle.

The first issue generalizes Benacerraf (1965)’s contention that, in the
reduction of number theory to set theory, there must be, and is not, a princi-
pled reason for which to prefer the identification of natural numbers with von
Neumann ordinals (e.g., 2 = {J,{T}}), rather than with Zermelo ordinals
(e.g., 2 = {{T}}). The issue is evinced by the choice of whether to define
algorithms as isomorphic iterations of state transition functions (see Gure-
vich, 1999), or to define them as isomorphic recursions of functions which
assign values to a partially ordered set of elements (see Moschovakis, op.
cit.). Linnebo and Pettigrew (2014: 10) argue similarly that, for two ‘non-
rigid” structures which admit of non-trivial automorphisms, one can define a
graph which belies their isomorphism. E.g., let an abstraction principle be
defined for the isomorphism between S and S*, such that

VS,S*[AS = AS*iff (S, Ry ... R,) ~ (S* R*; ... R*))].

However, if there is a graph, G, such that:

S = {vy, vo}, and R = {{vq, va), {va, v1)},

then one can define an automorphism, f : G ~ G, such that f(v;) = v
and f(vy) = vy, such that S* = {v;} while R* = {{v*, v*|)}. Then S* has
one element via the automorphism, while S has two. So, S and S* are not,
after all, isomorphic.

The second issue is that complexity is crucial to the identity criteria of al-
gorithms. Two algorithms might be isomorphic, while the decidability of one
algorithm is proportional to a deterministic polynomial function of the size
of its input — with k a member of the natural numbers, N, and TIME refer-
ring to the relevant complexity class: | Jren TIME(n*) — and the decidability
of the second algorithm will be proportional to a deterministic exponential
function of the size of its input — UkeNTIME(Q”k). The deterministic poly-
nomial time complexity class is a subclass of the deterministic exponential
time complexity class. However, there are problems decidable by algorithms
only in polynomial time (e.g., the problem of primality testing, such that,
for any two natural numbers; the numbers possess a greatest common divi-

the functional organization of a creature’s mental states is thus a choice point, in theories
of the nature of mental representation.
19See Moschovakis (1998).
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sor equal to 1), and only in exponential time (familiarly from logic, e.g., the
problem of satisfiability — i.e., whether, for a given formula, there exists a
model which can satisfy it — and the problem of validity — i.e. whether a
satisfiable formula is valid).?"

Both issues can be treated by noting that Dean’s discussion targets ab-
straction principles for the very notion of a computable function, rather than
for abstraction principles for cognitive computational properties. It is a virtue
of homotopic abstraction principles for cognitive intensional functions that
both the temporal complexity class to which the functions belong, and the
applications of the model, are subject to variation. Variance in the cognitive
roles, for which Epistemic Modal Algebra provides a model, will crucially
bear on the nature of the representational properties unique to the interpre-
tation of the intensional functions at issue. Thus, e.g., when the internal
representations in the language of thought — as modeled by Epistemic Modal
Algebra — subserve perceptual representational states, then their contents
will be individuated by both the computational constancies at issue and the
external, environmental properties — e.g., the properties of lightness and dis-
tance — of the perceiver.?!

The examples of instances of Epistemic Modal Algebra — witnessed by
the possible worlds models in Bayesian perceptual psychology, linguistics,
and philosophy of mind — provide abductive support for the existence of
the intensional functions specified in homotopic abstraction principles. The
philosophical significance of independent, abductive support for the existence
of epistemic modalities in the philosophy of mind and cognitive science is
that the latter permits a circumvention of the objections to the abstraction-
ist foundations of number theory that have accrued since its contemporary
founding (see Wright, 1983). Eklund (2006) suggests, e.g., that the existence
of the abstract objects which are the referents of numerical term-forming
operators might need to be secured, prior to assuming that the abstraction
principle for cardinal number is true. While Hale and Wright (2009) main-
tain, in response, that the truth of the relevant principles will be prior to
the inquiry into whether the terms defined therein refer, they provide a pre-
liminary endorsement of an ‘abundant’ conception of properties, according
to which identifying the sense of a predicate will be sufficient for predicate

20For further discussion, see Dean (2015).
21The computational properties at issue can also be defined over non-propositional infor-

mation states, such as cognitive maps possessed of geometric rather than logical structure.
See, e.g., O’Keefe and Nadel (1978); Camp (2007); and Rescorla (2009).
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reference.?? One aspect of the significance of empirical and philosophical

instances of models of Epistemic Modal Algebra is thus that, by providing
independent, abductive support for the truth of the homotopic abstraction
principles for epistemic hyperintensions, the proposal remains neutral on the
status of ‘sparse’ versus ‘abundant’ conceptions of properties.?® The truth
of my first-order abstraction principle for hyperintensions is, as mentioned,
grounded in its being possibly recursively enumerable i.e. Turing computable
and the Turing machine being physically implementable. Another aspect of
the philosophical significance of possible worlds semantics being availed of
in Bayesian vision science and empirical linguistics is that it belies the pur-
portedly naturalistic grounds for Quine’s (1963/1976) scepticism of de re
modality.?*

3.5 Concluding Remarks

In this essay, Voevodsky’s Univalence Axiom and function type equivalence
in Homotopy Type Theory were availed of, in order to specify an abstraction
principle for hyperintensional, computational properties. The homotopic ab-
straction principle for epistemic hyperintensions provides an epistemic con-
duit for our knowledge of hyperintensions as abstract objects. The truth of
my first-order abstraction principle for hyperintensions is grounded in its be-
ing possibly recursively enumerable i.e. Turing computable and the Turing
machine being physically implementable. Because hyperintensions in Epis-
temic Modal Algebra are deployed as core models in the philosophy of mind,
Bayesian visual psychology, and natural language semantics, there is inde-

22For identity conditions on abundant properties — where the domain of properties, in
the semantics of second-order logic, is a subset of the domain of objects, and the properties
are definable in a metalanguage by predicates whose satisfaction-conditions have been fixed
—see Hale (2013b). For a generalization of the abundant conception, such that the domain
of properties is isomorphic to the powerset of the domain of objects, see Cook (2014b).

2Finding abductive support for abstraction principles is suggested by Rayo (2003).
Hale and Wright (2009) and Wright (2012a, 2014, 2016) argue that there is prima facie,
default non-evidential entitlement to accept that abstraction principles are true.

24See Barcan Marcus (1993: 66-67), for a defense of Aristotelian essentialism, according
to which essentialist modalities are temporal and ‘causal and physical modalities’ Barcan
Marcus writes, too, that ‘What has gone wrong in recent discussions of essentialism is
the assumption of surface synonymy between "is essentially" and de re occurrences of "is
necessarily"’ (60), and examines the distinction in various systems of quantified modal
logic (Ch. 4, §III).

90



pendent abductive support for the truth of homotopic abstraction. Epistemic
modality and hyperintensionality may thereby be recognized as both com-
pelling and materially adequate candidates for the fundamental structure
of mental representational states, and as thus comprising a fragment of the
language of thought.
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Chapter 4

Topic-Sensitive
Two-Dimensional Truthmaker
Semantics
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4.1 Introduction

Philosophical applications of two-dimensional semantics have demonstrated
that an account of representation which is sensitive to an array of parame-
ters can play a crucial role in explaining the values of linguistic expressions
(Kamp, 1967; Kaplan, 1979); the role of speech acts in affecting shared
contexts of information (Stalnaker, 1978; Lewis, 1980a/1998; MacFarlane,
2005); the relationship between conceivability and metaphysical possibility
(Chalmers, 1996); and the viability of modal realism (Russell, 2010).

In order to circumvent issues for the modal analysis of counterfactuals
(2012a,b), and to account for the general notions of aboutness and sub-
ject matters (2015), a hyperintensional, ‘truthmaker’ semantics has recently
been developed by Fine (2017a,b). In this essay, I examine the status of
two-dimensional indexing in truthmaker semantics, and specify the two-
dimensional profile of the grounds for the truth of a formula (§4.2-4.3). I
proceed, then, to outline three novel interpretations of the two-dimensional,
hyperintensional framework, beyond the interpretations of multiply indexed
intensional semantics that are noted above (§4.4). The first interpretation
provides a formal setting in which to define the distinction between funda-
mental and derivative truths. The second interpretation concerns the inter-
action between the two-dimensional profile of the verifiers for a proposition,
subjective probability, and decision theory. Finally, a third interpretation of
the two-dimensional hyperintensional framework concerns the types of inten-
tional action. I demonstrate, in particular, how multiply indexed truthmaker
semantics is able to resolve a puzzle concerning the role of intention in action.
Section 5 provides concluding remarks.

4.2 Two-dimensional Truthmaker Semantics

4.2.1 Intensional Semantics

In his (1979/1982), Evans endeavors to account for the phenomenon of the
contingent apriori by distinguishing between two types of modality. Suppose
that the descriptive name, ‘Plotinus’, is introduced via the reference fixer,
‘the author of the The Enneads. Then the sentence, ‘if anyone uniquely is
the author of The Enneads, then Plotinus is the author of the The Enneads’
is "epistemically equivalent" to the sentence, ‘if anyone uniquely is the au-
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thor of The Enneads, then the author of the The Enneads is the author of
the The Enneads’ (see Hawthorne, 2002). Informative identity statements —
such as that (i) ‘Plotinus = the author of The Enneads’ — are thus taken to
be epistemically equivalent to vacuously true identity statements — e.g., (ii)
‘Plotinus = Plotinus’ (op. cit.: 177). The apriority of the vacuously true
identity statement is thus argued to be a property of the informative identity
statement, as well. A premise in the argument is that definite descriptions
are non-referring, although — in free logic — still enable the sentences in which
they figure to bear a positive, classical value. [See Evans (1982: 167-169).]
In free logic, closed formulas may receive a positive, classical semantic value
when the terms therein have empty extensions (166). However, the infor-
mative identity statement is contingent. For example, it is metaphysically
possible that the author of The Enneads is Plato, rather than Plotinus.

Evans distinguishes between a ‘deep’ type of contingency according to
which a sentence is possibly true only if it is made true by a state of af-
fairs (185), and ‘superficial’ contingency which consists in that superficial
contingency records the possible values of a formula when it embeds within
the scope of a modal operator, e.g., possibly x is red and possibly x is blue.
Two distinct propositions can express the same content and are then epis-
temically equivalent while having different values when embedded in distinct
modal contexts (op. cit.: §III). Evans’ example for the two propositions is
¢ and Actually(¢) (210). In light of the approach to apriority which pro-
ceeds via targeting the content or epistemic equivalence of, for example, the
propositions, ¢ and Actually(¢), or (i) and (ii) when both are true in the
actual world, the content of formulas might thus be apriori and yet superfi-
cially contingent because ‘there is no contingent feature of reality on which
its truth depends’ (212) and yet possibly the content is false. Thus, propo-
sitions embedding in distinct modal contexts can express the same content,
and there is, too, an example of the contingent apriori.!

!'Evans’ approach is defined within a single space of metaphysically possible worlds.
However, one may define the value of a formula relative to two spaces: A space of epistemic
possibilities and a space of metaphysical possibilities. By contrast to securing apriority by
(i) eliding the values of informative and vacuous identity statements in a free logic within
a single space of metaphysical possibilities, and then (ii) arguing that apriori identity
statements are superficially contingent because possibly false, an alternative approach
argues that an identity statement is contingent apriori if and only if it is (i) apriori,
because the statement is necessarily true in epistemic modal space, while the statement is
(ii) contingent, because possibly the statement is false in metaphysical modal space. See
Chalmers (2006b).
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Two-dimensional semantics provides a framework for regimenting the
thought that the value of a formula relative to one parameter determines the
value of the formula relative to another parameter. The semantics assigns
truth-conditions to formulas, and semantic values to the formula’s compo-
nent terms. The conditions of the formulas and the values of their component
terms are assigned relative to the array of intensional parameters. So, e.g., a
term may be defined relative to a context; and the value of the term relative
to the context will determine the value of the term relative to an index.

Primary, secondary, and 2D intensions can be defined as follows:

e Primary Intension:
pri(z) = Ae.[z]ec.

(The intension is a function mapping formulas, relative to two param-
eters ranging over possibilities from a first space, to truth-values.);

» Secondary Intension:
S€Cy, () = Aw.[x] ™.

(The intension is a function mapping formulas, relative to two param-
eters, where the first ranges over worlds, one of which is designated as
actual, which determines the value of the formula relative to the second
parameter ranging over worlds from a distinct space. The secondary
intension picks out the semantic value of the formula relative to the
second parameter.);

o 2D-Intension:
2D(x) = Acdw[x]*" = 1.

(The intension determines a semantic value relative to two parameters,
the first ranges over worlds from a first space and the second ranges over
worlds from a distinct, second space. The value of the formula relative
to the first parameter determines the value of the formula relative to
the second.)

Interpretations of the intensions include the following. According to Ka-
plan (1979), an utterance’s character is a mapping from the utterance’s con-
text of evaluation to the utterance’s content. According to Stalnaker (op.
cit.; 2004), having distinct functions associated with the value of an utter-
ance provides one means of reconciling the necessity of a formula presupposed
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by speakers with the contingency of the values of assertions made about that
formula.

According to Chalmers (op. cit.), there are cases in which the value
of a formula relative to a first parameter, which ranges over epistemically
possible worlds, determines the value of a formula relative to a second pa-
rameter, which ranges over metaphysically possible worlds. The dependence
is recorded by 2D-intensions. Epistemic possibility entails metaphysical pos-
sibility in cases in which terms or formulas are, furthermore, ‘super-rigid’
(2012: 474), i.e. have a ‘constant two-dimensional intension (370), i.,e. map
to the same truth-value in all epistemically possible worlds and all metaphys-
ically possible worlds (369).

According to Lewis (op. cit.), the context may be treated as a concrete
situation ranging over individuals, times, locations, and worlds; and the index
may be treated as ranging over shiftable parameters of the context. Accord-
ing to MacFarlane (op. cit.), formulas may receive their value relative to a
context ranging over two distinct agents; the context determines the value
of an index ranging over their states of information; and the value of the
formula may yet be defined relative to a third parameter ranging over the
states of an independent, third assessor. Finally, in decision theory, the value
of a formula relative to a context, which ranges over a time, location, and
agent, constrains the value of the formula relative to a first index on which
a space of the agent’s possible acts is built, and the latter will subsequently
constrain the value of the formula relative to a second index on which a space
of possible outcomes may be built.

4.2.2 Truthmaker Semantics

Truthmaker semantics has been applied, in order to explain the conditions
under which parts of worlds, rather than worlds in their entirety, verify propo-
sitions.

Truthmaker semantics is defined over a state space, F = (S, =), where S
is a set of states which are parts of a world, and = is a parthood relation on
S which is a partial order, such that it is reflexive (a = a), anti-symmetric
[(if a = b) A (b = a), then a = b], and transitive (a = b, b = ¢; a = ¢)
(2017a: 19).

A proposition P < S is verifiable if P is non-empty, and is otherwise
unverifiable (20).

A model, M, over F is a tuple, M = (F, D, V), where D is a domain of
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closed formulas (i.e. propositions), and V is an assignment function mapping
propositions PeD to pairs of subsets of S, {1, 0}, i.e. the verifier and falsifier
of P, such that [P]* = 1 and [P]~ = 0 (35).

s exactly verifies p if and only if s - p if s€[p];

s inexactly verifies p if and only if s = p if 3s’<S, s’ - p; and

s loosely verifies p if and only if, Vv, s.t. s L v - p, where u is the relation
of compatibility (35-36);

Differentiated contents may be defined as follows.? A state s & S is
differentiated only if s is the fusion of distinct parts, s.t. s = s; U sp. There
is thus an initial state, s;; an additional state, so; and a total state, s. The
three states correspond accordingly to three contents: The initial content sy
- Py; the additional content, sy - Py; and the total content, s - Py o (2017b:
15).

Finally, subject matters may be defined as follows.

A verifiable proposition, [P]*, is about a positive subject matter, p*™
(20-21).

A falsifiable proposition, [P]~ is about a negative subject matter, p~
(21).

The intersection of the subject matters both verified and falsified by the
fusion of a number of states comprise a comprehensive subject matter:

Pi+—- =P+ N Pi— =< F Pands—HP)

P2+~ = P2+ M P2,— = (s Pyand s o Py); sit.,

Pi2+—- = P12+ M P12 =+ Pigands —H Pyo) (op. cit.).

The union of the subject matters that are either verified or falsified by
the fusion of a number of states comprise a differentiated subject matter:

Pi+/- =P1+ UP1- =+ Pors—HP)

P2+ =DP2t+ UP2_ =(s+ Pyors - Py s.t,

Pi2+/— = P12+ U Pi12— = {5 Piaors Py (op. cit.).

Informally, propositions P and @ are about

P is exactly about Q if p = q;

P is partly about Q if p and q overlap, such that Ju = S(u - R); Vsy,89
CS,s1FP,sg - Q;and u =8y m sy, such that R=P n Q;

P is entirely about Q if p < q; and

P is about Q in its entirety if p 2 q (5).

2Fine (op. cit.: 8, 12) avails of product spaces in his discussion of content and subject
matter, though we continue here to work with a single space for ease of exposition.
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4.2.3 Two-dimensional Truthmaker Semantics

In order to account for two-dimensional indexing, we augment the model,
M, with a second state space, S*, on which we define both a new parthood
relation, —=*, and partial function, V*, which serves to map propositions in
D to pairs of subsets of S*, {1, 0}, i.e. the verifier and falsifier of P, such that
[P]* =1 and [P]- = 0. Thus, M = (S, S*, D, =, =*, V, V¥*). The two-
dimensional hyperintensional profile of propositions may then be recorded by
defining the value of P relative to two parameters, c,i: ¢ ranges over subsets
of S, and i ranges over subsets of S*.

(*) M, seS, s*eS* - P iff:
(i) Jes[P]e¢ = 1 if se[P]T; and
(i) Jig[P]" = 1 if s*e[P] T

(Distinct states, s, s*, from distinct state spaces, S, S*, provide a two-
dimensional verification for a proposition, P, if the value of P is provided a
truthmaker by s. The value of P as verified by s determines the value of P
as verified by s*).

We say that P is hyper-rigid iff:

(**) M, seS, s*eS* - P iff:

(i) Ye's[P]>¢ = 1 if se[P]"; and

(i) Vie[P]" = 1 if s*e[P]*

Hyper-rigidity is the analogue of super-rigidity in the hyperintensional
setting.

The foregoing provides a two-dimensional hyperintensional semantic frame-
work within which to interpret the values of a proposition. Two-dimensional
truthmakers can further be exact, inexact, or loose:

s is a two-dimensional exact truthmaker of P if and only if (*);

s is a two-dimensional inexact truthmaker of P if and only if 9’ = S, s
— s8’, s - P and such that

deg [P]o¢ = 1 if s’€[P]*, and

Jig [P]¢" = 1 if s*e[P]*3;

3'x — x” is read as claiming that the state, x, is extended by the state, x’, while not

forming a fusion of states, rather than as entailment or containment. Thanks here to
Francesco Berto, for discussion.
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s is a two-dimensional loose truthmaker of P if and only if, 9s’, s.t. s u
s"+ P:

deg [P]¢ = 1 if s’€[P]*, and

Jig [P]e" = 1 if s*e[P] .

o [P]¢ is exactly about [Q*" if f1_1[p®" <= q“]

(Suppose that the values of P and of Q are two-dimensionally deter-
mined, as above. Then P is exactly about Q if there is a bijection
between the two-dimensionally individuated subject matters that they
express);

 [P] is partly about [Q]* if p and q overlap, s.t. Ju= S, s.t. u - R,
and Vsy,80 & S, 81 P, so -+ Q, and u = s; m s such that R =P n
Q. A function, A, maps u to a state s* in i where s* — R¢".

o [P]*" is entirely about [Q]*" if p*' < q*"

(Suppose that the values of P and of Q are two-dimensionally deter-
mined. Then P is entirely about Q if there is a surjection from the
subject matter of  onto the subject matter of P);

o [P]*" is about [Q]* in its entirety if p&* = q%'

(Suppose that the values of P and of Q are two-dimensionally deter-
mined. Then P is about Q in its entirety if there is an injection from
the subject matter of P onto the subject matter of Q).

4.3 Topic-sensitive Two-dimensional Truthmaker
Semantics

Following the presentation of topic models in Berto (2018; 2019), Canavotto
et al (2020), and Berto and Hawke (2021), the diamond, box, and least and
greatest fixed point operators can be sensitive to topics, i.e. hyperintensional
atomic subject matters. Topic fusion is a binary operation, such that for all
x, v, z€T, where T is a set of topics, the following properties are satisfied:
idempotence (x @ x = x), commutativity (x @ y =y @ x), and associativity
(x®y) ®z=x® (y ® z)] (Berto, 2018: 5). Topic parthood is a partial
order, <, defined as Vx,yeT(x <y <= x @y =y) (op. cit.: 5-6). Atomic
topics are defined as follows: Atom(x) <= —3Jy < x, with < a strict order.
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Topic parthood is thus a partial ordering such that, for all x, y, zeT, the
following properties are satisfied: reflexivity (x < x), antisymmetry (x <y A
y < x — x =y), and transitivity (x <y A y <z — x < z) (6). For formulas,
¢, atomic formulas, p, q, r (p1, p2, --.), and a set of atomic topics, Utp =
{p1, ... pn}, the topic of ¢, t(¢) = ®Utp = t(p1) ® ... @ t(p,) (op. cit.).

If a formula is two-dimensional and the two parameters for the formula
range over distinct spaces, then there won’t be only one subject matter for
the formula, because total subject matters are construed as sets of verifiers
and falsifiers and there will be distinct verifiers and falsifiers relative to each
space over which each parameter ranges. This is especially clear if one space is
interpreted epistemically and another is interpreted metaphysically. Availing
of topics, however, and assigning the same topics to each of the states from
the distinct spaces relative to which the formula gets its value is one way of
ensuring that the two-dimensional formula has a single subject matter.

A topic frame can then be defined as {W, R, T, @, t}, with t a valuation
function assigning atomic topics to atomic formulas, and the diamond, box,
and least and greatest fixed point operators can then be defined relative to
topics:

OLw) - 06 iff Ry )(0)

<M7W> - Dt¢ iff [Rw,t]((b)? with

R p)(@) == {WeWLeT | Ry4[w’, t'] n ¢ # & and t'(¢) < t(¢)

[Rut](¢) := {weWt'eT | Ry[w', t'] € ¢ and t'(¢) < t(¢)

Mw) IF px.¢" iff ({U < W | ¢ < U}

M,w) |- vx.¢" iff | J{U € W | U < ¢'}.

Hyperintensions can then be defined as functions from world, topic pairs
to extensions.

o Epistemic Hyperintension:
pri(z) = AeAt.Ja]entent)

e Subjunctive Hyperintension:
SeCygnt(X) = AwAt.[z]rentwnt

e 2D-Hyperintension:
2D(x) = AcAwAt[x]etwnt = 1.

We can also combine topics with truthmakers rather than worlds, thus
countenancing multi-hyperintensional semantics, i.e. topic-sensitive epis-
temic two-dimensional truthmaker semantics:

100



» Topic-Sensitive Epistemic Hyperintension:

pri(x) = AsAt.[z]5"55"f with s a truthmaker from an epistemic state
space.

» Topic-Sensitive Subjunctive Hyperintension:

seCyqnt(X) = AwAt.[z] et with w a truthmaker from a metaphys-
ical state space.

o Topic-Sensitive 2D-Hyperintension:
2D(z) = AsAwAt[x]*"twnt = 1.

In Chapter 2, my dynamic logic for conceptual engineering accounts for
topic-preservation at the level of variables.*

4.4 New Interpretations

The two-dimensional account of truthmaker semantics provides a general
framework in which a number of interpretations of the state spaces at issue
can be defined. The framework may accommodate, e.g., the ‘metasemantic’
and ‘epistemic’ interpretations of the framework. The metasemantic inter-
pretation accommodates the update effects of contingently true assertions
on a context set with regard to necessary propositions (see Stalnaker, op.
cit.). The framework may further be provided an epistemic interpretation,
in order to countenance hyperintensional distinctions in the relations between
conceivability, i.e. the space of an agent’s epistemic states, and metaphysical
possibility, i.e. the state space of facts (see Chalmers, op. cit.). Chapter 2
outlines an epistemic two-dimenisonal truthmaker semantics in detail, and
epistemic two-dimensional semantics, both intensional and truthmaker, are
applied in Part III. In this section, I advance three novel interpretations
of two-dimensional semantics, as witnessed by the new relations induced by
the interaction between two-dimensional indexing and hyperintensional value
assignments. The three interpretations concern (i) the distinction between
fundamental and derivative truths; (ii) probabilistic grounding in the setting
of decision theory; and (iii) the structural contents of the types of intentional
action.

4The issue of topic-preservation in conceptual engineering is discussed by Haslanger
(2000, 2021), Sawyer (2018; 2020), Cappelen (2018; 2020), Prinzing (2018), Pinder (2020),
Nado (2021), and Koch (2023).
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4.4.1 Fundamental and Derivative Truths

The first novel interpretation concerns the distinction between fundamen-
tal and derivative truths. In the foregoing model, the value of the subject
matter expressed by a proposition may be verified by states in a first space,
which determine, then, whether the proposition is verified by states in a sec-
ond space. Allowing the first space to be interpreted so as to range over
fundamental facts and the second space to be interpreted so as to range
over derivative facts permits a precise characterization of the determination
relations between the fundamental and derivative grounds for a truth.

Suppose, e.g., that the fundamental facts concern the computational char-
acterization of a subject’s mental states, and let the fundamental facts com-
prise the first state space. Let the derivative facts concern states which verify
whether the subject is consciously aware of their mental representations, and
let the derivative facts comprise the second state space. Finally, let ¢ be a
psychological formula, e.g. a characterization of a mental state in an exper-
imental task where there is a particular valence for the contrast-level of a
stimulus. The formula’s having a truthmaker in the first space — where the
states of which range, as noted, over the subject’s psychofunctional facts —
will determine whether the formula has a truthmaker in the second space —
where the states of which range over the mental representations of which the
subject is consciously aware. If the deployment of some attentional functions
provides a necessary condition on the instantiation of phenomenal aware-
ness, then the role of the state of the attentional function in the first space in
verifying ¢ will determine whether ¢ is subsequently verified relative to the
second space. Intuitively: Attending to a stimulus with a particular value
will constrain whether a truthmaker can be provided for being consciously
aware of the stimulus. If the computational facts at issue are fundamental,
and the phenomenal facts at issue are derivative, then a precise characteriza-
tion may be provided of the multi-dimensional relations between the verifiers
which target fundamental and derivative truths.

4.4.2 Decision Theory

A second novel interpretation of two-dimensional truthmaker semantics con-
cerns the types of intentional action, and the interaction of the latter with
decision theory. As noted in the foregoing, two-dimensional semantics may
be availed of in order to explain how the value of a formula relative to a con-
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text ranging over an agent and time will determine the value of the formula
relative to an index ranging over a space of admissible actions made on the
basis of the formula, where the value of the formula relative to the context
and first index will determine the value of the formula relative to a second
index, ranging over a space of outcomes.

One notable feature of the decision-theoretic interpretation is that it pro-
vides a natural setting in which to provide a gradational account of truth-
making. A proposition and its component expressions are true, just if they
are verified by states in a state space, such that the state and its parts fall
within the proposition’s extension. In decision theory, a subject’s expecta-
tion that the proposition will occur is recorded by a partial belief function,
mapping the proposition to real numbers in the {0,1} interval. The subject’s
desire that the proposition occurs is recorded by a utility function, the quan-
titative values of which — e.g.; 1 or 0 — express the qualitative value of the
proposition’s occurrence. The evidential expected utility of a proposition’s
occurrence is calculated as the probability of its obtaining conditional on an
agent’s action, as multiplied by the utility to the agent of the proposition’s
occurrence. The causal expected utility of the proposition’s occurrence is
calculated as the probability of its obtaining, conditional on both the agent’s
acts and the causal efficacy of their actions, multiplied by the utility of the
proposition’s occurrence.

There are three points at which a probabilistic construal of the forego-
ing may be defined. One point concerns the objective probability that the
proposition will be verified, i.e. the chance thereof. The second point con-
cerns subjective probability with which a subject partially believes that the
proposition will obtain. A third point concerns the probability that an out-
come will occur, where the space of admissible outcomes will be constrained
by a subject’s acts. An agent’s actions will, in the third case, constrain
the admissible verifiers in the space of outcomes, and thus the probability
that the verifier for the proposition will obtain as an outcome. A proponent
of metaphysical indeterminacy might further suggest that the verifiers are
themselves gradational; thus, rather than target the probability of a veri-
fier’s realization, the proponent of metaphysical indeterminacy will suggest
that a proposition P is made true only to a certain degree, such that both
of the proposition’s extension and anti-extension will have non-negative, real
values. One objection to the foregoing account of metaphysical indetermi-
nacy for truthmakers is, however, that the metalogic for many-valued logic
is classical (see Williamson, 2014a). A distinct approach to metaphysical
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indeterminacy is proffered by Barnes and Williams (2011), who argue that
metaphysical indeterminacy consists in persistently unpointed models, i.e.
a case in which it is unclear which among a set of worlds is actual, even
upon precisifying the set with precisifications. A proponent of metaphysi-
cal indeterminacy for probabilistic truthmaker semantics might then argue
both that the realization of a verifier has a gradational value and that it is
indeterminate which of the states which can verify a given formula is actual.

In order formally to countenance the foregoing, we define a probabil-
ity measure on a state space, such that the probability measure satisfies
the Kolmogorov axioms: normality [Pr(T) = 1]; non-negativity [Pr(¢) = 0];
additivity [For disjoint ¢ and ¥[Pr(¢ u ) = Pr(¢) + Pr(¢)]]; and condi-
tionalization [Pr(¢ | ) = Pr(¢ n ¢) / Pr(¢)]. In order to account for the
interaction between objective probability and the verification-conditions in
truthmaker semantics, we avail, then, of a regularity condition in our earlier
model, M, in which the assignment function, V, maps propositions PeD to
pairs of subsets of S, {1, 0}, i.e. the verifier and falsifier of P, such that
[P]* = {0, 1} and [P]~ =1 - P. In our gradational truthmaker semantics, a
state, s, verifies a proposition, P, if the probability that s is in P’s extension
is greater than or equal to .5:

s b P if Pr(se[P]*) = .5.

A state, s, falsifies a proposition P if the probability that s is in P’s
extension is less than .5 iff the probability that s is in P’s anti-extension is
greater than or equal to .5

s - P if Pr(se[P]7) = .5

iff Pr(se[P]") < .5.

The subjective probability with regard to the proposition’s occurrence
is expressed by a probability measure satisfying the Kolmogorov axioms as
defined on a second state space, i.e., a space whose points are interpreted as
concerning the subject’s states of information. The formal clauses for partial
belief in truthmaker semantics are the same as in the foregoing, save that the
probability measures express the mental states of an agent, by being defined
on the space of their states of information.

Finally, the interaction between objective and subjective probability mea-
sures in hyperintensional semantics may be captured in two ways.

One way to countenance the foregoing is via the interaction between the
chance of a proposition’s occurrence, the subject’s partial belief that the
proposition will occur, and the spaces for the subjects actions and outcomes.
The formal clause for the foregoing will then be as follows:
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M,s - [P]e(¢29) > 5,

where ¢ ranges over the space of physical states, and a probability mea-
sure recording objective chance is defined thereon; ¢’ ranges over the space of
an agent’s states of information, and the value of P relative to ¢’ determines
the value of P relative to the space of the agent’s acts, a, where the latter
determines the space of admissible outcomes concerning P’s occurrence, o.
Thus, the parameters, ¢’,a,0 possess a hyperintensional two-dimensional pro-
file, and the space of physical states, ¢, determines the values of the subject’s
partial beliefs and their subsequently conceivable actions and outcomes.

Accounting for the relation between ¢ and ¢’ — i.e., specifying a norm
on the relation between chances and credences — provides one means by
which to account for how objective gradational truthmakers interact with a
subject’s partial beliefs about whether propositions are verified. Following
Lewis (1980,b/1987), a candidate chance-credence norm may be what he
refers to as the ‘principal principle’.® The principal principle states that an
agent’s partial belief that a proposition will be verified, conditional on the
objective chance of the proposition’s occurrence and the admissible evidence,

will be equal to the objective chance of the proposition’s occurrence itself:
Pry(P | ch(P) A E) = ch(P).

5See Pettigrew (2012), for a justification of a generalized version of the principal princi-
ple based on Joyce’s (1998) argument for probabilism. Probabilism provides an accuracy-
based account of partial beliefs, defining norms on the accuracy of partial beliefs with
reference only to worlds, metric ordering relations, and probability measures thereon. The
proposal contrasts to pragmatic approaches, according to which a subject’s probability and
utility measures are derivable from a representation theorem, only if the agent’s preferences
with regard to a proposition’s occurrence are consistent (see Ramsey, 1926). Probabilism
states, in particular, that, if there is an ideal subjective probability measure, the ideality of
which consists e.g. in its matching objective chance, then one’s probability measure ought
to satisfy the Kolmogorov axioms, on pain of there always being a distinct probability
measure which will be metrically closer to the ideal state than one’s own.

105



4.4.3 Intentional Action

A third novel interpretation of two-dimensional hyperintensional semantics
provides a natural setting in which to delineate the structural content of
the types of intentional action. For example, the mental state of intending to
pursue a course of action may be categorized as falling into three types, where
intending-that is treated as a two-dimensional hyperintensional state. One
type targets a unique structural content for the state of acting intentionally,
such that an agent intends to bring it about that ¢ just if the intention
satisfies a clause which mirrors that outlined in the last paragraph:

« [Intenton-in-Action(¢)], = 1 only if Iw’[p]*" <(=tDae = 1.

A second type of intentional action may be recorded by a future-directed
state, such that an agent intends to ¢ only if they intend to pursue a course
of action in the future, only if there is a state and a future time relative to
which the agent’s intention is satisfied:

o [Intention-for-the-future(¢)], = 1 only if IwVtI’[t < t’ A [¢]¥'F =
1].

Finally, a third type of intentional action concerns reference to the in-
tention as an explanation for one’s course of action. Chapter 14 regiments
the structural content of this type of intention as a state which receives its
value only if a hyperintensional grounding operator which takes scope over a
proposition and an action, receives a positive semantic value.

e [Intention-with-which(¢)], = 1 only if Iw’[[']*" =1 A [G(¢,)] = 1],

where G(x,y) is a grounding operator encoding the explanatory connec-
tion between ¢ and ).

The varieties of subject matter, as defined in two-dimensional truthmaker
semantics, can be availed of in order to enrich the present approach. Hav-
ing multiple state spaces from which to define the verifiers of a proposition
enables a novel solution to issues concerning the interaction between action
and explanation. The third type of intentional action may be regimented,
as noted, by the agent’s reference to an intention as an explanation for her
course of action.

The foregoing may also be availed of, in order to provide a novel solution
to an issue concerning the interaction betwen involuntary and intentional
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action. The issue is as follows. Wittgenstein (1953/2009; 621) raises the
inquiry: ‘When I raise my arm, my arm goes up. Now the problem arises:
what is left over if I subtract the fact that my arm goes up from the fact that
I raise my arm?’ Because the arm’s being raised has at least two component
states, namely, the arm’s going up and whatever the value of the variable
state might be, the answer to Wittgenstein’s inquiry is presumably that
the agent’s intentional action is the value of the variable state, such that a
combination of one’s intentional action and one’s arm going up is sufficient
for one’s raising one’s arm. The aforementioned issue with the foregoing
concerns how precisely to capture the notion of partial content, which bears
on the relevance of the semantics of the component states and the explanation
of the unique state entrained by their combination.

Given our two-dimensional truthmaker semantics, a reply to Wittgen-
stein’s inquiry which satisfies the above desiderata may be provided. Let W
express a differentiated subject matter, whose total content is that an agent’s
arm is raised. W expresses the total content that an agent’s arm is raised,
because W is comprised of an initial content, U (that one’s arm goes up),
and an additional content, R (that one intends to raise one’s arm).

The verifier for W may be interpreted as a two-dimensional loose truth-
maker. Let ¢ range over an agent’s motor states, S. Let i range over an
agent’s states of information, S*. We define a state for intentional action in
the space of the agent’s motor actions. The value of the state is positive just
if a selection function, f, is a mapping from the powerset of motor actions in
S to a unique state s’ in S. This specifies the initial, partial content, U, that
one’s arm goes up. An intention may then be defined as a unique state, s*,
in the agent’s state of information, S*. The state, s*, specifies the additional,
partial content R, that one intends to raise one’s arm.

Formally:

s - U only if 3s’=S, such that f: s —» s’ s.t. '+ U,

Is* s* - R, and

W=UuR.

The two-dimensional loose truthmaker for one’s arm being raised may
then be defined as follows:

des s [W]o¢ = 1 if s’e[W] T, and

Jig [W]e* = 1 if s*e[W]*.

Intuitively, the value of the total content that one’s arm is raised is defined
relative to a set of motor states — where a first intentional action selects a
series of motor states which partly verify that one’s arm goes up. The value
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of one’s arm being raised, relative to (the intentionally modulated) motor
state of one’s arm possibly going up, determines the value of one’s arm being
raised relative to the agent’s distinct intention to raise their arm. The agent’s
first intention selects among the admissible motor states, and — all else being
equal — the motor states will verify the fact that one’s arm goes up.® The
fusion of (i) the state corresponding to the initial partial content that one’s
arm goes up, and (ii) the state corresponding to the additional partial content
that one intends to raise one’s arm, is sufficient for the verification of (iii)
the state corresponding to the total content that one’s arm is raised.

4.5 Concluding Remarks

In this essay, I have endeavored to establish foundations for the interac-
tion between two-dimensional indexing and hyperintensional semantics. 1
examined, then, the philosophical significance of the framework by develop-
ing three, novel interpretations of two-dimensional truthmaker semantics, in
light of the new relations induced by the model.

The first interpretation enables a rigorous characterization of the distinc-
tion between fundamental and derivative truths. The second interpretation
evinces how the elements of decision theory are definable within the two-
dimensional hyperintensional setting, and a novel account was then outlined
concerning the interaction between probability measures and hyperinten-
sional grounds. The third interpretation of two-dimensional hyperintensional
semantics concerns the structural content of the types of intentional action.
Finally, I demonstrated how the hyperintensional array of state spaces, rela-
tive to which propositions may be verified, may serve to resolve a previously
intransigent issue concerning the role of intention in action.

6The role of the first intention in acting as a selection function on the space of motor
actions corresponds to the comparator functions stipulated in the cognitive science of
action theory. For further discussion of the comparator model, see Frith et al. (2000) and
Pacherie (2012).
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Chapter 5

Fixed Points in the
Hyperintensional Epistemic
p-Calculus and the KK

Principle

This essay provides a novel account of self-knowledge, which avoids the epis-
temic indeterminacy witnessed by the invalidation of modal axiom 4 in epis-
temic logic; i.e. the KK principle: [J¢ — [JJ¢. The essay argues, by contrast,
that — despite the invalidation of modal axiom 4 on its epistemic interpreta-
tion — states of epistemic determinacy might yet be secured by countenancing
self-knowledge on the model of fixed points in the modal p-calculus.
Counterinstances to modal axiom 4 — which records the property of tran-
sitivity in labeled transition systems' — have been argued to occur within
various interpretations of the sorites paradox. Suppose, e.g., that a subject
is presented with a bounded continuum, the incipient point of which bears
a red color hue and the terminal point of which bears an orange color hue.
Suppose, then, that the cut-off points between the points ranging from red
to orange are indiscriminable, such that the initial point, a, is determinately
red, and matches the next apparent point, b; b matches the next apparent
point, ¢; and thus — by transitivity — a matches c. Similarly, if b matches
¢, and ¢ matches d, then b matches d. The sorites paradox consists in that
iterations of transitivity would entail that the initial and terminal points in

1See Kripke (1963).
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the bounded continuum are phenomenally indistinguishable. However, if one
takes transitivity to be the culprit in the sorites, then eschewing the principle
would entail a rejection of the corresponding modal axiom (4), which records
the iterative nature of the relation.? Given the epistemic interpretation of
the axiom — namely, that knowledge that a point has a color hue entails
knowing that one knows that the point has that color hue — a resolution of
the paradox which proceeds by invalidating axiom 4 subsequently entrains
the result that one can know that one of the points has a color hue, and
yet not know that they know that the point has that color hue (Williamson,
1990: 107-108; 1994: 223-244; 2001: chs. 4-5). The non-transitivity of phe-
nomenal indistinguishability corresponds to the non-transitivity of epistemic
accessibility. As Williamson (1994: 242) writes: ‘The example began with
the non-transitive indiscriminability of days in the height of the tree, and
moved on to a similar phenomenon for worlds. It seems that this can always
be done. Whatever x, y and z are, if x is indiscriminable from y, and y from
z, but x is discriminable from z, then one can construct miniature worlds
Wy, W, and w, in which the subject is presented with x, y and z respec-
tively, everything else being relevantly similar. The indiscriminability of the
objects is equivalent to the indiscriminability of the corresponding worlds,
and therefore to their accessibility. The latter is therefore a non-transitive
relation too.! The foregoing result holds, furthermore, in the probabilistic
setting, such that the evidential probability that a proposition has a partic-
ular value may be certain — i.e., be equal to 1 — while the iteration of the
evidential probability operator — recording the evidence with regard to that
evidence — is yet equal to 0. Thus, one may be certain on the basis of one’s
evidence that a proposition has a particular value, while the higher-order ev-
idence with regard to one’s evidence adduces entirely against that valuation
(Williamson, 2014).

In the foregoing argument, ‘safety’ figures as a necessary condition on
knowledge, and is codified by margin-for-error principles of the form: VxV¢[K™ ¢ (x)
— K™¢(x+1)]’, with m ranging over the natural numbers (Williamson, 2001:
128; Goémez-Torrente, 2002: 114). Intuitively, the safety condition ensures
that if one knows that a predicate is satisfied, then one knows that the predi-
cate is satisfied in relevantly similar worlds. Williamson targets the inconsis-
tency of margin-for-error principles, the luminosity principle [‘VxV¢[p(x) —
Ko(x)'], and the characterization of the sorites as occurring when an initial

2For more on non-transitivist approaches to the sorites, see Zardini (2019).
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state satisfies a condition, e.g. being red, and a terminal state satisfies a
distinct condition, e.g. being orange. As Srinivisan (2013: 4) writes: ‘By
[the luminosity principle], if C obtains in «ag, then S knows that C obtains in
ap. By [margin-for-error principles|, if S knows that C obtains in ag, then C
obtains in ay. By [the characterization of the sorites], C does obtain in ay;
therefore, C obtains in «y. Similarly, we can establish that C also obtains in
Qg, (3, Oy, ..., ap. But according to [the characterization of the sorites| C
doesn’t obtain in «,,. Thus we arrive at a contradiction’. The triad evinces
that the luminosity principle is false, given the plausibility of margin-for-error
principles and the characterization of the sorites. In cases, further, in which
conditions on knowledge are satisfied, epistemic indeterminacy is supposed
to issue from the non-transitivity of the accessibility relation on worlds (1994:
242).

The anti-luminosity argument can be availed of to argue against the KK
principle. If states are not luminous, then knowing that ¢ will not entail that
one knows that one knows that ¢. A different argument is presented, as well,
in Williamson (2001: ch. 5, pp. 115-116). Suppose the following:

(1;) If K that x is i+1 inches tall, then —K—x is i inch tall

(If an agent knows that some object is i+1 inches tall, then for all the
agent knows the object is i inch tall); and

(C) ‘If p and all members of the set X are pertinent propositions, p is a
logical consequence of X, and [an agent| knows each member of X, then he
knows p’ (op. cit.: 116).

Suppose that:

(2;) An agent knows that the object is not i inch tall.

By the KK principle, (3;) follows from (2;).

(3;) An agent knows that she knows that the object is not i inch tall.

Suppose a proposition (q) which states that the object is i+1 inches tall.
By (1), then the agent knows that —(2;). However, if (3;), then the agent
knows (2;). Thus, (q) — (2;) A —(2;). Thus — by (C) — (1;) and (3;) imply
that the agent knows —(q):

(2;+1) the agent knows that the object is not i+1 inches tall.

Thus, from (KK), (C), and (2;), we can infer (2;41).

Repeating the argument for values of i ranging from 0 to 664, we have

(20) An agent knows that the object is not 0 inches tall.

(2664) An agent knows that the object is not 664 inches tall.

However, suppose that the object is in fact 664 inches tall and grant the
factivity of knowledge (modal axiom T: [J¢ — ¢). Then (2464) is false. So,
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from (1), (29), (C), and (KK), we can derive a false conclusion, (2464).

(C) is a principle of deductive closure, and thus arguably ought to be
preserved. Williamson takes (2;) to be a truism, and (1) to be defensible. He
thus argues that we ought to reject the KK principle.

In this essay, I endeavor to provide a novel account which permits the re-
tention of both classical logic as well as a modal approach to the phenomenon
of vagueness, while salvaging the ability of subjects to satisfy necessary con-
ditions on there being iterated epistemic states. I will argue that — despite
the invalidity of modal axiom 4 — a distinct means of securing an iterated
state of knowledge concerning one’s first-order knowledge that a particular
state obtains is by availing of fixed point, non-deterministic automata in the
setting of coalgebraic modal logic.

The modal p-calculus is equivalent to the bisimulation-invariant fragment
of monadic second-order logic.® p(x). is an operator recording a least fixed
point. Despite the non-transitivity of sorites phenomena — such that, on its
epistemic interpretation, the subsequent invalidation of modal axiom 4 en-
tails structural, higher-order epistemic indeterminacy — the modal p-calculus
provides a natural setting in which a least fixed point can be defined with
regard to the states instantiated by non-deterministic modal automata. In
virtue of recording iterations of particular states, the least fixed points wit-
nessed by non-deterministic modal automata provide, then, an escape route
from the conclusion that the invalidation of the KK principle provides an
exhaustive and insuperable obstruction to self-knowledge. Rather, the least
fixed points countenanced in the modal p-calculus provide another conduit
into subjects’ knowledge to the effect that they know that a state has a de-
terminate value. Thus, because of the fixed points definable in the modal
p-calculus, the non-transitivity of the similarity relation is yet consistent with
necessary conditions on epistemic determinacy and self-knowledge, and the
states at issue can be luminous to the subjects who instantiate them.

In the remainder of the essay, we introduce labeled transition systems,
the modal p-calculus, and non-deterministic Kripke (i.e., pu-) automata. We
recount then the sorites paradox in the setting of the modal p-calculus, and
demonstrate how the existence of fixed points enables there to be iterative
phenomena which ensure that — despite the invalidation of modal axiom 4 —
iterations of mental states can be secured, and can thereby be luminous.

A labeled transition system is a tuple comprised of a set of worlds, S;

3See Janin and Walukiewicz (1996).
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a valuation, V, from S to its powerset, ©(S); and a family of accessibility
relations, R. So LTS = (S, V, R) (see Venema, 2012: 7). A Kripke coalgebra
combines V and R into a Kripke functor, ¢; i.e. the set of binary morphisms
from S to p(S) (op. cit.: 7-8). Thus for an seS, o(s) := [ov(s), or(s)] (op.
cit.). Satisfaction for the system is defined inductively as follows: For a
formula ¢ defined at a state, s, in S,

[¢]° = V(s)*
[=¢]° =S~ V(s)
[L]° =&

[T]® =S

[6 v ¥]° = [¢]° v [¥]°

[6 ~ Y]% = [¢]° o []°

[0:s8]° = (Ro)[4]°

[O:¢]° = [Ri][¢]°, with

(R)(¢) := {seS | R[s] n ¢ # &} and

[R](¢) := {seS | R[s] < ¢} (9)

[px.¢0] = (U < S| [¢] < U} (Fontaine, 2010: 18)

[ux.¢] = J{U < S| U < [¢]} (op. cit.; Fontaine and Place, 2010),

A Kripke coalgebra can be represented as the pair (S, o: S — KA)
(Venema, 2020: 8.1)

In our Kripke coalgebra, we have M;s |- (7%)¢ <= (¢ v O (7™)9)
(Venema, 2012: 25). {m*)¢ is thus said to be the fized point for the equation,
x < ¢ v {x, where the value of the formula is a function of the value of
x conditional on the constancy in value of ¢ (38). The smallest solution of
the formula, x <= ¢ v Ox, is written ux.¢ v Ox (25). The value of the
least fixed point is, finally, defined more specifically thus:

.6 v 0x] = V(6) U Ry([ix.6 v 0x]) (38).

A non-deterministic automaton is a tuple A = (A = Acc, a;), with A a
finite set of states, a; being the initial state of A; = is a transition function
sit. =0 A - p(A); and Acc € A is an acceptance condition which specifies
admissible conditions on = (60, 66).

Let two Kripke models A = (A, a) and S = (S, s), be bisimilar if and
only if there is is a non-empty binary relation, Z < A x S, which is satisfied,
if:

(i) For all acAand seS, if aZs, then a and s satisfy the same proposition
letters;

4 Alternatively, M,s |- ¢ if seV(e) (9).
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(ii) The forth condition. If aZs and Raa, vy ... v,, then there are v’y ...
v, in S, s.t.

e for all i (1 <i < n)v,Zv';, and

e Rias, v ... Vg

(iii) The back condition. If aZs and R’as, v’y ... v'p, then there are vy ...
v, in A, s.t.

e for all i (1 <i <n)v;Zv’; and

e Raa, vi ... v, (see Blackburn et al, 2001: 64-65).

Bisimulations may be redefined as relation liftings. We let, e.g., a Kripke
functor, K, be such that there is a relation K < K(A) x K(A’) (Venema,
2020: 81). Let Z be a binary relation s.t. Z € A x A’ and pZ < p(A) x
©(A%), with

oZ = {(X, X') | VxeXIx’eX’ with (x, x')€Z A Vx'eX'IxeX with (x,
x’)eZ} (op. cit.). Then, we can define the relation lifting, K, as follows:

K = {[(r, X), (7', X))] | 7 = «” and (X, X")epZ} (op. cit.).

Finally, given the Kripke functor, K, K can be defined as the g-automaton,
i.e., the tuple A = (A, =, a;), with a;eA defined again as the initial state
in the set of states A; and = defined as a mapping such that = : A —
©3(KA), where the 3 subscript indicates that (a, s)eA xS — {(a’, s) € K(A)
x S| a € E(a)} (93). The duality between the categories of coalgebras,
A, and algebras, S, and the definition of the functor, K, as an expression
relation expressed by p-automata, provide an account of expressivism for
self-knowledge.’

The philosophical significance of the foregoing can now be witnessed by
defining the p-automata on an alphabet; in particular, a non-transitive set
comprising a bounded real-valued, ordered sequence of terms for chromatic
properties. Although the non-transitivity of the ordered sequence of terms for
color hues belies modal axiom 4, such that one can know that a particular
point in the sequence has a particular value although not know that one
knows that the point satisfies that value, terms for chromatic values, ¢, in
the non-transitive set of color terms nevertheless permits every sequential

5See chapter 2, for further discussion of modal and hyperintensional expressivism.
For further discussion of the convergence between expressivism and self-knowledge, see
Wittgenstein (1953/2009: 310-326); Bar-On (2004); Bar-On (2012); Wright (2012b); and
Bar-On and Wright (2023). For discussion of the convergence between self-knowledge
and Wright (2001)’s intention-based view of rule-following, see Coliva (2012), §4.4.3, and
chapter 14.
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input state in the p-automaton to define a fixed point. In order for there to
be least and greatest fixed points, there must be monotone operators defined
on complete lattices. As Venema (2020: A-2) writes: ‘A partial order is a
structure P = (P, <) such that < is a reflexive, transitive and antisymmetric
relation on P. Given a partial order P, an element peP is an upper bound
(lower bound, respectively) of a set X < P if p > x for all xeX (p < x for all
xeX). If the set of upper bounds of X has a minimum, this element is called
the least upper bound, supremum, or join of X, notation: \/X. Dually, the
greatest lower bound, infimum, or meet of X, if existing, is denoted as AX ...
A partial order PP is called a lattice if every two-element subset of P has both
an infimum and a supremum; in this case, the notation is as follows: p A q :=
A{p, a},p v a:= V{p, q} ... A partial order P is called a complete lattice
if every subset of P has both an infimum and a supremum ... A complete
lattice will usually be denoted as a structure C = (C, \/, A). ‘Let P and
P’ be two partial orders and let f: P — P’ be some map. Then f is called
monotone or order preserving if f(x) <’ f(y) whenever x <y ...” (3.1). ‘Let
P = (P, <) be a partial order, and let f: P — P be some map. Then an
element peP is called a prefizpoint of f if f(p) < p, a postfizpoint of f if p <
f(p), and a fizpoint if f(p) = p. The sets of prefixpoints, postfixpoints, and
fixpoints of f are denoted respectively as PRE(f), POS(f) and FIX(f). / In
case the set of fixpoints of f has a least (respectively greatest) member, this
element is denoted LFP.f (GFP.f, respectively)’ (3-2). The Knaster-Tarski
Theorem says, then, that, for a complete lattice, C = (C, \/, /\), with f:
C — C being monotone, f has both a least and greatest fixpoint, LFP.f =
APRE(f), and GFP.f = \/POS(f) (op. cit.).®

The epistemicist approach to vagueness relies, as noted, on the epistemic
interpretation of the modal operator, such that the invalidation of transi-
tivity and modal axiom 4 ((J¢ — [ J¢) can be interpreted as providing a
barrier to a necessary condition on self-knowledge.” Crucially, y-automata
can receive a similar epistemic interpretation.® An epistemic interpretation

6Knaster (1928); Tarski (1955).

"Williamson (private correspondence) writes: ‘My argument against KK is compatible
with there being lots of cases of knowledge that one knows. Indeed, the picture of knowl-
edge it suggests (with margins for error) suggests that there is plenty of knowledge, as I
think there is. Right now, I know that I know that I'm typing on my laptop. The failure
of KK is a limitation on self-knowledge but not a very severe one’. See Gertler (2021), for
further discussion.

8For more on the epistemic u-calculus, see Bulling and Jamroga (2011); Bozianu et al
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of a p-automaton is just such that the automaton operates over epistemi-
cally possible worlds. The automaton can thus be considered a model for
an epistemic agent. The transition function accounts for the transition from
one epistemic state to another, e.g. as one proceeds along the stages of a
continuum. A fixed point operator on a given epistemic state, e.g. [1(¢)
where [] is interpreted so as to mean knowledge-that, amounts to one way
to iterate the state. If one knows a proposition, ¢, the least fixed point
operation, ux.([J(¢)), records an iteration of the epistemic state, knowledge
of knowledge, and similarly for belief. Thus, interpreting the p-automaton
epistemically permits the fixed points relative to the arbitrary points in the
ordered continuum to provide a principled means — distinct from the satis-
faction of the KK principle — by which to account for the pertinent iterations
of epistemic states unique to an agent’s self-knowledge.

Fixed points for the iteration of epistemic states can, further, be obtained,
as with the Knaster-Tarski Theorem, by Lambek (1968)’s Theorem according
to which ‘C’ denotes a category and F' an endofunctor on it [...] a fixed point
of an endofunctor F' consists of an object X and an isomorphism between
FX and X. Hence, it can be viewed as an algebra or a coalgebra for F.
Fundamental examples are

F(uF) —, pF

the initial algebra for F', whose algebra structure ¢ is an isomorphism by
Lambek’s Lemma [...] and dually

F —. F(F)

the terminal coalgebra for F. Of course, both uF and F' are unique up
to isomorphism, if they exist’ (Adamek et al., 2018).° Fixed points for the
iteration of epistemic states can, too, be obtained from

(i) the Kleene fixed point theorem which states: ‘Let f: P — P be a
monotone function on a poset [i.e. partially ordered set: reflexive, a < a;
transitive, if a < b A b < ¢ — a < ¢; anti-symmetric, if a < b A b < a,
then a = b - D.E. | P. If P has a least element | and joins of increasing
sequences, and if f preserves joins of increasing sequences, then a least fixed
point of f can be constructed as the join of the increasing sequence:

L < f(L) < f3(L) < .7 (https://ncatlab.org/nlab/show/Kleene[pound
symbol]27s+fixed+point+theorem),'® and

(2013); and Dima et al (2014). For an examination of the modal p-calculus and common
knowledge, see Alberucci (2002).

9Lambek (1968: §2). See Addmek et al. (forthcoming).

0Kleene (1952/1971); Cousot and Cousot (1979).
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(ii) the Pohlova-Adamek fixed point theorem which states: ‘Let C' be a
category with an initial object 0 and transfinite composition of length w,
hence colimits [i.e. sums| of sequences w — C (where w is the first infinite
ordinal), and suppose F: C' — C preserves colimits of Cw-chains. Then the
colimit v of the chain

0 —; F(0) =p@) -.. F™(0) = pmq FUI(0) — ...

carries a structure of the initial F-algebra’ (https://ncatlab.org/nlab/show/Adamek[pound
symbol|27s+fixed+point+theorem). ™!

The fixed point operators in the modal p-calculus can be rendered hy-
perintensional, by defining the elements in the sets in the semantics for the
operators above, such that they are hyperintensional parts of epistemically
possible worlds, rather than whole epistemically possible worlds. The seman-
tics for each operator can then remain as presented in the foregoing, while
changing the sets and their subsets to hyperintensional epistemic states or
verifiers instead of worlds.

The fixed point approach to iterated epistemic states will provide a com-
pelling alternative to the KK principle, if Williamson’s argument against
the KK principle does not hold for all ancestral relations of knowledge but
rather only for specific applications of luminosity and modal axiom 4.!? If
Williamson’s argument does not generalize to all ancestral relations of knowl-
edge, then one can avoid the objection that the fact that ux.(((¢)) entails
that one knows that one knows that ¢ is such that the state collapses just
to KK such that the state would rarely be satisfied in light of the argument
against the KK principle. An iteration procedure via a fixed point operation
on a knowledge state is distinct from an application of modal axiom 4 i.e.
the KK principle, and provides a novel formal method for accounting for the
iteration of epistemic states.

UPohlova (1973); Addmek (1974).
12Thanks here to Jon Litland for the objection.
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Part II: The Relation between Hyperintensional Conceivability and
Metaphysical States
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Chapter 6

Conceivability, Essence, and
Haecceities

6.1 Introduction

In this essay, I endeavor to provide an account of how the epistemic inter-
pretation of two-dimensional semantics can be sensitive to haecceities and
essential properties more generally. Let a model, M, be comprised of a set of
epistemically possible worlds C; a set of metaphysically possible worlds W;
a domain, D, of terms and formulas; binary relations defined on each of C
and W; and a valuation function mapping terms and formulas to subsets of
C and W, respectively. So, M = (C, W, D, R¢, Ry, V). A term or formula
is epistemically necessary or apriori iff it is inconceivable for it to be false ([]
<= —0—). A term or formula is negatively conceivable iff nothing rules
it out apriori (¢ <= —[1—). A term or formula is positively conceivable
only if the term or formula can be perceptually imagined. According to the
epistemic interpretation of two-dimensional semantics, the semantic value of
a term or formula can then be defined relative to two parameters.! The first
parameter ranges over the set of epistemically possible worlds, and the sec-
ond parameter ranges over the set of metaphysically possible worlds. The
value of the term or formula relative to the first parameter determines the
value of the term or formula relative to the second parameter. Thus, the
epistemically possible value of the term or formula constrains the metaphysi-
cally possible value of the term or formula; and so conceivability might, given

!Chalmers and Rabern (2014: 211-212).
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the foregoing, serve as a guide to metaphysical possibility.

Roca-Royes (2011) and Chalmers (2010a; 2011; 2014) note that, on the
above semantics, epistemic possibility cannot track the difference between the
metaphysical modal profile of a non-essential proposition — e.g., that there is
a shooting star —and the metaphysical modal profile of an essential definition,
such as a theoretical identity statement — e.g., that water = H20. Another
principle of modal metaphysics to which epistemic possibilities are purported
to be insensitive is haecceity comprehension; namely, that [(Vx,y[ 13 (Px
= x=Y).

The aim of this note is to redress the contention that epistemic possibility
cannot be a guide to the principles of modal metaphysics. I will argue that
the interaction between the two-dimensional framework and the mereologi-
cal parthood relation, which is super-rigid, enables the epistemic possibility
of parthood to be a guide to its metaphysical profile. Further, if essential
properties are haecceitistic properties, then the super-rigidity of haecceitistic
properties entrains that the epistemic possibility of their obtaining entails
the metaphysical possibility of their obtaining.

In Section 2, I examine a necessary condition on admissible cases of con-
ceivability entailing metaphysical possibility in the two-dimensional frame-
work, focusing on the property of super-rigidity. I argue that — despite the
scarcity of properties which satisfy the super-rigidity condition — metaphys-
ical properties such as the parthood relation do so. In Section 3, I address
objections to two dogmas of the semantic rationalism underpinning the epis-
temic interpretation of two-dimensional semantics. The first dogma of se-
mantic rationalism mirrors Quine’s (1951) contention that one dogma of the
empiricist approach is the distinction that it records between analytic and
synthetic claims. The analogous dogma in the semantic rationalist setting is
that a distinction can be drawn between contextual intensions by contrast
to epistemic intensions. The second dogma states that there are criteria on
the basis of which formal from informal domains, unique to the extensions of
various concepts, can be distinguished, such that the modal profiles of those
concepts would thus be determinate. I examine the Julius Caesar problem
as a test case. I specify, then, a two-dimensional formula encoding the rela-
tion between the epistemic possibility of essential properties obtaining and
its metaphysical possibility, and I generalize the approach to haecceitistic
properties. In Section 4, I address objections from the indeterminacy of on-
tological principles relative to the space of epistemic possibilities, and from
the consistency of epistemic modal space. Section 5 provides concluding
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remarks.

6.2 Swuper-rigidity and Hyper-rigidity

Mereological parthood satisfies a crucial condition in the epistemic interpre-
tation of two-dimensional semantics. The condition is called super-rigidity,
and its significance is that, unless the semantic value for a term is super-
rigid, i.e. maps to the same extension throughout the classes of epistemic
and metaphysical possibilities, the extension of the term in epistemic modal
space risks diverging from the extension of the term in metaphysical modal
space.? Chalmers provides two other conditions for the convergence between
the epistemic and metaphysical profiles of expressions. In his (2002), epistem-
ically possible worlds are analyzed as being centered metaphysically possible
worlds, such that conceivability entails metaphysical (1-)possibility. In his
(2010), the epistemic and metaphysical intensions of terms for physics and
consciousness are argued to coincide, such that the conceivability of physics
without consciousness (i.e. zombies) entails the metaphysical possibility of
physics without consciousness. Thus, the 1- and 2-intensions of an expression
can converge without super-rigidity. In this chapter, however, I focus just
on the role of the super-rigidity condition in securing epistemic possibility as
a guide to modal metaphysics. Super-rigidity ought to be replaced by the
hyper-rigidity condition specified below, in hyperintensional contexts.

There appear to be only a few expressions which satisfy the super-rigidity
condition. Such terms include those referring to the properties of phenome-
nal consciousness, to the parthood relation, and perhaps to the property of
friendship (Chalmers, 2012: 367, 374). Other candidates for super-rigidity
are taken to include metaphysical terms such as ‘cause’ and ‘fundamental’,
and logical constants such as ‘A’ (Chalmers, op. cit.). However, there are
counterexamples to each of the foregoing proposed candidates.

Against the super-rigidity of ‘fundamental’, Fine (2001: 3) argues that a
proposition is fundamental if and only if it is real, while Sider (2011: 112, 118)
argues that a proposition is fundamental iff it possesses a truth-condition (in
a ‘metaphysical semantics’, stated in perfectly joint-carving terms) for the
sub-propositional entities — expressed by quantifiers, functions, predicates —
comprising the target proposition. The absolute joint-carving terms are taken

2See chapter 7.
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to include logical vocabulary (including quantifiers), metaphysical predicates
such as mereological parthood, and physical predicates.

Against the super-rigidity of ‘cause’, Sider (op. cit.: 8.3.5) notes that
a causal deflationist might argue that causation is non-fundamental. By
contrast, a causal nihilist might argue that causation is non-fundamental as
well, though for the distinct reason that there is no causation. So, while both
the deflationist and nihilist believe that ‘cause’ does not carve at the joints
— the nihilist can still state that there is a related predicate, ‘cause™’, such
that they can make the joint-carving claim that ‘Nothing causes™ anything’,
whereas the deflationist will remain silent, and maintain that no broadly
causal locutions carve at the joints.

Against the super-rigidity of the logical connective, A, the proponent of
model-theoretic validity will prefer a definition of the constant according to
which, for propositions ¢ and ¥ and a model, M, M validates ¢ A v iff M
validates ¢ and M validates . By contrast, the proponent of proof-theoretic
validity will prefer a distinct definition which makes no reference to truth,
according to which A is defined by its introduction and elimination rules: ¢,
V=AY oA E G AYE Y

Finally, referring expressions for physical entities, such as ‘metric tensor
field’, might have a rigid intension mapping the referring expression to the
same extension in metaphysical modal space, and a non-rigid intension map-
ping the referring expression to distinct extensions in epistemically possible
space, such that what is known about the referring expression is contingent
and might diverge from its necessary metaphysical profile.* That physical
terms are not super-rigid, i.e. epistemically and metaphysically rigid, might
be one way to challenge the soundness of the conceivability argument to
the effect that, if it is epistemically possible that truths about consciousness
cannot be derived from truths about physics, then the dissociation between
phenomenal and physical truths is metaphysically possible (see Chalmers,
2010: 151).

Crucially for the purposes of this chapter, there appear to be no clear
counterexamples to the claim that mereological parthood is super-rigid. If
this is correct, then mereological parthood in the space of epistemic modality
can serve as a guide to the status of mereological parthood in metaphysical
modal space. The philosophical significance of the foregoing is that it be-
lies the contention proffered by Roca-Royes (op. cit.) and Chalmers (op.

3See Arntzenius (2012: 72-73), for the definition, and discussion, of metric tensor fields.
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cit.) concerning the limits of conceivability-based modal epistemology. The
super-rigidity of the parthood relation permits the conceivability of mereo-
logical parthood to bear on its metaphysical profile. I argue further that —
supposing essential properties are haecceitistic properties, and essential and
haecceitistic properties are super-rigid — the conceivability of haecceitistic
properties obtaining can be a guide to the metaphysical possibility of haec-
ceitistic properties obtaining.

In the hyperintensional setting, the super-rigidity property is replaced by
a hyper-rigidity property, which is defined as follows:

(*) M,seS,s*eS* | p iff:
(i) Vc's[p]*¢ = 1 if se[p]*; and
() Vise[p]** = 1 if s*e[p]*

6.3 Two Dogmas of Semantic Rationalism

The tenability of the foregoing depends upon whether objections to what
might be understood as the two dogmas of semantic rationalism can be cir-
cumvented.

6.3.1 The First Dogma

The first dogma of semantic rationalism mirrors Quine’s (1951) contention
that one dogma of the empiricist approach is the distinction that it records
between analytic and synthetic claims. The analogous dogma in the seman-
tic rationalist setting is that a distinction can be drawn between contextual
intensions — witnessed by differences in the cognitive significance of two sen-
tences or terms which have the same extension, e.g., with x = 2, ‘x?’ and
‘2x’" — by contrast to epistemic intensions. Chalmers (2006) delineates ortho-
graphic, linguistic, semantic, and cognitive (including conceptual) contextual
intensions, and argues that they are all distinct from epistemic intensions in
light of apriority figuring in the definition of the epistemic possibilities which
are input to the latter functions. The distinction coincides with two interpre-
tations of two-dimensional semantics. As noted, the epistemic interpretation
of two-dimensional semantics takes the value of a formula relative to a first

4Thanks to Josh Dever for the objections.
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parameter ranging over epistemically possible worlds to determine the exten-
sion of the formula relative to a second parameter ranging over metaphysi-
cally possible worlds (see Chalmers, op. cit.). According to the metasemantic
interpretation, a sentence, such as that ‘water = Hy0’, is metaphysically nec-
essary, whereas assertions made about metaphysically necessary sentences
record the non-ideal epistemic states of agents and are thus contingent (see
Stalnaker, 1978, 2004). The first dogma is thus to the effect that there are
distinct sets of worlds — sets of either epistemic possibilities or of contextual
presuppositions, respectively — over which the context ranges in the epistemic
and metasemantic interpretations.

If no conditions on the distinctness between contextual and epistemic
intensions can be provided, then variance in linguistic intension might adduce
against the uniqueness of the epistemic intension. Because of the possible
proliferation of epistemic intensions, conditions on the super-rigidity of the
formulas and terms at issue might thereby not be satisfiable. The significance
of the first dogma of semantic rationalism is that it guards against the collapse
of epistemic and linguistic intensions, and thus the collapse of language and
thought.

A defense of the first dogma of semantic rationalism might, in response,
be proffered, in light of the status of higher-order distributive plural quantifi-
cation in natural language semantics. Plural quantifiers are distributive, if
the individuals comprising the plurality over which the quantifier ranges are
conceived of singly, rather than interpreting the quantifier such that it ranges
over irreducible collections. Natural language semantics permits plural quan-
tification into both first and second-level predicate position. However, there
are no examples of plural quantification into third-level predicate position
in empirical linguistics, despite that examples thereof can be readily coun-
tenanced in intended models of formal languages. As follows, higher-order
plural quantification might adduce in favor of the first dogma of semantic
rationalism, to the effect that contextual linguistic and epistemic intensions
can be sufficiently distinguished.

6.3.2 The Second Dogma

The second dogma of semantic rationalism mirrors Quine’s (op. cit.) con-
tention that another dogma of empiricism is the reduction of the meaning of a
sentence to the empirical data which verifies its component expressions. The
analogous dogma in the semantic rationalist setting states that individuation-
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conditions on concepts can be provided in order to distinguish between con-
cepts unique to formal and informal domains. The significance of the second
dogma of semantic rationalism is that whether the objects falling under a
concept belong to a formal domain of inquiry will subsequently constrain its
modal profile.

The analogous dogma in the semantic rationalist setting states that individuation-
condit