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Abstract. The project is aimed at an arduous task of precise identification of medicinal plant species with the problem 

being pertinent in those industries that include botany, Ayurveda, pharmacology, and biomedical research. Most of the 
traditional identification methods are quite serious challenges for users, researchers, and students because they are usually 
time-consuming, knowledge-intensive, and prone to human errors. Our proposal develops an advanced web-based 
application for this process by utilizing state-of-the-art methods in image processing and machine learning. We will 
create a platform where users can upload or take pictures of plant specimens and obtain accurate identifications and 
comprehensive medical information by using machine learning algorithms with plant species image datasets. This 
application is done in a way that the interface would be user-friendly and favor research, identification, and learning, 
especially for Ayurvedic practitioners, biomedical specialists, botanists, and students. Therefore, our project is aimed at 

developing an exhaustive and reliable solution for medicinal plant identification and study by overcoming the 
deficiencies of existing systems, such as a small dataset, poor variable quality, and lack of complete medicinal 
information. 

Keywords. Medicinal plant identification, Deep Learning, Convolutional neural network, Transfer Learning, MobileNetV2, 
image classification. 

1. INTRODUCTION 

Medicinal plants are very important in health care through their medicinal values. Proper application of 

the medicinal plants, however, necessitates proper identification. The conventional ways of doing this are 

laborious and fallible to human error. Recent advances in machine learning opened new avenues in the 
application of computers for automation of plant identification by picture methods. Recent research has shown 

great utility of image processing techniques in medicinal plant identification and underlines the potential AI-

enabled solutions may bring in the domain. Deep learning has proven promising as applied to improving picture 

classification tasks, especially through transfer learning by using pre-trained models like MobileNetV2. 

Plant leaf classification has also been attempted with high success rates using convolutional neural 

networks. This project aims for the development of a highly scalable and efficient deep learning model capable 

of medicinal plant identification from images using augmentation techniques and transfer learning. The end 

product is an automated system that minimizes manual labor, makes fewer mistakes, and is applicable in most 

researches in botany and medicine. 

2. RESEARCH METHODOLOGY 

This is a project that uses deep learning specifically CNNs in the classification of images of 

medicinal plants' leaves to identify the medicinal plants. It relies on existing knowledge and image processing 

in order to accurately distinguish the varieties of plants, thus eventually leading to easy retrieval of their 

information. The research was useful in showing how automated plant classification can be used well in 

herbal medicine and farming but pointed out drawbacks such as data variety and model performance. 



INTERNATIONAL JOURNAL OF ENGINEERING INNOVATIONS AND MANAGEMENT STRATEGIES, VOL 1, NO 1, DEC 2024 

Page No.:  2 
 

 
1. Generation of Image Data and Preprocessing: Generate images of medicinal plants for both the 

training set and validation set, retrieval from public-accessible databases. Preprocess the images to feed 

a model. One can also enhance the diversity in a dataset through augmentation techniques like flip and 

zoom along with random rotation of the image using Keras ImageDataGenerator in varied 

combinations. This enables a model to generalize properly for any variation in the images. 

 

2. Model Architecture: The MobileNetV2 is pre-trained on the ImageNet dataset, and this will be used 

to develop the classification model. There is an application of transfer learning combined with addition 

of customized layers on top of the frozen foundation layers of MobileNetV2 to serve the purpose of 

categorization. These are custom layers with global average pooling layer followed by the dense fully 

related layers of 128 neurons with ReLU activation with softmax output layer for multi-class 

classification. The optimization by Adam optimizer after trainable categorical cross entropy. 

 

3. Training and Evaluating the Model: The model is trained on the developed dataset with an 80/20 

split between the training and the validation sets; it took 30 epochs, learning rate reduction was 

implemented when there was a halt in the improvement of validation loss and early halting to avoid 

overfitting. For the model, accuracy, precision, recall, and F1-score measurements were done, with an 

emphasis on the model's ability to classify the plant species in question. At such a point, the model was 

saved as an H5 file for later use once its results met with sufficiency. 

 

4. Web Application Development: Web application was built using the streamlit framework, Python-

based, which helps to develop interactive web applications. The users could upload plant images into 

the application and get real-time classification results. Before the image can be fed into the model for 

prediction, it will first pass through resizing it into 224x224 and normalizing pixel values. The saved 

medicinal_leaf_classifier.h5 model is loaded using TensorFlow. The online application contains a 

conversational assistant that interacts with the Google Gemini API. Users can ask queries regarding the 

classified plant after classification. The assistant will reply accordingly with relevant information. 

Real-time conversational feedback is provided with the help of the integrated Gemini chat-bot API.

  

3. THEORY AND CALCULATION 

Deep learning, primarily CNNs, uses the concept of image classification to classify medicinal plants. 

The discipline of deep learning adds a new dimension to the processing of images through simpler tasks, as 
opposed to the earlier methods, which consumed more time and called for human expertise. These CNNs are 

neurons in layers that extract features from images; it allows the model to develop learning about complex 
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patterns. This capacity is particularly helpful in the identification of very similar species of plants because this 

model can see the tiniest differences in the characteristics of these species. 

This project adopted the architecture of MobileNetV2, which is efficient as well as very effective in the 

classification of images. MobileNetV2 uses depth-wise separable convolutions and reduces the computational 

complexity without losing too much accuracy. It is the reason why MobileNetV2 is particularly utilized for 

mobile devices as well as applications that have few available resources. Our model gets the knowledge from 

training this great abundance of images known as ImageNet through transfer learning with MobileNetV2. 

This involves computation in the training of the model and assessment. This model resizes the images 

to standard pixels of 224 by 224. Then it normalizes the images such that the input is normalized. This model, in 

learning, tries to minimize the errors with its prediction and measures these deviations from the actual and the 

classification as computed from the loss function. These are accuracy, precision, recall, and F1-score. These are 

calculated after the training of the model. All of these give a representation in percent about how accurately the 

model can identify the plant. Calculations help understand the performance of the model; hence, advancements 

are being made in healthcare for automated identification of medicinal plants. 

3.1. Mathematical Expression and Symbols 

Many mathematical expressions and symbols are utilized for the purpose of describing processes of 

training and evaluating models. 

 

Model Training: The training procedure computes the categorical cross-entropy loss function, given by 

 

L(y,ŷ)= -∑ 𝑦ₖ𝑁
𝑘=1 log(ŷₖ) 

where y is the actual labels (one-hot encoded), ŷ represents the output predictions, and N is the number of 

classes. The optimizer used here is Adam which is a stochastic gradient descent optimizer for training the 

models on gradients computed from the gradients of the loss function to update the model weights towards 

finding minimum error.  

 

 

Prediction and Evaluation Metrics: After training, the model's performance is evaluated using accuracy, 

precision, recall, and F1-score. Accuracy is calculated as: 

 

    Accuracy = 
𝑁𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
 

 

Precision and recall are calculated based on true positives (TP), false positives (FP), and false negatives (FN): 

 

Precision = 
𝑇𝑃

𝑇𝑃+𝐹𝑃
  and Recall = 

𝑇𝑃

𝑇𝑃+𝐹𝑁
 

 

The F1-score, which balances precision and recall, is given by:   

 

 F1 Score = 2 * 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
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4. RESULTS AND DISCUSSION 

 

 
 

       The strength of the results produced by our medicinal plant-identification model in classifying 

different types of medicinal plants based on a given image is extremely good. After developing this, I tried 

measuring how well the model was performing and what accuracy it would have on the dataset by showing 

it as quite effective in telling apart different classes of plants. Some classes clearly emerged in the 

confusion matrix, while for others it was hard to tell whose feature was pretty much similar. 

 

    Since the model was classified with very good precision, it was based on the utilization of 

convolutional neural networks. New research has come up with how CNNs are efficient in plant 

classification. Our approach justifies common issues met in the literature, such as the lack of availability of 
big labelled datasets for training. We applied the MobileNetV2 architecture, with transfer learning, and 

therefore exploited the pre-trained weights acquired from a much larger dataset to enable improvement in 

performance while folding the training. 

 

    Our study finally contributes to emergent work on plant medicinal identification, where there is great 

emphasis on the value placed on image processing techniques. Hence, by combining image pre-processing 

and deep learning-based approaches, this work would lay out a feasible solution in related herbal medicine 

and agriculture fields. Precision, recall, and F1-score of the model portray balanced performance across the 

classes of plants. Fine-tuning and data augmentation are further chances for improvement that would make 

it much more robust in realistic uses. Thus, deep learning may be quite feasible to be applied to the task of 

medicinal plant identification and serves as a foundation for possible further advancements. Further 
prospects for improvement in the project include finer tuning of the settings applied to the model, data 

augmentation to ensure increased variability for a diversified dataset. Real-world examples in several 

quantities can also make the model more reliable and adaptive. 
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5. CONCLUSION 

This study would be possible to use convolutional neural networks to make species identification of 

medicinal plants a reality and to make differentiation of different plant species achievable by image 

analysis of their leaves. Its accuracy level is a bit high, potentially acceptable for practical usage in herbal 

medicine, agriculture, or conservation. Its performance may however vary with the factors such as its 

surroundings, the extent of the quality of images and the variety of different types of plants in the dataset 
for which some types of classes are hard to classify on the basis of similar leaf shapes. Future work on the 

scenario would involve creating a varied example of plants through the data set and using advanced 

techniques that could make the model more robust. This would further enhance the accuracy and range of 

this tool with regard to information about plant traits and habitats and, therefore, throw up identification 

problems and highlight the role of machine learning in plant identification and its place for future research 

into automated classification systems. 
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