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Abstract. Is the brain the biological substrate of consciousness? Most naturalistic philosophers of mind have supposed that the answer must obviously be «yes » to this question. However, a growing number of philosophers working in 4e (embodied, embedded, extended, enactive) cognitive science have begun to challenge this assumption, arguing instead that consciousness supervenes on the whole embodied animal in dynamic interaction with the environment. We call views that share this claim dynamic sensorimotor theories of consciousness (DSM). Clark (2009), a founder and leading proponent of the hypothesis of the extended mind, demurs, arguing that as matter of fact the biology of consciousness doesn’t allow for a brain, body and world boundary crossing architecture. We begin by looking at one of the arguments for DSM, the variable neural correlates argument. We then outline two criticisms that Clark has made of this argument and endorse his criticisms. However we finish up by using the case of sensory substitution to argue that something of this argument for DSM nevertheless survives. We suggest that Clark ought to concede sensory substitution as a case in which the conscious mind extends.
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Introduction
Conscious experiences have a subjective qualitative character that seems to resist our best efforts at scientific explanation; a problem Chalmers (1996) has famously labelled the hard problem of consciousness. Of the philosophers that think this problem will turn out to be a tractable scientific problem, the majority have taken the brain to be the seat of consciousness. Aside from the intuitive plausibility of such a position
, added support has come from recent work in cognitive neuroscience that attempts to identify the so-called neural correlates of consciousness (NCCs). NCCs are commonly defined as neural representational systems the activation of which is sufficient to bring about the occurrence of a specific conscious percept when the right neural background conditions are in place
. We know from Penfield’s ground-breaking studies (1963) mapping the brains of epileptic patients that direct stimulation to the cortex in conscious subjects can bring about experiences with a very particular phenomenology such as the auditory experience of a Beethoven symphony. The idea behind NCCs is that something similar is true of experience more generally: if a clever neuroscientist could isolate and stimulate just the right cortical areas in a conscious subject this neural activity would be sufficient to bring about any experience.  

In recent years, a number of philosophers sympathetic to the extended mind hypothesis have cast doubt on the assumption that the biological machinery supporting conscious experience is located completely within the head of an individual. Susan Hurley (2010) asks for instance why we should take the boundary of skin and skull to be in some way special and privileged when it comes to explaining consciousness. Most scientists working on consciousness would concede that it is unlikely to be features of individual cells that accounts for consciousness. Instead the explanation is likely to be found in dynamic patterns of activation spread across large populations of neurons. Why think the boundary of skin and skull is somehow privileged so that it is only neural processes taking place within this boundary that can support conscious experience? Hurley reminds us that “Brains are in continuous causal interaction with their bodies and their environments” so “Why should dynamics distributed within a pre-specified boundary be capable of explaining qualities, while those beyond are in principle ineligible?” (Hurley 2010, p. 112) In a similar vein, Alva Noë (2009) has argued that the biological substrate of consciousness is the whole organism in an environment. Consciousness, he suggests, requires “the joint operation of the brain, body and world”; it is “an achievement of the whole animal in its environmental context” (op cit., p.10). An engine must be properly embodied in a car and situated in the right kind of context if it is to be usable for driving (Noë 2004, p. 211). Noë argues that the same is true of the brain: neural processes are of course necessary for consciousness, but it is only if these neural processes are coupled in the right way to a body in the world that we get the kinds of experiences we typically enjoy. A brain that wasn’t embodied and embedded in the natural world in the way we are, might well be able to support some kind of experience. Noë doubts however that it could support the phenomenologically rich, stable and detailed world-presenting experience we typically enjoy. Thus Hurley and Noë hypothesise that the biological machinery of consciousness will most likely turn out to be brain activity coupled to a body in interaction with its environment.
 We will call this the Dynamic Sensorimotor Theory (which we’ll henceforth abbreviate as DSM). 
Hurley and Noë have made a case for DSM partly on the basis of neural plasticity. We will call this argument for DSM the variable neural correlates argument, since neural plasticity provides us with real world biological cases in which the same function is realised in distinct neural circuits. We’ll discuss the argument in much more detail below, but briefly Hurley and Noë describe two kinds of case. In the first, neural activity varies due to rewiring but continues to realise experiences of the same type. In the second, we get variation in neural activity that realises experiences of a different type. The variable neural correlates argument claims that DSM gives us the best explanation of these two cases. 

In a recent paper, Andy Clark (2009) has argued that the variable neural correlates argument can at best tell us something about how to individuate the contents of conscious experiences. It fails as an argument for DSM, which is a hypothesis about the vehicles of conscious experience, the biological machinery that realises conscious experience. Clark is well known for his defence of the extended mind hypothesis; the theory that the biological machinery of mind can cross the boundary of skin and skull to include as proper parts resources located in the extra-organismic environment. Clark is explicit however that the mind he takes to sometimes extend is the unconscious mind of dispositional states like beliefs and memories. He has consistently distanced himself from views like DSM that try to generalise the extended mind hypothesis beyond its natural home in unconscious cognition to consciousness.  

We will offer a partial defence of the variable neural correlates argument by revisiting the case of sensory substitution devices (SSDs), one of the examples of variable neural correlates that Hurley and Noë (2003) used in making their original argument. SSDs are systems that, following a period of training, provide the visually impaired with a quasi-visual mode of access to the world (Bach-y-Rita & Kercel 2003). They work by converting images captured by a camera into electrical and vibratory stimulation or sound frequencies that are then delivered to a normally functioning sense like touch or hearing. Through training, the perceiver discovers patterns in the sensory stimulation that provide them with a mode of access to the world analogous to vision. These devices exploit the cross-modal plasticity of the brain, the potential of any sensory cortical area to process inputs from other sense modalities. Thus they give us a real world example of variable neural correlates. 
Clark (2003; 2008, ch.2) has argued that SSDs are examples of human-machine interfaces that in the suitably trained up perceiver yield an “extended or enhanced agent confronting the wider world” (Clark 2008, p. 31). We will argue that if Clark is consistent, he ought to concede that the experiences of SSD users count as examples in which the conscious mind is extended. Thus there is at least one real world case in which the machinery of consciousness crosses the boundary of skin and skull to include a body in the world. We will then consider why the substrate of experience might be said to extend in the case of SSD perception, and we’ll argue that the answer lies with neural plasticity. Might a suitably reconfigured version of the variable neural correlates argument provide us with grounds for supporting DSM after all? We won’t attempt to defend such a claim in what follows, but will rest with the more modest claim that SSDs provide us with a real world example of the extended conscious mind. This is something that Clark is already committed to, at least on our understanding of 
the extended mind. The argument to follow is thus relatively (though we’ll see in the final section, not entirely) independent of DSM.

Neural Deference and Neural Dominance 
Thinking about brain plasticity gives us a way of tackling one of the many difficult questions associated with the hard problem – why brain activity should be associated with one specific quality rather than another. This is a question that can be raised both for the senses and for specific qualitative experiences within a modality. Thus we can ask why activation of visual cortex is associated with vision rather than touch, or why activation of V4 in occipital cortex should be associated with a visual experience of a reddish quality rather than a greenish quality?
 Neural plasticity is interesting because it gives us biological, real world cases in which we find the relevant contrasts in experience either through rewiring or rerouting. It is a robust finding, for instance, that in early blind subjects we find activation of area V1 in visual cortex during Braille reading (see e.g. Sadato et al. 1996). Visual cortex is being used in these subjects to process non-standard inputs, but the phenomenology of Braille reading is presumably tactile. Thus we have here a case in which V1 is involved in supporting experiences in different sense modalities, and we can ask what explains this difference. 
We can also raise a further question. Sometimes a brain area such as V1 doesn’t defer to its non-standard inputs as we find in the early blind Braille readers, but instead it dominates, supporting experiences of the type it is typically associated with, even when activated by atypical sensory inputs. Consider for instance phantom limb patients that continue to experience pain in a limb that has been amputated. Ramachandran and colleagues have hypothesised that phantom pain is the result of neural rewiring (Ramachandran and Blakeslee 1998; Ramachandran and Hirstein 1998). The cortical area normally activated when the subject’s arm is touched is adjacent with a region activated by touch to the face. When the subject’s arm is amputated, the region activated by the face invades its neighbouring region with the consequence that when the persons face is touched this activates the region previously associated with tactile sensations in the arm. However the subject doesn’t undergo a tactile experience in the face area, but feels like the amputated limb has been touched. Cortex dominates its non-standard inputs: it continues to realise an experience in an arm that is no longer there, even though the inputs that are activating this area of cortex are tactile inputs to the face.  Something similar happens in colour-grapheme synaesthesia in which area V4 sensitive to colour is activated by letters and words (Nunn et al. 2002).
 Abnormal inputs in the form of letters and words activate V4 but V4 continues to play a role in realising colour experience, and doesn’t defer to its non-standard inputs. The question Hurley and Noë (2003) raise is why it should be that an area of cortex should dominate unusual inputs in some cases while deferring and changing the type of experience it supports in other cases? 


In the next section we will turn to the DSM and consider how it might be developed so as to answer the questions we’ve just raised. However, before we take up this challenge we’ll briefly pause to add a little more precision to our definitions of neural dominance and deference. Neural deference is a form of plasticity that is found when a cortical area is activated by atypical inputs and on the basis of these inputs realises a novel type of experience.
 Thus we can compare a normal brain with a brain in which neural deference occurs (this is the “variability” referred to in the term “variable neural correlates”). When we have a case of neural deference we will find activation of the same cortical area by distinct types of inputs and the cortical area realising different types of experience in the two subjects. Neural dominance is a form of plasticity we get when a cortical area is activated by abnormal inputs, but it continues to realise the type of experience it would normally realise despite these unusual inputs. Comparing the brain of a normal subject with a brain in which neural dominance occurs, we find one and the same cortical area activated by inputs of different types, but the cortical area realising the same type of experience. What is common to both of these varieties of plasticity is that a cortical area is dealing with unusual and atypical types of input. The two questions we have just raised can thus be formulated as follows: 

1. When the brain defers why does the same cortical activity figure in the realisation of experiences of different types? 

2. Why does cortex defer to non-standard sensory inputs in some cases, but dominate them in others? 


The Variable Neural Correlates Argument

Hurley and Noë suggest we will struggle to find answers to the questions we have just raised, so long as we persist in the belief that the physical substrate of consciousness is housed within the brain. We will call the view that the activation of a neural representational system is metaphysically sufficient to bring about an experience of a given type, Intracranialism. Intracranialism is committed to answers to our two questions that appeal to a mapping that takes us from neural activity of a specific type to experience of a specific type. Why does this mapping persist in the case of dominance, but switch in the case of deference? When we try to answer this question we run into an aspect of the hard problem. What is it about the intrinsic, structural organisation of neurons that could explain why the plastic brain supports the same type of experience when it dominates, and a different type of experience when it defers? Notice that this isn’t simply the problem of accounting for the qualities of experience in terms of the intrinsic properties of electrical and biochemical neuronal activity. This is of course a significant part of the problem, but there is also the further question about why the brain should behave so differently in response to non-standard inputs, changing the type of experience it normally realises when it defers, but not when it dominates. 
Hurley and Noë argue that the DSM has a clear advantage over intracranialism when it comes to addressing these difficult questions. The DSM takes the qualities of experiences to be explained by the dynamics of the embodied perceiver in her interactions with the environment. More specifically, as she moves her eyes, head and whole body the relation she stands into distal stimuli will be constantly changing. Within these changes in stimulation there will be patterns and regularities or what are sometimes called sensorimotor contingencies (O’Regan & Noë 2001). It is these patterns or regularities in stimulation generated through movement that DSM takes to account for the qualities of experience. Sensorimotor contingencies are:
 “dynamic patterns of interdependence between sensory stimulation and embodied activity. What drives changes in qualitative expression of a given area of cortex….(are) higher-order changes, in relations between mappings from different sources of input to different areas of cortex and from cortex back out to effects on those sources of input, which are in turn fed back to various areas of cortex”. (Hurley and Noë 2003, p. 146).
There’s some potential for confusion in Hurley and Noë’s talk of “sensory input”, which can be read as referring either to proximal changes taking place in receptor cells at the sense organ, or to the distal stimuli that are the external causes or sources of those changes.
 We will take DSM to be the claim that the qualities of experience derive from patterns in stimulation that arise from a perceiver’s embodied interaction with the environment. To borrow an example from Noë, the flavour sensation one enjoys when drinking a glass of wine is in part the result of the agent-environment interaction that unfolds as the wine rolls across one’s tongue (Noë 2004, p. 220). The “input” in this case is the wine in one’s mouth, and the “higher-order changes” Hurley and Noë refer to above are the result of the tongues interaction with the wine. There are then at least two distinct mappings, the first from the distal stimulus located in the external environment that causes changes in the sense organ, and the second from these changes in sense receptors to the top-down and bottom-up neural processing of this input that leads to experience.
 
DSM appeals to both of these kinds of mappings to account for the qualities of experience. This would seem to give DSM an additional set of explanatory tools not available to the intracranialist. DSM can argue that the first mapping does important work in explaining the qualities of experience.
 This, to repeat, is the mapping from the distal causes of the stimuli to proximal changes in the sense organ, and the effects of movement on the perceiver’s relation to distal stimuli. The conceptual palette available to the intracranialist explanation of consciousness is impoverished by comparison; they can at best appeal to interactions taking place within cortex. DSM can in addition invoke dynamical higher-order patterns in stimulation generated through a perceiver’s embodied interactions with the world. Many philosophers have agreed with Chalmers (1996) that any explanation of consciousness that appeals only to electrical and biochemical neural activity will leave us feeling completely in the dark about why experience should have the qualitative character it does. DSM would seem to have something else up its sleeve not available to the intracranialist when it comes to addressing this question.
 

DSM also purports to have an answer to the question of why the brain defers to non-standard inputs in some cases, and dominates in others. Take a case like that of the phantom sensations discussed above in which the brain dominates atypical inputs so as to realise the illusory feeling of sensations in an amputated limb. Hurley and Noë suggest you find neural dominance whenever neural activity “dangles”, and is not suitably “tied” into a subject’s dynamic interaction with the environment (2003, p. 159).
 In the case of phantom sensations, input to the cortical area in question will normally not be affected by the perceiver’s movement. After all the input is processed as originating in a body part the subject no longer possesses. Now consider what happens to phantom sensations when the perceiver is provided with mock feedback from the world as in Ramachandran’s famous mirror box experiments (Ramachandran & Rogers-Ramachandran 1996). The mirror box provides Ramachandran’s patient with a mirror image of his hand in the felt position of his phantom hand. The subject is then asked to try moving both his hands generating illusory visual feedback of his phantom hand moving. The subject has information in the form of a motor command that he is trying to move his hand, and he gets visual feedback that tells him his hand is moving. As the result of this agreement between afferent and efferent information, he feels like he is moving his hand. When the cortical activity that realises the phantom sensation is properly integrated into the perceiver’s interaction with the world, the subject’s experience changes. Conversely when the cortical activity is unaffected by the perceiver’s interactions with the environment, you get neural dominance. 

Whenever we find neural deference, this is the result of a cortical area adapting in such a way as to realise types of experience that fit with the distal source of the driving input. As one might expect, Hurley and Noë suggest that the explanation of neural deference is to be found in the way in which a cortical area participates in the perceiver’s dynamic sensorimotor interaction with the environment. Consider as an example of neural deference what happens in the brains of congenitally or early blind users of sensory substitution devices (SSDs). Ptito & Kupers (2005) trained early blind subjects to use a tongue display unit (TDU) that translates visual information received by a camera into electrotactile pulses delivered to the tongue. In one study, blind subjects and controls were trained to discriminate the up, right, left, and down orientation of the letter T presented on a laptop. Using PET-imaging (Positron Emission Tomography), they found activation of “large areas of occipital (cuneus, inferior, medial and lateral occipital cortex), occipito-parietal and occipito-temporal (fusiform gyrus) cortices” in blind subjects, but no activation of visual cortex in controls (Ptito & Kupers 2005, p. 486). Ptito and Kupers suggest that in blind subjects, visual cortex is recruited for tactile discrimination, and the tongue acts as “a portal to visual cortex” in much the same way as the fingers do in blind readers of Braille. 

The activation of occipital cortex in the blind user of the SSD is an example of neural deference. Recall how neural deference is a form of plasticity that is found when a cortical area is activated by atypical inputs and on the basis of these inputs realises a novel type of experience. Visual cortex isn’t normally activated by tactile inputs, indeed in controls Ptito and Kupers found absolutely no activation of visual cortex. Hence tactile inputs to visual cortex certainly count as atypical inputs. When visual cortex is activated, what type of experience do blind users of the TDU undergo? This is a difficult question that has received much interesting discussion in the relatively small philosophical literature that deals with sensory substitution.
 The answer we favour is that while all users of the TDU undergo tactile sensations, the perceptual experiences of trained and skilled users of the TDU are not merely tactile. The device translates visual input from the camera into tactile sensations, but the skilled user is able to translate those tactile sensations back into information about objects located at a distance from the perceiver’s body. Skilled users report no longer noticing the tactile sensations on their tongue. Instead the tactile sensations are used to gain access to external objects located in the space around the perceiver’s body. Skilled users are able to attribute the cause of the tactile sensations they are undergoing to external objects, a capacity Auvray et al. (2005) refer to as distal attribution.
Is the mode of access the TDU makes available to the perceiver vision-like or does it remain purely tactile?  Consider the following recent study by Malika Auvray and co-workers reported in Auvray et al (2007).  Normally sighted subjects were trained to use the vOICe, an SSD that works by mapping inputs from webcam onto auditory outputs.  Participants were then given a feedback questionnaire in which they were asked to describe the sensory modality involved in their perceiving and what it felt like to perceive with the device. The replies were extremely varied and seemed to show that the phenomenology of SSD perception was task-dependent.  In localization tasks subjects reported having either visual experiences or a novel type of experience though some described their experience as resembling audition (Auvray & Myin 2009: 1048). In recognition tasks, one of the participants reported experiences that felt “visual when he was locating an object in space” but “auditory when he was recognizing the shape of the object”. (Deroy & Auvray, forthcoming: ms, p.5).  The answer to this question would thus seem to be that the experience of the SSD user doesn’t simply remain solely in the substituting modality, but the precise character of the experience may be task dependent.  In all cases the character of the SSD experience will depend in part on the substituting modality, but at least for some tasks it won’t be fully determined by this modality.  We will follow Deroy and Auvray in labelling this type of experience quasi-visual.

Let us return then to the finding that visual cortex is activated in congenitally blind users of SSDs. To the extent that the TDU makes available a quasi-visual mode of access to the visually impaired perceiver it qualifies as a novel form of experience. Activation of visual cortex in blind users of the TDU should be thought of as a case of neural deference then because tactile inputs are processed by visual cortex in such a way as to give the user of the TDU an experience of a novel type.
  Now recall that according to the DSM what explains neural dominance is that the cortical activity is left dangling in a way that isn’t integrated or tied into the perceiver’s dynamical interaction with the environment. According to DSM what explains neural deference is therefore sensorimotor integration. When the activation of visual cortex gives the blind user a quasi-visual mode of access to the world this is because of the user’s training, and their active use of the device. Following training the user is able to refer the source of the proximal sensory stimulation produced by the device to external objects. This is something the user can do when she acquires a familiarity with the sensorimotor contingencies generated by the device, the patterns of interdependencies that hold between self-movement and proximal stimulation brought about through movement. Once the perceiver has familiarised herself with these sensorimotor contingencies, she ceases to notice the proximal stimulation and her attention shifts to what is causing the proximal stimulation. She comes to understand that the variation in stimulation she has undergone is due to the spatial properties of external things. DSM thus locates the explanation of deference in the following hypothesis:
“It is…the way in which the neural activity is bound within a larger dynamic of interaction with the actual distal object – that explains the distinct qualitative character of experience. The intrinsic character of the neural activity itself, or the mapping between the cortical target area and the sources of the afference, does no explanatory work.” (Noë 2007, p. 463).

We are now in a position to summarise the variable neural correlates argument:
1. 
DSM makes it intelligible to us why variable neural correlates sometimes defer and sometimes dominate atypical inputs by appeal to the perceiver’s dynamic interaction with the environment.

2. 
Intracranialism fails to make it intelligible to us why variable neural correlates realise experiences of same or different type. 

3.
Any candidate biological substrate of consciousness must earn its status as a biological substrate by making it intelligible to us why neural correlates realise the experiences they do.
 
(
The biological substrate of consciousness is the whole organism in its dynamic interaction with the environment, not the brain taken in isolation from the non-neural body and environment. 
In the next section we will outline two criticisms that Andy Clark (2009) has made of the variable neural correlates argument. His criticisms strike us as pointed and on target. However we’ll go on to argue Clark ought to concede that something of the argument survives, at least for the case of SSDs. 

Clark’s Intracranialism about Consciousness 
Clark (2009) examines a number of leading arguments for a view he labels “the extended conscious mind” and we’ve been calling DSM, and finds all but one of these arguments in some way wanting. He attacks a version of the variable neural correlates argument more or less as we’ve formulated it above on two grounds, and it is this argument we will focus on here. First he points out that a natural way to individuate types of experience is by their contents. Thus when DSM purports to be explaining why variable neural correlates realise either the same type of experience or different types of experiences, this is really a claim about the contents of experience.

What DSM is explaining is how neural activity comes to realise experiences with a particular type of content. DSM provides us with a method for placing “various neural states into a content-based equivalence class” (Clark 2009, p. 971). He goes on to point out that such a result, while undoubtedly interesting, does nothing to undermine the intracranialist claim that the supervenience base for conscious experience is inside the head. To think otherwise is to run the risk of conflating a claim about the contents of experience with a claim about the nature of the representational vehicles of experience. DSM in rejecting intracranialism is of course making a claim about the vehicles of consciousness. It is denying that these vehicles take the form of neural states, hypothesising instead that the vehicles of conscious experience are cycles of embodied activity of an organism in dynamic interaction with the environment. Clark’s first criticism is that this is a claim to which DSM isn’t entitled, at least on the basis of considerations to do with variable neural correlates. 
Clark then considers whether variable neural correlates might be something of a red herring. Perhaps it is premise 3 of the argument that is doing the real heavy lifting. Thus Hurley and Noë (2003) write:

“When it is brought to our attention that certain sensorimotor contingencies are characteristic of vision, others of hearing, others of touch there is an ‘aha!’ response. What we have learned doesn’t have the character of a brute fact. Rather, it is intelligible why it is like seeing rather than hearing to perceive in a way governed by the sensorimotor contingencies characteristic of vision rather than those characteristic of audition.” (op cit., p.146) 

Clark responds that this suggestion underestimates the explanatory resources available to the intracranialist. We’ve presented intracranialism as if it must account for the qualities of experience by sole appeal to neural correlates and the activation of those correlates, but Clark points out there is much more to neuroscientific explanation than anatomy. Cognitive neuroscientists aren’t just interested in correlating experience with activity in particular cortical areas, but are in addition interested in what it is the cortical area is doing in concert with a range of other areas when a group of subjects perform a task. The intracranialist can appeal to the range of ways in which neural correlates of consciousness make an agent functionally poised to say and do certain things. 
This is of course a central part of the explanatory apparatus of theories of consciousness that identify consciousness with the so-called global broadcasting of information. According to these “global workspace” theories, there is competition among neural coalitions spanning frontal and sensory areas (Koch 2004). The coalition that wins the competition gets “broadcast” by frontal systems, and can be consumed by systems that report, reason, evaluate, decide and lay down episodic memories (Baars 1988; Dehaene et al. 2006). In a co-authored paper, Clark has put the following spin on the global workspace model:

“…what counts for (what both explains and suffices for) visual perceptual experience is an agent’s unmediated knowledge concerning the ways in which she is currently poised (or more accurately, the way she implicitly takes herself to be poised) over an ‘action space’. An action space, in this specific sense, is to be understood…as a matrix of possibilities for pursuing and accomplishing one’s intentional actions, goals and projects.” (Ward et al., forthcoming, §5)

What global broadcasting purchases, on this account of consciousness, is the disclosure of space of possible actions to the subject. Perceptual information that has been broadcast can be made use of by the mechanisms that support a subject’s reasoning and planning. It can also be put to use in the performance of what Matthen (2005) calls “epistemic actions”, capacities for reidentification, classification, grouping, and tracking. 
Suppose we have enriched our intracranialist theory of consciousness along the lines just proposed. It is no longer so clear that such a theory couldn’t answer both the questions that led to the variable neural correlates argument. It can account for the qualities of experience in terms of the space of possible actions the perceptual experience opens up by virtue of its content along the lines we have just sketched above.
 It can also answer the questions raised by the variable neural correlates arguments in terms of a theory of content that tells us how to place patterns of neural activity into content-based equivalence classes. Perhaps this will be a theory of content that appeals to dynamic patterns of sensorimotor contingencies, but crucially it need not be. 

There is a wide range of other naturalistic theories of content we can choose from for answering this question, and at least on one natural reading, the action space theory adds a further item to the menu. It provides us with a framework for individuating the contents of experience in terms of the space of possible actions the experience furnishes. Even if we were to look to DSM for a theory of content, still this wouldn’t give us the conclusion DSM needs. DSM makes a claim about the nature of the biological substrate of conscious experience, but there is no obvious way of deriving such a claim from a theory of content that doesn’t land us with a content-vehicle conflation.

We wish to simply concede both of these criticisms to Clark. The most the variable neural correlates argument can hope to accomplish is a stalemate between DSM and intracranialism. Both theories can make intelligible why it is that neural activity realises experiences of one type rather than another because both theories can provide good and plausible explanations of how to individuate the contents of experience, and the questions we have raised about neural deference and dominance look to be fully answerable by a theory of content. 
Clark (2009) also identifies a stalemate in this debate, but he locates it in a different place to us. However, he thinks he has identified empirical considerations that decide against the DSM and in favour of intracranialism arguing that the body must act as what he calls a “low-pass filter” in a way that preclude the non-neural body and environment from forming a part of the supervenience base for consciousness.
 The upshot of this argument is that the brain happens as a contingent matter of fact to be the machine that generates conscious experience, not the whole animal in dynamic interaction with the environment. However, in a final footnote to this paper, Clark acknowledges that this is a historically contingent claim that holds only for “human agents circa 2008.” He goes on to allow that Brain-Machine Interfaces could change everything, providing the kind of broad-bandwidth interface he takes to be required for genuinely extended substrate of consciousness. We suggest that circa 2008 there were in fact already human agents whose mechanical substrates of conscious experiences were expanded through their interfacing with a machine, and the machines in question were SSDs.
 We’ll argue that given his broader commitment to the extended mind hypothesis, Clark ought also to concede that SSDs extend the conscious minds of their users. Moreover, it is neural plasticity that explains how technology can extend the biological substrate of consciousness. Hence our argument that the substrate of the conscious mind is extended will turn out to be one that is likewise premised on the existence of variable neural correlates.

Expanding Consciousness through Technology 

Consider the well-known phenomenological observation that when a blind man uses a cane to navigate his environment, he can sometimes feel like his arm has extended to the tip of the cane. The stick becomes a piece of transparent equipment for him, which he can put to use to feel his way about his environment, without noticing that he is doing so. When the blind-man’s cane is in this way smoothly integrated into his sensorimotor dealings with the world, the man and stick combine to form a single, integrated system. 

Clark has suggested that we might even be inclined to think of these kinds of examples of tool use as examples of human enhancement. The interface where the man’s hand meets with the stick “fades from view” and man and stick combine to form a “new agent-world circuit”. The cane transmits information to the blind man’s brain via sensory receptors in his hand, but what he is aware of perceiving is not the cane’s pressure on his hand, but the world around him. The touch receptors on his hand are substituting for the retina, acting as a data port for spatial information that would normally go through the eye.
 Some SSDs (like the TDU discussed above) work in a similar way to the blind man’s cane using the skin and touch receptors to serve the same function as the retina. The brain learns how to use this tactile information to gain access to the world in a way that can compensate for the missing visual sense. 

Now consider how the interface between the blind man and the cane disappears, in a way that invites talk of a single, integrated system. The same is true in the case of a trained user of an SSD: the interface connecting the user to the device “fades from view” becoming less and less obtrusive. We’ve seen how the trained user can cease to notice the proximal stimulation generated by the device in just the same way as the blind man can cease to notice the cane’s pressure in his hand. The blind man refers the pressure sensations in his hand to the distal stimuli at the end of the stick that are causing the sensations, and in much the same way the user of the SSD can learn to refer the proximal stimulation the device causes to external distal causes around her. Following training, the user and device combine to form a single integrated system, and the substrate of the experiences of the user extend to include the device. A natural thought to have in response to this question is why think that the user’s body extends to include or incorporate the device. Why not say instead that the body of the user has its normal boundaries and the user causally couples with the tool to accomplish a task and then uncouples once the task is accomplished? 

Consider, by way of a response, a distinction Clark (2008, §2.5) has made between what he describes as the “incorporation” of a tool or device and the “use” of a tool or device. In genuinely skilled cases of tool use such as we find in trained up users of SSDs, the brain has been recalibrated so as “to automatically take account of new bodily and sensory opportunities” (Clark 2008, p. 38). Clark compares this recalibration to the changes that take place in the body schema through tool use. Maravita and Iriki (2004) have found for instance that bimodal neurons in the brains of macaques trained to use a rake to reach for food expand their receptive fields so as to respond to stimuli at the tip of the rake.
 Maravita and Iriki suggest that it is as if the bimodal neurons were treating the rake as part of the monkey’s arm or forearm. They learn the sensory consequences of carrying out a motor command to reach with the rake; the learn for instance that food previously out of reach becomes reachable when the monkey uses the rake in the right way. Once the monkey has learned sensory consequences like these, the monkey’s brain begins to treat the rake as if it were part of its body. The monkey’s “body schema” – a neural model of the body that represents the position and configuration of the body in space – is modified so as to include the rake. This is an example of what Clark calls “incorporation”: through learning the brain comes to treat the tool as if it is a part of the body, and the tool is literally incorporated.
 
We can contrast cases of incorporation in which the body schema is modified with cases in which the boundaries of the tool user’s body continue to be represented by the brain as the biological boundaries of the body. The motor system then has to work out what the agent can do with the tool, he has to first represent the tool and its properties, and model the situation in which the tool is being used. Then he has to form a plan of action in which the tool is being used, and finally specify a detailed set of commands to the body about how to carry out the plan. Clark suggests that this is probably a very different strategy from the one the brain actually employs in tool use. This difference in strategy makes it plausible to draw a distinction between incorporation and use.
Should we treat the use of SSDs as a case of incorporation or of use? We’ve seen above how, as the user of the SSD learns about the sensory consequences of her bodily movements while using the device, so she gradually acquires an ability to see through the proximal stimulation the device is causing to the distal causes of this stimulation. Training with the device familiarises her to the ways in which her actions affect sensory input produced by the device. As she becomes increasingly familiar with the effects of movement on sensory input from the device, so the interface linking her to the device becomes less obtrusive and she becomes increasingly at one with the device. The macaque’s body becomes one with the rake when the macaque learned about the sensory effects of using the rake. Similarly, the SSD user and device become amalgamated when the user learns about the sensory effects of actions she performs with the device. Thus we can think of user and device as forming a single integrated system in both cases. It follows that the experiences of the trained SSD user have a substrate that is part neural and in part technological. The substrate of SSD perception extends across the boundary of brain, body and world.

Our argument that SSDs extend consciousness doesn’t depend upon the role of sensorimotor contingencies in determining the contents of perception.  We’ve been arguing that in the skilled user the SSD device can become incorporated so that the user’s perceptual experience now supervene on the brain working in partnership with the device.  This incorporation of the device happens when the brain can predict the sensory consequences generated by movement of the device.  While we do make much of the plasticity of the brain in our argument that SSDs can extend the conscious mind, our argument doesn’t depend on considerations to do with how experiences get their contents in the way that we saw the variable neural correlates argument may do.  

At this point however we want to consider an important objection that Dave Chalmers has raised for us in personal correspondence. Chalmers has pointed out to us that the SSD is effectively just functioning as a sensory prosthesis providing, as we put it above, an alternative data port that can do at least some of the work normally carried out by the eyes.   Now it might reasonably be objected that although our argument establishes that SSDs extend perception they do not establish the stronger conclusion we have been aiming for that SSDs provide us with an example of the extended conscious mind.  Chalmers points out to us that no one counts the eyes as part of the neural correlate of consciousness.  Since the SSD is performing a function the eyes would normally perform, we ought to say the same about SSDs.  We ought to say that just like the eyes (and sense organs more generally) the SSD counts as part of the supervenience base of unconscious perception, but not of conscious experience.  The most we are entitled to say is that SSDs are causally necessary for conscious experience, but we are not warranted in claiming that SSDs are parts of the causal machinery that realises consciousness.

We agree with Chalmers that the SSDs are best understood as a type of sensory prosthesis.  We think however that SSDs establish that the eyes may in fact be doing more work in realising conscious experience than he supposes.  To see this let us briefly take a closer look at what it is like for a blind person to use an SSD.  Charles Lenay and colleagues describe how some blind users of these devices are somewhat frustrated by the technical limitations of the kind of access to the visible world the device offers them.  The blind person hopes for “the joy of this experiential domain which has hitherto remained beyond his ken” (Lenay et al. 2003: 284). What he gets is something that falls some way short of this.  These limitations are due to the important limitations in the type of perceptual information the SSD can deliver as compared with the eyes.  O’Regan and Noë (2001) point out for instance that while “the invariants related to position and size change are similar to those in normal vision”, “colour and stereo vision are absent and resolution is extremely poor. ” They go on to write: “seeing with the skin probably involves laws that are not exactly the same as seeing with the eyes”, so “the experience associated with the TVSS will thus also be somewhat different from normal visual experience (p.958).”  What makes for these differences in the qualities of experiences are differences in the variation in patterns of stimulation that arise as result of movement with the device.  Patterns of stimulation will depend on the precise physical details of the device (on the resolution of the camera or the number of tactile stimulators in the case of a TVSS), and this will turn will impact on the kind of experience the device can furnish the perceiver with.   Based on this sort of claim, Clark and Toribio (2001) have charged proponents of DSM with sensorimotor chauvinism: the view that “every small difference in the low level details of sensing and acting will make a difference to the conscious visual experience” (p.980).
  There are however clear differences in the quality of experience enjoyed by the user of an SSD device and the quality of normal visual experience.  DSM has an explanation of this difference that appeals to the differences in the embodiment of SSD perception as compared with normal visual experience.  Of course, perhaps some other explanation can be given that doesn’t involve any appeal to sensorimotor contingencies.  If so we’ll be back with the stalemate we described above, and we’ll have to show that there is some reason to prefer the DSM account of the contents of experience to that of the rival account.  However until such an account is provided, we can conclude that SSDs don’t just extend the unconscious mind, but they also extend the conscious mind.
Conclusion

Let us briefly return to the questions we raised above about variable neural correlates. Recall how according to DSM, we get cases of neural deference when neural activity is suitably integrated into a perceiver’s sensorimotor interaction with the environment. We’ve just seen above how it is the skills the user acquires with the SSD that determine whether the device and user combine to form a single system. When the user has mastered the sensorimotor contingencies generated by the device, his sense of what he can do in the world is transformed. One way to think about deference in this case is therefore in the context of the plasticity of the body schema. The body schema can be thought of as an action-oriented representation of the body that gives the agent knowledge of what he can do with his body. Training with the device modifies the agent’s sense of what he can do with his body. The device now makes available to him new action possibilities. He can use the device to read print for instance, whereas before his reading might have been restricted to Braille. He can “see” and catch a ball that is thrown in his direction. Neural dominance is found, by contrast, when brain activity is left “dangling” and isn’t suitably tied into the organism’s interaction with the environment. In synaesthetes for instance, the colour experiences they undergo when hearing words don’t adapt away because these colour experiences aren’t tied in anyway to the actions of the perceiver. There is clearly much more to be said here, but we think enough has been said to motivate the following tentative conclusion. When neural activity is tied into skilful behaviour in the right way it can adapt to fit with the distal source of abnormal inputs, and when it is not tied into skilful behaviour we don’t find this kind of adaptation. Thus we’ve arrived at a similar conclusion to the variable neural correlates argument albeit via a rather different route. We’ve shown that at least sometimes, it is as a part of larger system that supports the perceiver’s embodied and skilful behaviour in the world that the brain succeeds in realising conscious experience that allows us to make contact with the external world. 
ACKNOWLEDGMENTS
Many thanks to Dave Chalmers, John Sutton, Andy Clark, Erik Myin, Tillmann Vierkant, Mazviita Chirimuuta and Evan Thompson for their helpful comments on earlier drafts of this paper.  We would also like to thank the anonymous reviewers of our paper for some probing and very helpful and sharp questions.

REFERENCES
Auvray, M., & Myin, E. (2009). Perception with compensatory devices. From sensory substitution to sensorimotor extension. Cognitive Science, 33, 1036-1058.

Auvray, M., Hanneton, S., Lenay, C., O’Regan, K., (2005). There is something out there: distal attribution in sensory substitution, twenty years later. Journal of Integrative Neuroscience, 4(4), 505-521.

Baars, B. (1988). A Cognitive Theory of Consciousness. Cambridge, UK: Cambridge University Press.

Bach-y-Rita P., Kercel S.W. (2003). Sensory substitution and the human-machine interface. Trends in Cognitive Sciences, 7, 541-546. 
Bayne, T. (2007). Conscious states and conscious creatures: explanation in the scientific study of consciousness. Philosophical Perspectives, 21(1), 1-22.

Block, N. (2008).Consciousness, Accessibility and the Mesh between Psychology and Neuroscience. Behavioral and Brain Sciences, 30(4), 481-548.

Block, N. (2005). Two neural correlates of consciousness. Trends in Cognitive Sciences, 9, 46-52.

Block, N. (2003). Tactile Sensation via Spatial Perception. Trends in Cognitive Science, 7, 285-286.

Briscoe, R. (2008). Vision, action and make-perceive. Mind and Language, 23(4), 457-497.

Chalmers, D.J. (2000). What is a neural correlate of consciousness? In T. Metzinger (Eds.), Neural Correlates of Consciousness, (pp. 18-39). Cambridge, MA: MIT Press, USA.

Chalmers, D.J. (1996). The Conscious Mind. NY: Oxford University Press.

Clark, A. (2009). Spreading the joy: why the machinery of consciousness is (probably) still in the head. Mind, 118(472), 963-993.

Clark, A. (2008). Supersizing the Mind: Embodiment, Action and Cognitive Extension. Oxford, UK: Oxford University Press.
Clark, A. (2003). Natural Born Cyborgs, Mind, Technologies and the Future of Human Intelligence. Oxford, UK: Oxford University Press.
Clark, A., Toribo, J. (2001). “Sensorimotor Chauvinism?”. Behavioral and Brain Sciences,24(5), 979-980.
Clark, A., & Chalmers, D. (1998). The extended mind. Analysis, 58, 10–23.
Cosmelli, D., & Thompson, E. (2011). Embodiment or Envatment? Reflections on the Bodily Basis of Consciousness. In Stewart, Gapenne, & di Paolo, E. (Eds.), Enaction: Toward a New Paradigm for Cognitive Science, (pp.361-386). Cambridge, MA: MIT Press, USA.

Crick, F. & Koch, C. (1998). Consciousness and neuroscience. Cerebral Cortex, 8, 97- 107.

Crick, F. & Koch, C. (1995). Are we aware of neural activity in primal visual cortex?. Nature, 375, 121–123.

Damasio, A. (2010).  Self comes to Mind: Constructing the Conscious Brain. Pantheon.
Damasio, A. (1999). The Feeling of What Happens: Body, Emotion and the Making of Consciousness. Heinemann: London.
Dehaene, S., Changeux, J-P., Naccache, L., Sackur, J., & Sergent, C. (2006). Conscioius, preconscious, and subliminal processing: a testable taxonomy. Trends in Cognitive Sciences 10, 204-211. 

Dehaene, S., Sergent, C. & Changeux, J.-P. (2003). “A Neuronal Network Model Linking Subjective Reports and Objective Physiological Data During Conscious Perception”. Proceedings of the National Academy of Science, 100 (14), 8520–8525. 
Dennett, D. (1991). Consciousness Explained. Boston, MA: Little, Brown and Company.

De Preester, H. & Tsakiris, M. (2009). Body incorporation vs body extension: is there a need for a body-model? Phenomenology and Cognitive Sciences 8(3), 307-319.
Deroy, O., & Auvray, M. (submitted). “Quasi-Vision: the Sensory Substitution Dilemma”.  in Biggs, S, Matthen, M., & Stokes, D. (Eds.). The senses volume, Oxford: Oxford University Press.
Doidge, N. (2007). The brain that changes itself: stories of personal triumph from the frontiers of brain science. London: Penguin.
Edelman, G. M. & Tononi, G. (2000). A universe of consciousness : how matter becomes imagination. New York, NY: Basic Books. 

Hohwy, J. (2010). The neural correlates of consciousness: new experimental approaches needed? Consciousness and Cognition, 18(2), 428-438. 

Hohwy, J. (2007). The Search for Neural Correlates of Consciousness. Philosophy Compass, 2(3), 461-474.

Hubbard, E.M., & Ramachandran, V.S. (2005). Neurocognitive mechanisms of synaesthesia. Neuron 48, 509 -520.
Humphrey, N. (1992). A history of the mind. New York: Simon & Schuster.
Hurley, S. (2010). Varieties of Externalism. In R. Menary (Eds.), The Extended Mind (pp.101-154).Cambridge:MA, MIT Press, USA. 

Hurley, S. (1998). Consciousness in Action. Cambridge, MA: Harvard University Press.

Hurley, S., & Noë, A. (2003). Neural plasticity and consciousness. Biology and Philosophy, 18, 131-168.
Keeley, B. (2009). The role of neurobiology in differentiating the senses. In Bickle, J. (Eds.), The Oxford Handbook of Philosophy and Neuroscience (226-250). Oxford, UK: Oxford University Press.

Keeley, B. (2002). Making sense of the senses: individuating modalities in humans and other animals. The Journal of Philosophy, 99, 5-28.

Kiverstein, J. Farina, M. & Clark, A. (forthcoming). Sensory Substitution. In M. Matthen (Ed.) Oxford Handbook of Philosophy of Perception. Oxford, UK: Oxford University Press.
Kiverstein, J. (2010). Sensorimotor knowledge and the contents of experience. In Gangopdhay, N., Madary, M. & Spicer, F. (Eds.), Perception, Action and Consciousness: Sensorimotor Dynamics and Dual Vision (pp.257-273). Oxford, UK: Oxford University Press.


Kiverstein, J. (2009). Minimal sense of self, temporality and the brain. Psyche CNCC special issue, 15(1), 59-74. 


Koch, C. (2004). The Quest for Consciousness: A Neuroscientific Approach, Roberts and Company.
Lamme, V.A.F. (2003). “Why visual attention and awareness are different”. Trends in Cognitive Sciences, 7, 12-18.
Lenay C., Gapenne O., Hanneton S., Marque C., Geouelle, C. (2003). "Sensory Substitution: limits and perspectives", in Hatwell, Y.,Streri, A., Gentaz, E. (Eds.), Touching for Knowing, Cognitive psychology of haptic manual perception (Advances in Consciousness Research), (pp., 275-292). John Benjamins Publishing Company.
MacPherson, F. (2011). Taxonomising the senses. Philosophical Studies, 153(1), 123-142.
 
Maravita, A., & Iriki, A. (2004). Tools for the body (schema). Trends in Cognitive Sciences, 8(2), 79-86.

Matthen, M. (2005). Seeing, Doing, and Knowing: a Philosophical Theory of Sense Perception. Oxford, UK: Oxford Clarendon Press. 

Merker, B. (2007). “Consciousness without a cerebral cortex: A challenge for neuroscience and medicine”. Behavioral and Brain Sciences, 30(1):63-81.
Metzinger, T. (2000). Neural correlates of consciousness: Empirical and conceptual questions. Cambridge, MA: MIT Press, USA.
Noë, A. (2009). Out of our heads , why you are not your brain, and other lessons from the biology of consciousness. New York, USA: Hill and Wang.
Noë, A. (2007). Magic Realism and the Limits of Intelligibility: What Makes Us Conscious. Philosophical

Perspectives, 21, 457–474.
Noë, A. (2004). Action in Perception. Cambridge, MA: MIT Press, USA.


Nunn, J. A., Gregory, L. J., Brammer, M., Williams, S. C. R., Parslow, D. M., Morgan, M.J., Morris, R., Bullmore, E., Baron-Cohen, S., & Gray, J. A., (2002). Functional magnetic resonance imaging of synesthesia: activation of color vision area V4/V8 by spoken words. Nature Neuroscience, 5(4), 371-374.
O’Regan, J.K., & Noë, A. (2001). A sensorimotor account of vision and visual consciousness. Behavioral and Brain Sciences, 25(4), 883–975.

Panksepp J. (1998). Affective Neuroscience: The Foundations of Human and Animal Emotions. Oxford University Press, New York, New York.
Penfield W., & Perot, P. (1963). The brain’s record of auditory and visual experience. Brain, 86, 593-695 

Prinz, J. (2006). Putting the brakes on enactive perception. Psyche, 12, 1-19.


Ptito, M., & Kupers, R. (2005). Cross-Modal Plasticity in Early Blindness. Journal of Integrative Neuroscience, 4(4), 479-488.
Ramachandran, V. S., & Blakeslee, S. (1998). Phantoms in the Brain: Probing the Mysteries of the Human Mind. New York: Morrow & Company. 

Ramachandran, V. S., & Hirstein, W. (1998). The perception of phantom limbs. Brain, 121(9), 1603-1630.

Ramachandran, V.S., & Ramachandran, R.D. (1996). Synaesthesia in Phantom Limbs induced with mirrors. Proceedings of the Royal Society, 263, 377-386.

Sadato, N., Pascual-Leone, A., Grafman, J., Ibanez, V., Deiber, M.P., Dold, G., & Hallett, M. (1996). Activation of the primary visual cortex by Braille reading in blind subjects. Nature, 380(6574), 526-528.

Thompson, E., & Varela, F.J. (2001). Radical embodiment: Neural dynamics and conscious experience. Trends in Cognitive Sciences, 5, 418–425.

Tononi G, & Koch C. (2008). The neural correlates of consciousness: an update. Annals New York Academy of Science, 1124, 239-261.

Velmans M., & Schneider, S. (2007). The Blackwell Companion to Consciousness. Oxford, UK: Wiley and Blackwell.

Ward, D., Roberts, T., & Clark, A. (forthcoming), Knowing What We Can Do: Actions, Intentions, and the Construction of Phenomenal Experience. To appear in Synthese.
Ward, D. (forthcoming). Enjoying the Spread: Conscious Externalism Reconsidered. To appear in Mind.
� Of course, many philosophers have the opposite intuition and find it deeply implausible that the brain could generate conscious experience. It is an intuition along these lines that is often appealed to in motivating talk of the hard problem of consciousness. In what follows, we will however be restricting our attention to those philosophers that take the hard problem of consciousness to be scientifically tractable. 


� For more details on the neural correlates of consciousness research program, see: Crick and Koch (1995, 1998); Chalmers (2000); Metzinger (2000); Koch (2004); Block (2005); Velmans and Schneider (2007); Bayne (2007); Tononi and Koch (2008): Hohwy (2007; 2010); Kiverstein (2009). 


� See also Thompson and Varela (2001) and Cosmelli and Thompson (2011). 


� One of us is however on record as expressing significant sympathy for DSM (see Kiverstein 2010), but this is not an axe that will be ground in this paper. For an interesting reply to Clark’s wider campaign against the DSM see Ward (forthcoming). Ward makes the case for a view of the extended conscious mind as a claim about persons based on considerations that are in part related to the metaphysics of perception. While we find his argument extremely compelling, we are not wholly persuaded that a defence of DSM couldn’t also be mounted on the basis of sub-personal, empirical considerations. Clark’s (2009) objection to what he calls the DEUTS argument for DSM strikes us vulnerable to attack at a number of places, but this is something that Kiverstein will explore in future work elsewhere.  


� We don’t mean to imply that the neural correlates of consciousness are exclusively cortical. (We thank an anonymous reviewer for pressing us on this point.)  Many of the dominant models of NCCs focus on looping cortical or thalamocortical activity (see e.g. Edelman and Tononi’s (2000) dynamic core hypothesis; Dehaene et al. (2003) model of the global workspace in terms of long-range cortico-cortical connections; Lamme’s (2003) model of reentrant cortical processing). There are however also a number of models that stress the role of subcortical regions in supporting consciousness.  Damasio (1999) for instance shows in rich detail how the brainstem (more specifically the reticular formation) is implicated in what he calls “core consciousness”.  (See also his updated version of this hypothesis in Damasio (2010) which takes him closer to Jaap Panksepp’s hypothesis (see Panksepp 1998).  Merker (2007) argues that the centrencephalic system provides the neural substrate of consciousness and that cortex elaborates conscious contents.   Models that stress the cortical basis of consciousness are not necessarily in conflict with those the stress cortical-subcortical interaction. “Consciousness” is a concept with many meanings, and these models are often targeting distinct aspects of consciousness. For further discussion see Bayne (2007). 


� There is an interesting debate in the neuroscience literature about the origin of the abnormal connections found in the synaesthetic brain (Hubbard & Ramachandran 2005). According to one hypothesis, these abnormal connections are established in early development, and persist due to a failure of pruning (the neural developmental process whereby synaptic connections that are not used get progressively weakened until they die out). An alternative hypothesis claims that the neural connections in the synaesthetic brain are not abnormal but are found in all brains. What happens in the synaesthetic brain, on this hypothesis, is that there is a malfunction in inhibition and the unusual experience is the result of this disinhibition. We don’t need to concern ourselves with which of these hypotheses is correct.


� Here and elsewhere we talk about a cortical area (like V4) as realising a specific type of experience, but this is of course a massive oversimplification since any cortical area must form a part of a much larger circuit in order to realise an experience of a given type. At best we will be able to say of a cortical area that it is what part of what Block (2008) has called the “core realiser” of a given experience, by which Block means that the activation of this bit of cortex forms a part of a metaphysically necessary condition that against a wider neural backdrop is sufficient for an experience of a given type. We don’t think anything in our argument will turn on this oversimplification, hence we will continue to talk in this way. 


� For further discussion of this ambiguity see Briscoe (2008) and Kiverstein (2010). 


� Noë (2007) describes three mappings: the first from the distal stimulus to the sense organ; the second from the sense organ to cortical activity; and the third from activation of cortical activity to experience. We’ve collapsed the second and third mapping. 


� An anonymous reviewer points out that our argument here could easily be reversed.  It could instead be argued on the basis of parsimony considerations that the intracranialist account is to be preferred to the DSM since the former can account for the phenomenal qualities of experience by appeal to only one set of mappings from sensory inputs to cortical activation.  However what is in question here is whether an intracranialist can satisfactorily explain the qualities of experience.  Hurley and Noë argue that the intracranialist struggles to answer the two questions we have posed above concerning neural dominance and deference, and the reason for this lies with the intracranialist ignoring the contribution that dynamic interaction of an active perceiver with her environment makes to the determination of the qualities of experience.   


� DSM admittedly leaves us equally in the dark when it comes to answering the really hard question of why physical systems like us should enjoy any conscious experience at all. Hurley and Noë (2003) call this the “absolute explanatory gap” and they concede that DSM provides us with little traction when it comes to answering this question.


� An anonymous reviewer objects that the DSM may not have the explanatory advantage we are claiming for it, since talk of “dangling” and “tied” neural activity is “too vague” to help us to understand the qualities of neural activity.  The reviewer concedes that neural dominance in case like the phantom limb illusion might well be given a good explanation in DSM terms, but s/he doubts that such an explanatory strategy will generalise in a way that provides us with a global explanation of the qualities of experience.  It might be worth briefly pausing here to rehearse the structure of the argument so far.  It has been claimed that by answering our two questions about dominance and deference we get an answer to the questions raised by the comparative explanatory gap, namely why neural activity realises experience with one type of qualitative character rather than another?  In cases of neural activity we find real world cases where neural activity varies while supporting same (in cases of dominance) or different (in case of deference) types of experience.   So to offer an account of neural deference and dominance (an answer to our two questions posed above) is to provide a framework within which to answer the questions raised by the comparative explanatory gap.  Clearly the details of such an answer are going to different for each type of experience and we haven’t begun to carry out the hard work of filling out the details.  Perhaps the reviewer’s point is that when it comes to providing these details for every type of experience the DSM account will be no more able to deliver than intracranialism.   This is however an empirical question and proponents of DSM only wish to highlight the possibility of a different theoretical framework for the scientific study of consciousness.  The point of the variable neural correlates argument is to point out that it provide a global answer to questions the intracranialist struggles with. We’ll assess the extent to which these questions really are the genuine problems for intracranialism they are made out to be below.  


� See Humphrey (1992); O’Regan and Noë (2001); Hurley and Noë (2003); Keeley (2002; 2009); Block (2003); Prinz (2006); Auvray and Myin (2009); MacPherson (2011) and Kiverstein, Farina and Clark (forthcoming). 


� Suppose you’re not convinced by our claim that the experience of the blind users is quasi-visual, and you want to hold instead that it remains firmly tactile. Still the Ptito and Kupers finding would qualify as a case of neural deference. Visual cortex isn’t normally involved in realising experiences of a tactile character.  So we still have a case in which atypical inputs give rise to cortical activity that realises an experience of a novel type. Thus no matter what one says about the character of SSD perception, and we agree this is a controversial issue, still it seems it must be granted by all sides that the plasticity we find in the brains of blind users count as an example of neural deference. 


� Noë has recently written: “nothing can be thought of as a substrate unless it does some explaining” (Noë 2007: 465). He goes on to explain that a candidate for a biological substrate of consciousness earns its status in part from its ability to render intelligible “why experience occurs as it does.” He calls this the “intelligibility principle.” Hurley (2010) also invokes something along the lines of the intelligibility principle in her discussion of externalism about consciousness. She writes: “I take issues about internalism and externalism to be issues about explanation. Some boundaries, like the skin are intuitively salient. But they may not capture the explanation we seek. Intuitive boundaries can cut between factors that are not explanatorily separable.” (Hurley, 2010: 114) 


� Of course, such a response will be vulnerable to arguments for a distinction between phenomenal and access consciousness, see Block (2008). However part of the motivation for the action-space model is to undermine such a distinction. See §6 of Ward et al. (forthcoming), and Dennett (1991), a work that in many ways anticipates the spirit if not some of the details of the action-space model.


�  “A low-pass filter is a physical medium that allows low frequency signals through while reducing or blocking higher frequency signals…the extra-neural body…acts as a kind of low pass filter for signals coming from the environment. What this means in practice is that for phenomena that depend on e.g. the very fast temporal binding or processing of signals, the only locus in which such operations can (as a matter of fact) occur lies within the brain/CNS.” (Clark 2009: 985). Clark goes on to argue, based in part on the work of Wolf Singer and others, that the machinery of consciousness does require this kind of fast temporal binding, and so cannot extend.  


�  It may of course be objected that SSDs are subject to the same screening-off worry raised by Clark’s bandwidth argument.  (Our thanks to Tillmann Vierkant for pressing on this point.)  According to this objection, the interface between the SSD and the user acts as a low-pass filter excluding the SSD from counting as a part of the machinery that realises consciousness.  We are not persuaded that the SSD acts as a low-pass filter anymore than we are persuaded that the eyes and ears do.  (Our thanks to Evan Thompson for discussion of this point.)  Thus we are not entirely convinced that the bandwidth considerations have the force Clark takes them to have, but full discussion of this issue must wait for another occasion. 


� We owe the “data port” metaphor to Norman Doidge. For a wonderful discussion of the history of SSDs see Doidge 2007, ch.1.  


� Bimodal neurons are neurons that fire both in response to somatosensory information from a body region, and in response to visual spatial information.


� The phenomenology of tool use is rather delicate and there are probably many more distinctions to be drawn than the use/incorporation distinction currently under discussion. For example, De Preester & Tsakiris (2009) have argued that we need to distinguish cases of “incorporation” in which our sense of embodiment is genuinely transformed from cases of what they call “extension” in which the spatial boundaries of the body are temporarily modified. They argue convincingly that you only find genuine cases of incorporation in users of prostheses in which an artificial limb is felt by the user to be a part of their body. Incorporation, they suggest requires not only changes in motor and perceptual capacities, as we’ve posited but also what they call changes in a “feeling of ownership”. You don’t find this change in the feeling of ownership in cases in which the body is extended through tool use. The cyclist doesn’t feel like he has a lost a part of his body when he dismounts his bicycle, even though he may well feel at one with his bicycle while riding it.  


� One question that springs to mind given this result is whether SSDs provide the perceiver with the kind of high bandwidth information flow that Clark (2009) argues is necessary for conscious experience. If we say they do, then it is not obvious why sensorimotor interaction with the environment that isn’t mediated by such a device couldn’t also provide a perceiver with the right kind of information flow. If we say that SSDs do not provide perceivers with this kind of flow of information, and we also grant that they form a part of an extended substrate, it would seem to follow that high bandwidth information flow isn’t necessary after all. Thus there would seem to be resources in the argument we’ve just made for pressing Clark’s low pass filter argument against DSM. 


� Clark (2008, ch.9) has argued against sensorimotor chauvinism on the grounds that it doesn’t fit with work in cognitive neuroscience that seems to demonstrate that experiences have contents that are tweaked and optimised for reasoning and planning and that abstract away from details of sensorimotor engagement with the environment.  It is not clear however to what extent such “tweaked” and “optimised” representations challenge the account of content determination given by the DSM (for further discussion see Kiverstein 2010).   





