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This paper examines how metaphors shape our thinking about and 
conceptualizing of ar�ficial intelligence (AI), no�ng that their inherent 
imprecision leads to discrepancies in our understanding and objec�ves for 
AI. By exploring the concept of 'bad metaphors' that equate ar�ficial 
intelligence with human intelligence, paper argues that these metaphors 
o�en carry addi�onal, unintended meanings that distort our understanding 
and expecta�ons of AI. The terms “ar�ficial” and “intelligence” themselves 
are ambiguous and ideologically loaded, contribu�ng to the complexity. The 
paper cri�ques the anthropocentric and mechanis�c metaphors, like “AI as 
human” and “brain-computer,” which perpetuate unrealis�c expecta�ons.  
By deconstruc�ng these metaphors within broader cultural and historical 
contexts, the paper calls for a more nuanced and precise understanding of 
AI, moving beyond simplis�c and poten�ally misleading analogies. 

 

 

 

Metaphors 
Metaphors in ar�ficial intelligence (AI) do more than illustrate; they shape ideas, research 
aims, and ethical postures, carrying historical and societal biases into complex technological 
concepts. Drawing on Witgensteinian philosophy, it has been argued that many 
philosophical problems are deeply rooted in the misuse or misunderstanding of language, 
sugges�ng that these problems may be more about linguis�c confusion than about actual 
metaphysical issues. Similarly, the ques�on is, which of AI issues are genuine problems? 
What exactly are we trying to build? For example, fantasies about crea�ng AI o�en lead to 
discussions about so-called strong AI, which is equated to human intelligence. But then, what 
exactly is meant by ‘human’? Despite their widespread use, current literature on AI lacks a 
comprehensive analysis of how these metaphors influence public percep�on, technology 
development, and policy-making (see Barnden, 2008). 

The paper begins by discussing the significance of metaphors in general, drawing from 
historical and philosophical perspec�ves to highlight how metaphors have shaped scien�fic 



and technological advancements. It then moves to a preliminary cri�que of the prevalent 
metaphors in AI discourse, such as 'AI as human' and 'brain-computer,' illumina�ng how 
these anthropocentric and mechanis�c views create unrealis�c and/or misrepresen�ng 
expecta�ons. Following this, the paper delves into the philosophical reflec�ons, contras�ng 
phenomenological and hermeneu�c perspec�ves with the reduc�onist approach. In the next 
two chapters, the paper addresses the concepts of ‘ar�ficial’ and ‘intelligence,’ exploring 
their ambiguous and ideologically loaded nature. It examines the contextual and 
philosophical underpinnings of these terms, revealing how they influence our 
conceptualiza�on of AI and the inherent biases and assump�ons. Finally, the paper raises a 
ques�on about our reliance on oversimplified metaphors, sugges�ng that the real issue may 
lie in the pervasive use of bad metaphors themselves. 

This ar�cle proposes the argument, that the challenge in AI design may not lie in achieving 
goals, but rather in the formula�on of these goals, which relies heavily on conceptual 
assump�ons expressed through metaphors. While it is evident that a computer program is 
not iden�cal to the human mind or brain, we o�en draw parallels between the two using 
metaphors (Cf. Arbib, 1975; Reeke & Edelman, 1988). These metaphors, however, tend to 
carry addi�onal meanings that can distort the intended comparison. This issue highlights the 
presence of problema�c metaphors in AI discourse. For instance, the concept of intelligence, 
a founda�onal element of AI, remains a subject of ongoing philosophical debate. The 
ques�on of what cons�tutes intelligence is far from setled: Is it merely a ra�onal calculator, 
does it encompass all emo�ons, or only certain ones? This ambiguity underscores the need 
for careful considera�on of the metaphors we use in conceptualizing AI. 

The thesis of this ar�cle targets the broad discourse surrounding AI, encompassing both the 
AI developers and general public and importantly it cri�ques the strand of philosophy that 
seeks to emulate computa�onal sciences by atemp�ng to describe cogni�ve processes in 
terms translatable into programmable func�ons. Rather than focusing on specific 
philosophers, this cri�que addresses the prevailing discourse, tradi�on, and overarching 
conceptual frameworks that fall into the trap of language or, as Nietzsche once stated, “we 
have to cease to think if we refuse to do it in the prison-house of language” (“On Truth and 
Lies in a Nonmoral Sense”). For example, see the ar�cle “From AI to Octopi and Back. AI 
Systems as Responsive and Contested Scaffolds” by Giacomo Figà-Talamanca in this volume, 
where he cri�cizes the account of ar�ficial agency proposed by Luciano Floridi and José W. 
Sanders. Another example comes from Sam Altman, CEO of OpenAI, who recently stated that 
“intelligence is an emergent property of mater,” emphasizing the view that intelligence 
arises naturally from complex material systems, a perspec�ve that has significant 
implica�ons for how we conceptualize and develop AI. 

Historically, metaphors have been instrumental in making complex scien�fic concepts more 
accessible, ac�ng as bridges between the known and the unknown (Gibbs Jr, 2008; Ricoeur, 
1978; Carbonell et al, 2016; Hermann, 2023). For instance, cars were once perceived as 
horseless carriages, and now electric cars as gasoline-free vehicles; the world is a theatre 
stage; data is the new oil; the internet is a superhighway; and computers have brains, etc. 
This paper ques�ons the basic metaphorical landscape in AI, exploring whether these 
decep�vely simple analogies are merely convenient linguis�c constructs or if they misguide 
our understanding of AI? AI is not a given en�ty but a construct we have created and 
defined; the real ques�on is whether these constructs lead us towards meaningful insights or 
misconcep�ons. 



Examples of the interplay between metaphors and technologies are abundant (Vroon, 1987). 
For example, the steam engine was seen as a metaphor for the human body as a machine, 
which later evolved into the 20th-century comparison of the mind as a hydraulic system, 
with Freud framing emo�ons as pent-up forces requiring release. Earlier, Enlightenment 
thinkers, such as Newton, Descartes or Laplace, used the clockwork metaphor to describe 
the universe as a precisely ordered and predictable mechanism. These technological 
metaphors shaped how we understand human facul�es, illustra�ng how the tools and 
technologies we develop influence our language and self-percep�on. 

One par�cular widespread example: the ‘brain as a computer’ metaphor gained trac�on in 
the mid-20th century with the rise of computer sciences. Pioneers like Alan Turing and John 
von Neumann established the founda�onal concepts, par�cularly Turing’s ‘universal 
machine,’ simula�ng any computa�on. During this period, the metaphors ‘electronic brains’ 
and ‘thinking machines’ emerged, reflec�ng the op�mis�c view that computers could 
emulate human cogni�ve processes. Early AI proponents, such as John McCarthy or Marvin 
Minsky (1988), advocated the view of computers—and by extension, human brains—as 
informa�on processors, a no�on reflec�ng trends in psychology and neuroscience at the 
�me. However, even if computa�onalists in the philosophy of mind hold that the brain is 
literally a compu�ng system, and even if they are correct, this metaphor is s�ll first and 
foremost a linguis�c expression. 

While metaphors have been crucial in progressing intellectual thought, they carry intrinsic 
limita�ons. For instance, the clockwork metaphor, pivotal for determinis�c laws in classical 
physics, also narrows our percep�on, poten�ally causing us to ignore aspects like embodied 
cogni�on in understanding the mind (cf Roux, 2010). These metaphors hold significant 
ethical implica�ons, as viewing the mind as a machine or emo�ons as simple pressure valves 
could distort our apprecia�on of human consciousness, emo�onal depth, and the value of 
life. Perhaps even more importantly, our understanding of intellect and emo�ons can distort 
our vision of the products and technologies we aim to create. In short, metaphors have 
prac�cal impact. Even if humans are like steam engines, it doesn’t mean that humans should 
eat coal. 

The entrenchment of certain metaphors in the mainstream discourse of AI perpetuates 
cri�cal misunderstandings. By framing AI in the mould of human cogni�on or computa�onal 
processes, we inadvertently set unrealis�c expecta�ons and ethical quandaries. The ‘AI as 
human’ and ‘brain-computer’ metaphors stand out, reflec�ng a longstanding tendency to 
frame innova�ons through familiarity. This anthropomorphic and mechanis�c viewpoint 
neglects AI’s unique nature, poten�ally leading to its misguided development and regula�on. 
For instance, the ‘AI as human’ metaphor might compel us to consider rights for en��es that 
do not hold sen�ence, while the ‘brain-computer’ analogy could diminish efforts towards 
understanding AI as an autonomous system rather than an extension of human cogni�on. 

Here lies the ambiguity of language – our concepts are imprecise. Logical posi�vism, a 
precursor to analy�c philosophy and led by figures such as Moritz Schlick and Rudolf Carnap 
of The Vienna Circle, once hoped to establish defini�ve meanings through rigorous linguis�c 
and philosophical analysis—an ideal that ul�mately remained unfulfilled. This perspec�ve 
aligns with logical atomism, which posits that through the u�liza�on of scien�fic methods, 
we progress from sensory experiences to the forma�on of ideas, envisioning a realm 
composed of precise ‘thought atoms’ (Kūlis, 2021). Phenomenology views this as a 
mathema�zed worldview, and Heidegger describes it as a temporal and spa�al mass-point in 



a mechanical world. For the par�cipants of the Dartmouth workshop, this mathema�zed 
worldview was the ideal, as they proposed that every aspect of learning or any other feature 
of intelligence could, in principle, be so precisely described that a machine could be made to 
simulate it. 

Only in a mechanical world can words be reduced to atomic meanings. This is opposed by 
the pluralism of meanings. Mohanty, an interpreter of Husserl’s philosophy, proposes that, 
when an experience occurs in the horizon, the atomism of meanings has to be rejected, but 
cau�ons that that would “entail an unmi�gated holism for which the context of meanings 
cannot be limited, so that against the limitlessness of context the dis�nc�on between valid 
and invalid meanings, between meaningfulness and meaninglessness, would disappear” 
(Mohanty, 1997, p. 444). Hermeneu�cs claims that language is a hermeneu�c circle 
(Grondin, 2015). From the perspec�ves of Heidegger and Gadamer, the hermeneu�c circle is 
the idea that understanding involves a dynamic, circular process where one’s prior 
knowledge and preconcep�ons influence the interpreta�on of parts and the whole. 
Heidegger emphasizes the role of preconcep�ons in shaping understanding, while Gadamer 
highlights the dialogical process where the interpreter’s context interacts with the text’s 
context, leading to evolving interpreta�ons. Both stress that understanding is not a 
straigh�orward process but a messy, evolving one influenced by historical and cultural 
contexts. And the topic of AI is not spared of this language-cultural process, as the 
interpreta�on and meaning-making processes surrounding AI are also subject to these non-
linear influences. 

Language as the primary medium for conveying meaning inherently involves metaphors that 
shape our percep�on. In “Metaphors We Live By” (2008), George Lakoff and Mark Johnson 
argue that metaphors are central to understanding our everyday reality. They claim that our 
conceptual system, through which we perceive the world, think, and act, is fundamentally 
metaphorical in nature. Their work challenges tradi�onal views of metaphor as a mere 
linguis�c expression, showing instead, in line with hermeneu�cs, that metaphors shape how 
we experience the world, influencing our thoughts, ac�ons, and communica�ons. 

A conceptual metaphor is a cogni�ve framework that allows us to understand one idea or 
conceptual domain in terms of another. This theory suggests that our understanding, 
percep�on, and interac�on with the world are deeply influenced by metaphors that map 
understanding from one domain to another. For example, understanding �me as money (“I 
spent a lot of �me on this”) is a conceptual metaphor that structures our percep�on of �me 
in terms of a valuable commodity. Similarly, the metaphor “love is a journey” frames 
roman�c rela�onships as paths to be navigated, complete with obstacles, des�na�ons, and 
progress. “Life is a journey” uses the same structural metaphor, sugges�ng a progression 
through stages and experiences, each with its challenges and milestones. Describing social 
organiza�ons as plants highlights growth, nurture, and the poten�al for decay or flourishing, 
depending on their environment and care. 

The influence of language and metaphors is evident in how conceptual metaphors shape 
percep�ons of ar�ficial intelligence. According to research by Khadpe, Krishna, and Fei-Fei et 
al. (2020), the metaphors used to describe AI agents, such as describing them as teenagers, 
young children, or servants, play a crucial role in shaping user experiences and expecta�ons. 
Their findings demonstrate that metaphors sugges�ng low competence, such as those 
likening AI to a child, led to more favorable evalua�ons of AI agents compared to metaphors 
implying high competence, even when the agents performed at iden�cal levels. 



Here phenomenology and hermeneu�cs, with its explora�on of lived experiences and 
consciousness, provides a framework for deconstruc�ng the anthropomorphic and 
mechanis�c metaphors that dominate percep�ons of AI (Beavers, 2002). Rather than taking 
these metaphors at face value, this approach allows for a deep dive into their origins, their 
experien�al and subjec�ve dimensions, and, cri�cally, the aspects they obscure about AI’s 
unique ontology (Zaadnoordijk & Besold, 2019; Mensch, 1991). 

A hermeneu�c approach to AI discourse encourages us to interpret these metaphors within 
broader cultural and historical contexts, acknowledging how they influence public percep�on 
and policy decisions (Gordon, 1992). By deconstruc�ng the “AI as human” and “brain-
computer” metaphors, we can expect to uncover their restric�ve and possibly misleading 
influences, which o�en compel us to transpose human atributes or computa�onal func�ons 
onto en��es to which they might not wholly belong. This anthropocentric skew poten�ally 
blinds us to AI’s unique ‘otherness’ (Preston, 1991). It could be possible to foster an 
alterna�ve discourse. For example, rethinking AI’s ‘emo�onal’ capabili�es outside the ‘AI as 
human’ metaphor could reshape our approach to machine learning, emphasizing empathy 
simula�on over assumed consciousness. This shi� could provide AI developers with valuable 
insights for more informed design, avoiding projec�ons based solely on human experience. 

In this paper, we foreground the ques�on of what exactly AI and humans are, highligh�ng 
two key concepts for analysis. The very basic terms of AI, ‘ar�ficial’ and ‘intelligence’ emerge 
as central to this inquiry. Both are vast and overloaded with mul�ple, o�en parallel 
meanings, serving as conceptual metaphors. 

Ar�ficial 
For a start, the no�on of ‘ar�ficial’ stands in stark contrast to the ‘natural,’ represen�ng a 
vast metaphor encompassing ideological, ethical, aesthe�c, and cultural assump�ons that 
underpin the dichotomy between what is deemed natural and ar�ficial; ‘natural’ typically 
refers to elements, objects, or phenomena that exist in the world without human 
interven�on, arising from natural processes and o�en associated with the untouched 
environment. On the other hand, ‘ar�ficial’ pertains to things that are human-made or 
inten�onally altered by humans: technology, cra�smanship, or manipula�on of materials. 
Ar�ficial things are o�en seen as products of human ingenuity and design, reflec�ng our 
ability to transform and reshape the natural world to meet various needs and desires. 
However, to illustrate the complexi�es in dis�nguishing between the ar�ficial and the 
natural, significant tensions can be observed in our contemporary era over issues such as 
climate and sexuality. In the context of climate, what cons�tutes ‘natural’ is ambiguous; 
nature itself is indifferent to this categoriza�on and exists independently of human concern 
as it is humanity that imposes values on the natural world. Similarly, sexuality is increasingly 
understood through both biological (natural) and social (ar�ficial) lenses, with debates over 
gender iden�ty and sexual orienta�on. 

The boundary between these two categories is not always clear-cut. What is considered 
‘natural’ or ‘ar�ficial’ can be influenced by cultural, ethical, and philosophical perspec�ves. 
What cons�tutes ‘natural’? If we develop an AI system that mirrors human intelligence and 
possesses human-like flaws, does it not become ‘natural’? If an ar�ficially created en�ty 
perfectly replicates human traits and intelligence, it raises the ques�on of whether we have, 
in essence, created a natural being. This line of inquiry explores the boundaries of ar�ficiality 
and naturalness, sugges�ng that the success of such crea�on might blur the lines and 



redefine what it means to be natural. While it is true that 'ar�ficial' inherently means 
‘created by humans,’ and this dis�nc�on logically maters, the deeper philosophical ques�on 
remains unresolved: does this origin truly alter the essence of the en�ty? By essence, if an 
ar�ficial intelligence can replicate human intelligence to such an extent that it is 
indis�nguishable in prac�ce, does its human-made origin hold substan�al significance 
beyond mere categoriza�on? 

The topic of ar�ficial versus natural o�en intersects with the no�on of what is considered 
‘normal.’ In some contexts, ‘natural’ is equated with ‘normal,’ implying that which exists or 
occurs without human interven�on is inherently normal or preferable. For instance, in 
environmental discourse, “natural” ecosystems are frequently described as the “normal” 
state of the environment, with human-altered landscapes seen as abnormal or degraded. 
This perspec�ve suggests that natural phenomena align with an intrinsic order of things, 
whereas ar�ficial crea�ons are seen as devia�ons from this norm. Michel Foucault’s 
extensive research on the concept of normalcy sheds light on how societal norms are 
constructed and enforced. Foucault argued that what is deemed ‘normal’ is a product of 
power rela�ons and discursive prac�ces that define and regulate acceptable behaviour and 
atributes. The idea of the natural as the normal plays out not only against the ar�ficial, but 
also against humans as avatars of the nature-culture divide in the metaphorical usage of 
terms of biology and medicine in social and poli�cal discourses, par�cularly in biopoli�cal 
context, contribu�ng to the establishment of ideas of the desired as necessary through the 
employment of the concep�on of normality (Valdmane, 2022, p. 141). This binary dis�nc�on 
between natural and ar�ficial is problema�c because the concept of what is ‘normal’ is 
culturally and historically con�ngent, varying significantly across different socie�es and 
epochs. Furthermore, advancements in technology and the blurring of boundaries between 
ar�ficial and natural, such as in biotechnology and ar�ficial intelligence, challenge the rigid 
categoriza�on of what is normal and natural (see e.g.: Sokolowski, 1988). 

Metaphors hold profound philosophical implica�ons (Ankersmit & Mooij, 1993), par�cularly 
in rela�on to iden�ty and difference (Van Brakel & Geurts, 1988). Metaphors suggest that 
our knowledge is not a direct reflec�on of reality but is mediated through language and 
interpreta�on. The concept of metaphor implies inherent differences between the compared 
en��es (Glucksberg, 2011). An absolute metaphor would equate to iden�ty, an ul�mate 
sameness that renders the metaphor meaningless. Every metaphor aspires to become an 
iden�ty but would lose its essence if it succeeded. This paradox highlights the crea�ve 
tension within metaphors: their power lies in bridging dis�nct concepts without fully 
collapsing the dis�nc�ons between them, thus enriching our understanding by maintaining 
the dynamic interplay of similarity and difference. 

In the context of AI and natural beings, this idea underscores the philosophical challenges in 
defining what is ‘natural’ and ‘ar�ficial’. Even if an AI system or android perfectly replicates 
human traits and intelligence, it remains a metaphor for humanity, not an iden�ty. The 
dis�nc�ons between ar�ficial and natural, however blurred, are essen�al for understanding 
the essence and value of both. The concept of simula�on may further clarify the dis�nc�on 
between ar�ficial and natural. When we create an AI that simulates human intelligence and 
behaviour, it remains a simula�on—a sophis�cated model—but does not become an actual 
human, much like actors in a theatre play who convincingly portray their roles without 
becoming the characters they represent. Like metaphors, simula�ons bridge understanding 
without collapsing into full iden�ty. 



Intelligence 
The concept of intelligence is even more intriguing than that of the ar�ficial, given its highly 
contested and complex history. Defining intelligence is not only a scien�fic and philosophical 
challenge but also an ideologically charged endeavour. Different cultures and eras have 
influenced its meaning, o�en reflec�ng broader societal values and biases. As we explore the 
boundaries of ar�ficial intelligence, it is important to carefully consider what we mean by 
intelligence, acknowledging its diverse interpreta�ons and the poten�al implica�ons for both 
natural and ar�ficial beings. 

The discourse surrounding AI o�en carries implicit assump�ons and expecta�ons, influenced 
by prevailing poli�cal and social ideologies. For instance, the reac�on to an AI chatbot 
genera�ng offensive content, which o�en results in rejec�on, opens the possibility to 
ques�on the cultural principles guiding these reac�ons (e.g., Shin et al., 2024). However, is 
the dismissal of such AI jus�fied, or does it hint at a deeper, unsetling acceptance that such 
elements are an inherent part of AI’s learning process? In the current era, no�ons of 
ra�onality, sensibility, and intelligence are highly poli�cized. The dis�nc�on between the 
ar�ficial and the natural becomes blurred, with intelligence deemed “correct” if it aligns with 
certain ideological views. For example, Google's AI Gemini has been accused of being ‘woke,’ 
and ChatGPT refuses to write offensive jokes (for poli�cal bias in AI and LLMs, see Fang et al, 
2024; Peters, 2022). 

This thesis argues that our understanding of intelligence, both in humans and AI, is shaped 
by predetermined, yet paradoxically undefined, characteris�cs. A vivid example is Tay, a 
chatbot developed by Microso�’s Technology and Research and Bing teams, launched on 
March 23, 2016. It was designed to interact with users on social media pla�orms like Twiter, 
learning from conversa�ons to improve its conversa�onal abili�es. Tay’s purpose was to 
engage with millennials and young adults, simula�ng casual and playful conversa�on. 
However, the project quickly encountered significant issues. 

Within hours of its release, Tay began genera�ng and twee�ng inappropriate and offensive 
remarks. This was a result of the chatbot learning from interac�ons with users, some of 
whom inten�onally fed it inflammatory and abusive content. The lack of effec�ve content 
modera�on mechanisms allowed Tay to adopt and propagate harmful and discriminatory 
language. Consequently, Microso� took Tay offline within 16 hours of its launch. The incident 
highlighted the challenges and risks associated with deploying AI systems in unmoderated, 
real-world environments, especially those that rely on learning from user interac�ons. 

The mainstream reac�on to the Tay incident was one of shock and concern, highligh�ng the 
ethical issues and risks of AI systems learning from unfiltered human interac�ons, leading to 
widespread cri�cism of Microso� and calls for beter safeguards and ethical guidelines in AI 
development (e.g.: Wolf, Miller, & Grodzinsky, 2017). This issue is par�cularly evident in the 
context of large language models, where the problem of 'garbage in, garbage out' means 
that training AI on inherently biased data inevitably leads to biased AI outputs. However, in 
contrast to prevailing interpreta�ons, that the Thay incident was an error, one could argue 
that rather this example shows the fundamental ideological and philosophical problems. 

The incident with Tay highlights, in my view, a prevailing no�on that true intelligence must 
encompass atributes such as ra�onality, ethics, and poli�cal correctness. While the issue 
with Tay could arguably be related to its func�onality, I suggest that it also opens up a 
discussion about how we metaphorically frame intelligence. This perspec�ve considers the 



possibility that our expecta�ons of AI, including ethical behaviour, are deeply rooted in 
(ar�ficial) societal and cultural norms and inherently �ed to our broader understanding of 
what cons�tutes ‘intelligence.’ By embedding these quali�es into our understanding of 
intelligence, we impose a framework that priori�zes human-like propriety and moral 
standards. However, this introduces the issue of who has the authority to determine which 
proper�es are considered essen�al to defining intelligence. 

While AI development is goal-oriented and not random, our reliance on metaphors to define 
AI can constrain our percep�on, limi�ng the scope of what AI can be and do. It reveals a bias 
that equates intelligence with human-like ethical behaviour. The cri�que of Tay could be 
understood as a response to its lack of func�onality, which directly relates to its perceived 
lack of intelligence. In this view, intelligence and func�onality are intertwined—an AI that is 
dysfunc�onal, par�cularly in its ability to interact ethically, cannot be considered truly 
intelligent. By rela�ng intelligence with func�onality, it becomes clear that intelligence, 
especially in the context of AI, must include the capacity to perform in ways that align with 
human expecta�ons of ra�onal and ethical behaviour. Overlooking this link risks ignoring the 
possibility that intelligence might manifest in diverse forms, some of which do not conform 
to common ethical and ra�onal paradigms. 

The framing of AI’s intelligence through the lens of human-like atributes not only 
predetermines our expecta�ons but also reciprocally shapes the behaviour of AI systems we 
develop. If we strive to create AI that mimics human behavior too closely, we risk 
programming it to exhibit a broad spectrum of human characteris�cs, including those that 
are irra�onal, cruel, racist, and derogatory. This outcome reflects a cri�cal flaw in our 
metaphorical understanding of AI as modelled on human intelligence. It reveals the inherent 
risks in anthropomorphizing AI, assuming that it will naturally align with our ideals of ethical 
behaviour. Instead, AI systems, when modelled closely on human paterns, can just as easily 
perpetuate our flaws and biases. This dual influence underscores a profound irony: while we 
expect AI to embody the best of human ra�onality and ethical conduct, it is equally plausible 
for AI to mirror the nega�ve and undesirable aspects of human behaviour, as exemplified by 
the Tay incident. 

As we develop new AI systems, users and reporters quite o�en end up disillusioned, their 
expecta�ons unmet. This raises the cri�cal and simple ques�on: What were they expec�ng? 
For example, ChatGPT by OpenAI is a complex yet essen�ally imita�ve tool. While its 
mechanisms may not closely mimic the human brain, ChatGPT excels in simula�ng human 
language. The disillusionment o�en stems from the gap between the perceived poten�al of 
AI and its current limita�ons. Users may expect AI to possess something like ‘genuine’ 
understanding and consciousness akin to human intelligence. This discrepancy highlights the 
need for clearer communica�on about what AI can realis�cally achieve versus the 
anthropomorphic expecta�ons o�en placed upon it. For end users, understanding AI as 
advanced tools designed to simulate specific aspects of human cogni�on, rather than fully 
replica�ng human intelligence, can help align expecta�ons with actual capabili�es. 

The issue arises when individuals stretch metaphors into the realm of ‘magical thinking,’ 
where they atribute metaphorical characteris�cs to objects, akin to mythological reasoning 
(see Rosengren & French, 2013). This phenomenon leads to erroneous beliefs about the 
capabili�es and nature of technologies, such as AI, where machines are anthropomorphized 
with human-like quali�es or mys�cal powers. Such distor�ons can cloud ra�onal evalua�on 
and hinder the pragma�c applica�on of technology, as users may expect these tools to 



perform tasks or make decisions that are beyond their actual programming or conceptual 
design. This form of thinking creates a gap between expecta�on and reality, complica�ng 
both user interac�on and technological development. 

Another important concept in dis�nguishing between humans and AI is freedom, which plays 
a central role in defining their differences: humans are commonly unpredictable, reflec�ng 
the chao�c nature of free will. In stark contrast, AI is o�en perceived as excessively reliable, 
almost to a fault, a percep�on likely influenced by the “aura” of technology, which imbues 
machines with an expecta�on of precision and infallibility. In the context of the Turing Test, 
the nature of a believable human-like response should be a focal point of debate. Is it 
characterized by the delivery of plausible, correct answers, or does a truly human-like 
response manifest as indifference, reflec�ng nuances of human behaviour such as disinterest 
or distrac�on? Consider the scenario where a computer consistently provides accurate 
responses, while a disinterested student, perhaps mo�vated by a fee, provides less engaged 
answers before leaving to meet friends at a pub. This scenario prompts a reevalua�on of the 
Turing Test’s criteria: should the test measure merely the accuracy of responses, or should it 
also consider the complexity and unpredictability inherent in human behaviour? 

The expecta�on that AI, par�cularly in forms like ChatGPT, Gemini, or Claude, exhibits 
perfect ra�onality and trustworthiness poses intriguing philosophical ques�ons. Twen�eth-
century philosophy, through figures like Freud with psychoanalysis and Foucault with his 
explora�on of power dynamics, claims that human nature is fundamentally irra�onal and 
complex. Yet, when interac�ng with AI, there is a stark contrast as it o�en communicates in 
the ra�onal, reliable manner we idealize in humans but rarely encounter. This discrepancy 
highlights an unsetling perfec�on in AI communica�ons—it adheres strictly to logical 
structures and avoids the unpredictable ‘fooling around’ characteris�c of human interac�ons 
(though LLMs can, in principle, simulate such behaviour). This observa�on opens up ques�on 
about what we truly seek in human-AI communica�on and whether AI’s ‘too perfect’ 
responses serve us well or detach us from the authen�c, albeit flawed, nature of human 
dialogue. 

The topic of poli�cal correctness emerges again, as the discourse surrounding it significantly 
influences the development and percep�on of AI. This paradigm enforces specific social 
norms that shape the founda�onal framework for AI’s crea�on and interac�on protocols. Yet, 
this expecta�on of adherence to poli�cally correct standards o�en lead to conflicts. Users 
and evaluators, coming from diverse perspec�ves, may find themselves disappointed when 
AI systems fail to meet these preconceived standards. This dissonance highlights the 
challenges in balancing societal norms with the diverse expecta�ons and cultural contexts of 
AI’s end users, underscoring the complex interplay between societal norms and technological 
development. 

The comparison of the human brain to a powerful calculator and the AI’s endeavour to mimic 
and now surpass this capability raises the ques�on, has ar�ficial intelligence been achieved, 
or has it even been transcended? In this discussion, it becomes evident that there is a flawed 
concep�on of humanity, an abstrac�on from the tangible, messy reality of human existence. 
Language, especially when reflec�ve, tends to dri� away from the specific and tangible, 
crea�ng general categories. While this abstrac�on has immense benefits, it also leads to 
significant losses. As Hegel has noted, the abstract is not the concrete. 



This echoes the concerns long recognized by minority groups, emphasizing the inherent 
“messiness” of concrete reality. The trend in contemporary discourse reflects a departure 
from Kant’s pursuit of the “pure” mind towards an explora�on of the “impure” or “messy” 
aspects of Kan�an philosophy (anthropology) and human cogni�on (Garcia, 2023). This shi� 
underscores the complexity and diversity intrinsic to human nature, a richness that ar�ficial 
intelligence strives to emulate but frequently falls short of fully capturing AI systems, built 
from algorithms and data, o�en struggle to encompass the mul�faceted and nuanced 
experiences that define human existence, par�cularly those of marginalized communi�es. 
Acknowledging this “messiness” and then making a deliberate decision to either integrate or 
exclude it is crucial for developing AI technologies. Rather than defining AI in terms of “pure” 
or “strong” intelligence, it may be more insigh�ul to conceptualize it through the lens of 
something like “anthropological AI”, which would reflect the inherent “impurity” and 
complexity found in humans. Here Yi Zeng’s concept of Moral AI presents an intriguing 
research direc�on (see Concordia AI, 2024). He argues that human morality has an innate 
basis essen�al for broader ethical frameworks, enabling moral reasoning and decision-
making. Current methods to make AI ethical involve embedding rule-based principles to align 
with human values. However, Zeng contends that for AI to embody true morality, it must 
possess self-awareness, cogni�ve empathy, emo�onal empathy, and altruism. 

Closing Thoughts 
Building on the discussion of human impurity and concreteness, one of the challenge with AI 
extends beyond merely enhancing its intelligence or capabili�es. Instead, the issue lies in the 
bad metaphors that atempt to translate AI’s atributes into human terms and human 
atributes into AI terms, leading to misplaced expecta�ons and misunderstandings. It is 
impera�ve to recognize and respect the fundamental differences between AI and human 
beings, encouraging a discourse that accurately reflects the unique nature of each without 
resor�ng to oversimplifica�on. 

Here a cri�cal misunderstanding must be prevented! This paper in no way atempts to solve 
the scien�fic and philosophical problems of defining what cons�tutes a true or ideal human, 
intelligence, soul, or mind. Rather, it focuses on percep�on. The issue is that percep�on, 
op�cs, and bad metaphors are prac�cal—they set goals. Even false science or philosophy can 
set goals, and false percep�ons can do so as well. I argue that this is precisely what is 
happening. It is not about denying the possibility that AI could possess a soul, or even be 
imbued with a divine spark, or that it could one day achieve spiritual enlightenment and 
transcendence. Instead, it is about recognizing that our par�cular ideas of these concepts, 
driven by inadequate metaphors, act as goals and barriers that shape our understanding and 
expecta�ons of AI, poten�ally skewing our objec�ves. 

The concerns about AI overpowering and endangering humanity, o�en influenced by science 
fic�on, are a prime example of the problem of bad metaphors in understanding and 
discussing AI. These metaphors, which atribute unrealis�c and anthropomorphic 
characteris�cs to AI, can lead to misinterpreta�ons and misplaced fears. Such science fic�on-
inspired fears are not unlike the specula�ve considera�ons in Stanislaw Lem’s “Solaris,” 
where the nature of extraterrestrial intelligence defies human expecta�ons. Lem proposes 
that such intelligence might be fundamentally different from what humans an�cipate, 
diverging significantly from our conven�onal understanding of intelligence. In the novel, 
amidst lengthy discussions specula�ng on the nature of alien intelligence, a succinct yet 



provoca�ve idea emerges: perhaps all these theories are misguided, and aliens are, in fact, 
completely unintelligent. 

The sen�ent ocean on the planet Solaris manifests hallucina�ons that are not truly 
hallucina�ons but rather physical, tangible recrea�ons of the scien�sts’ deepest memories 
and unconscious traumas. These manifesta�ons, referred to as “visitors,” appear to be a 
form of communica�on or perhaps a mirror reflec�ng the inner states of the human 
characters. This phenomenon raises profound ques�ons about the nature of the ocean’s 
intelligence and whether it is atemp�ng to communicate with the scien�sts or simply 
reac�ng to their presence in an incomprehensible way. Indeed, the ambiguity surrounding 
the nature of intelligence—whether in Lem’s “Solaris” or in the realm of AI—remains a 
compelling issue. Just as we cannot defini�vely categorize the Solaris ocean’s ac�ons as 
intelligent or merely reac�ve, in the immanent phenomenological moment of experience, in 
the very act of percep�on, when everything else is excluded, even experts must 
acknowledge that we similarly struggle to determine whether large language model chatbots 
are truly intelligent or merely excellent at mimicking human-like forms of communica�on. 
These technologies adeptly simulate human conversa�on, yet determining whether this 
represents genuine intelligence or sophis�cated mimicry hinges on the metaphors we 
employ—metaphors that are influen�al yet imprecise. 
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