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Abstract
Computational models have shown how polarisation can rise among deliberating 
agents as they approximate epistemic rationality. This paper provides further sup-
port for the thesis that polarisation can rise under condition of epistemic rationality, 
but it does not depend on limitations that extant models rely on, such as memory 
restrictions or biased evaluation of other agents’ testimony. Instead, deliberation is 
modelled through agents’ purposeful introduction of arguments and their rational 
reactions to introductions of others. This process induces polarisation dynamics on 
its own. A second result is that the effect size of polarisation dynamics correlates 
with particular types of argumentative behaviour. Polarisation effects can be soothed 
when agents take into account the opinions of others as premises, and they are 
amplified as agents fortify their own beliefs. These results underpin the relevance of 
argumentation as a factor in social-epistemic processes and indicate that rising issue 
polarisation is not a reliable indicator of epistemic shortcomings.

Keywords  Social epistemology · Polarisation · Argumentation · Deliberation · 
Agent-based models (ABM) · Opinion dynamics · Epistemic rationality

1  Introduction

Many explanations for the rise of polarisation among humans are compatible with, 
or even suggest, the involvement of epistemically irrational behaviour. Candidates 
include preventing exposure to the views of others (Mutz, 2002), a confirmation bias 
toward one’s own views and a disconfirmation bias toward contrary positions (Taber 
& Lodge, 2006), or (ideologically) motivated reasoning (Kahan, 2013). These expla-
nations support irrationality as contributing to polarisation given that rationality 
can be understood not just as having a coherent set of mind, but also in terms of 
responsiveness to evidence (see Fogal & Worsnip, 2021, for a recent discussion of 
this idea). Purposefully ignoring evidence to the contrary of one’s view or biasing 
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evidence evaluation inhibits correctly responding to the evidence, and therefore can 
be seen as irrational.

But is polarisation always avoidable when agents meet the conditions of epis-
temic rationality? In other words, is rising polarisation among deliberating agents 
necessarily evidence of irrationality? Singer et al. (2019) say “No”. In simulations 
on their agent-based debate model, polarisation rises even when all agents comply 
with the rationality criteria required by their model. While Singer et al. would not 
deny that irrationality can be a contributor to rising polarisation, their data suggest 
that irrationality is not a necessary condition for rising polarisation. Deliberating 
agents can do the best they can – and still end up polarised. Section 2 of the present 
paper is about what it means for agents to polarise and the diverse ways in which 
they can do so.

The severe limitation to agent memory in Singer et  al.’s model raise concerns 
about how convincing the case for rational polarisation actually is. Are agents that 
can remember only a handful of propositions really engaging in rational debate? I 
discuss worries about limiting artificial agents in their ability to interact with their 
epistemic surroundings in Sect. 3.

The agent-based debate model presented in Sect. 4 remedies this situation. It is a 
model based on Betz’s (2009; 2013) theory of dialectical structures. In the model, 
agents with perfect memory purposefully exchange arguments, understood as prem-
ise-conclusion structures, and respond rationally to arguments presented by others. 
Simulations on this model support the case for epistemically rational issue polarisa-
tion. As a matter of principle, epistemic rationality constraints do not prevent delib-
erating agents to polarise in the specific sense of issue polarisation (Sect. 5). This 
possibility raises new questions about what, if anything, is wrong with issue polari-
sation, and which interventions its occurrence requires (Sect. 6).

The results go beyond that. Simulations on this new model reveal how polarisa-
tion dynamics differ substantially depending on which argumentative behaviour the 
agents pursue. Polarisation effects are soothed as agents construct arguments from 
premises shared with others, and are amplified through arguments that unilaterally 
strengthen one’s own position. Besides the striking impact of reasoning with shared 
beliefs, the results point us to the non-obvious but profound social impact of con-
tinuous unilateral belief fortification. As I discuss in Sect. 6, these results underpin 
the relevance of argumentation to matters in social epistemology.

2 � Polarisation concepts and their relevance for model design 
and evaluation

Recent contributions to sociology suggest that polarisation does not describe a sin-
gle phenomenon, but that it is best understood as a cover term for a collection of 
concepts (Mason, 2013, 2015; Iyengar et  al., 2012). There are three specific sub-
types that describe different ways in which agents can polarise: affective polarisa-
tion, polarisation of issue positions and group polarisation.
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Affective polarisation is characterised by increasing animosity between groups 
each defined by a shared identity.1 For example, recent polling data suggests that 
Republicans and Democrats in the United States become increasingly unlikely to 
socially interact, such as in marriage or friendship (Pew Research Center, 2014, 
2017) – a clear indicator of affective polarisation in the United States. In the global 
context, some countries see affective polarisation dynamics comparable to the US, 
but others have recently experienced stagnation or a fall in polarisation (Boxell 
et al., 2022). Boxell et al. (2022, §2) understand affective polarisation as the aggre-
gated differences in respondents’ affect toward their preferred political party com-
pared to other parties. Respondents with a high difference in affect would contrib-
ute to higher polarisation, while respondents with no difference would contribute to 
depolarisation. Other measures of affective polarisation include implicit association 
or behavioural tests (Iyengar et al., 2019, pp. 131–133). All of these measures are 
based on respondents’ sympathy toward other individuals – but they do not poll their 
issue positions.

Affective polarisation does not necessarily imply divergence on specific issues 
(Mason, 2015, p. 128). The second polarisation concept, issue polarisation, deter-
mines how much on-topic beliefs move apart concerning a specific issue. Bramson 
et al. (2017) collect different interpretations of this phenomenon: it could mean a rise 
of variance among held beliefs in a population, but maybe the most comprehensive 
interpretation is how clusters form and grow apart (Bramson et al., 2017, §2.5–2.9). 
Issue polarisation understood in this way is best characterised by the belief-based 
formation of groups that become more cohesive internally while simultaneously 
diverging from other, likewise increasingly cohesive, groups.

Issue polarisation is about agents’ stances toward on-topic claims, while affective 
polarisation concerns agents’ attitudes toward other agents. Recognising affective 
polarisation as a distinct phenomenon elucidates that controversy and division in 
humans can not always be comprehensively described with reference to their differ-
ence of opinion. There are cases in which their difference in sympathy is essential.

The third polarisation concept, group polarisation, runs orthogonal to the dis-
tinction of the two previous kinds. It captures the effect that groups move to more 
extreme positions than its member initially had (see, e.g., Myers, 1975; Sunstein, 
2002). This phenomenon could be understood both in the issue or affective sense of 
polarisation, but is not investigated here.

Distinguishing affective and issue polarisation is relevant for the design and 
evaluation of computational models, since all polarisation models involve a choice 
which of these to implement. This choice determines the real-world events that we 
can hope to better understand through modelling. The majority of models in the 
philosophical literature, and all models discussed in Sect.  3, track agents’ issue 
positions.

What are real-world examples for the occurrence of issue polarisation? The pub-
lic can polarise over political issues, even along party lines. But the concept applies 

1  The terminology used in the literature is diverse. “Social” is the term used by Mason, while Iyengar 
et al. use the term “affective polarisation”. I treat these terms as synonymous.
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not only to political cases. The history of science has ample examples of scientists 
converging with in-group members but diverging from the opinions of other groups, 
such as in geology (Hallam, 1989) or in Lyme disease research (O’Connor & Weath-
erall, 2018, §2). Disagreements between judges in a judicial panel can polarise dur-
ing their epistemic quest to establish the guilt of a defendant or the constitutional-
ity of a law. Philosophical debates can polarise in the issue sense as well: in fact, 
we regularly give names to members of groups which, to varying degree, converge 
internally but diverge externally (“externalists” and “internalists”, “empiricists” and 
“rationalists”, “moral realists” and “constructivists”, etc.).

3 � Limitations in polarisation models

Can opinions on issue positions polarise in deliberating artificial agents? Can they 
do so while complying with epistemic rationality demands, such as belief coher-
ence and responsiveness to evidence? Singer et  al. (2019) answer these questions 
affirmatively. In their computational model, agents are equipped with a belief system 
that stores n reasons out of all reasons available in the simulated world. Reasons are 
represented by real numbers indicating their strength and sign. If they have posi-
tive sign, they lead agents to belief the single proposition under discussion. Reasons 
with a negative sign lead them to disbelief it. Whether an agent beliefs the propo-
sition and the strength of its conviction are determined by the sum of all reasons 
it currently possesses. Agents constantly receive new reasons from the world or 
through unbiased, public communication with other agents. As their memory is lim-
ited, a previously possessed reason must be dropped for every one that enters their 
memory. Singer et al. specifically claim epistemic rationality for their “coherence-
minded” strategy of forgetting, in which agents forget the reason that least supports 
their current opinion.

It is due to these memory limits that their case for epistemically rational issue 
polarisation is not entirely convincing. Concerns arise when considering how lim-
ited the agents are in epistemically interacting with the world, particularly consider-
ing the limited memory of seven reasons in the main experiment, out of 500 reasons 
available in total. The polarisation effect weakens as agents have larger memory and 
vanishes under condition of perfect memory (Singer et al., 2019, Figure 1, p. 2250). 
There are at least three reasons why models with severe memory restrictions do not 
provide straightforward support for the possibility of rational polarisation: 

1.	 If agent memory is limited to a very low number, such as 7, then it is hard to 
imagine how a meaningful discussion could take place among the agents. Just try 
to imagine academics discussing a talk at a conference under such limits, or what 
consequences such a limited memory would have for everyday doctor-patient 
interactions. This is not to say that agents with limited memory cannot fulfil 
some criteria for epistemic rationality, such as being free of conflicting beliefs, 
or basing their views solely on their evidence. But these necessary conditions 
are trivially met even by belief systems that can not participate in debate in a 
meaningful way, such as the minimally coherent opinion ∅ . Put more generally, 
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many processes to form rational beliefs require access to a substantial amount 
of memory items, and agents with sparse memory are unable to activate these 
processes, thus being unable to attain rational beliefs.

2.	 Singer et al. motivate these memory limits by referring to the psychological 
literature, which suggests that humans can retain four or seven items in memory 
– this limit is known as “magic number four” (or “seven”) in psychology. It is 
vital to note that this limit covers items in short term memory (STM) only and 
does not cover other types of memory. Typical STM tasks include memorising a 
phone number or e-mail address for less than half a minute, adding two numbers 
or reading and comprehending a single sentence (Jonides et al., 2008). Clearly, 
deliberation requires input from other types of memory, such as important facts 
that agents learned in vocational training or graduate school and will retain in 
their memory for the rest of their lives.

3.	 But even if limitation of agent memory was permissible, the model does not 
explain why agents can not draw on other deliberative and evidential resources, 
such as notebooks. In Twelve Angry Men,2 there are several instances of jurors 
referring to their notes from the court hearing. And as deliberations are increas-
ingly conducted on digital platforms, agents can refer to even more such resources. 
In fact, when rational agents realise their memory to be too limited to accommo-
date all pertinent evidence, they would react by referring to memory enhancing 
or externalisation techniques, such as taking notes, or by collectively charting 
the debate on a white board. Modelling agents not to have access to notes, text 
books, or other resources external to their memory does not adequately model 
the epistemic abilities of rational agents.

Many models of polarisation dynamics in the literature depend on limiting agents’ 
access to their epistemic surroundings. In O’Connor and Weatherall (2018), agents 
hold a belief in [0, 1] and update it by conditionalising on the beliefs of other agents 
depending on whether they trust them (O’Connor & Weatherall, 2018, pp. 861–864). 
Theirs is not a model under epistemic rationality (2018, p. 857), but their polarisa-
tion effect also vanishes when agents are not restricted in their epistemic interaction 
with the world. Their limiting factor is mistrust, which makes agents unresponsive 
to signals broadcast by others they do not trust (2018, pp. 866–868).3

2  Twelve Angry Men, a 1955 play by Reginald Rose, follows a jury debating a murder case in a US 
court. Singer et al. (2019) treat this debate setting as a prototypical case. On first appearance, a lot of cir-
cumstantial evidence seems to support the defendant’s guilt, but through continued debate and by going 
through different stages of agreement, the jurors come to the conclusion that the evidence is not decisive 
after all and they find the defendant not guilty due to reasonable doubt, meaning they end up non-polar-
ised. The play is re-assuring to an optimistic outlook on the power of argumentation, because arguments, 
rather than manipulation, aggression or social ties are portrayed as the tool with which the jurors arrive 
at their conclusion.
3  There is an interesting difference between these two models: Singer et al.’s agents base their opinion on 
information and only indirectly on what others believe through the reasons they communicate to them. 
Not all computational polarisation models expose their agents to “informational” influence. O’Connor 
and Weatherall (2018) have their agents adapt their own beliefs directly in light of other agents’ beliefs, 
particularly those closely related to them. This kind of influence is known as “social” influence (see Proi-
etti and Chiarella (2021, p. 1–2) or Burnstein and Vinokur (1977) for a discussion of this distinction).
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Singer et  al.’s model is related to a sociological model by Mäs and Flache 
(2013). A comparison between these two highlights the different applications of 
computational modelling in sociology and epistemology. This points us to the 
specific and substantial contribution that philosophical models can offer. Like 
Singer et al., Mäs and Flache determine their agents’ beliefs through aggregat-
ing a set of currently possessed reasons, although they normalise beliefs to [0, 1] 
and interpret these reasons to be “arguments” (Mäs & Flache, 2013, §1.3.2). Just 
like in Singer et al., agents can remember a limited number of reasons (6 in Mäs 
& Flache, 7 in Singer et al.). But there are noteworthy differences. Mäs & Flache 
do not allow public, unbiased communication among their agents. Instead, the 
chance of communication occurring between agents depends on whether they 
hold similar beliefs, and communication involves the exchange of reasons only 
for the agents partnered at this stage. Agents also manage their memory differ-
ently in Mäs and Flache (2013). They forget the reason they held for the longest 
time, irrespective of  how well it supports their current opinion. Although the 
model shares many formal similarities with Singer et al.’s, it could not be used 
to make the case for epistemically rational polarisation. Public and unbiased 
communication as well as coherence-minded updating are features in Singer 
et al.’s model that allow them to approach the question of whether polarisation 
is possible under condition of epistemic rationality. The research question is a 
rather different one for Mäs and Flache (2013): they are looking for explana-
tions of bi-polarisation, irrespective of whether it is brought about rationally. In 
a bi-polarised population, positions on both ends of a spectrum are each upheld 
by about half of the population, but few if any take the middle ground. A bi-
polarised outcome is by no means necessary to show that a significant rise in 
polarisation is possible under epistemic rationality.

Asking whether polarisation can occur among agents that exhibit epistemi-
cally rational behaviour is a clearly delimited research question with substan-
tial philosophical interest. The model presented in the remainder of this paper 
pursues this interest – but it does not rely on limitations to how agents evaluate 
their epistemic surroundings.

4 � Modelling debates through exchanges of arguments

The present model is based on  the theory of dialectical structures (TDS, Betz, 
2009) and is related to an earlier computational model built on this theory 
(Betz, 2013). The present model is presented in full in this section, including the 
parts where it deviates from earlier implementations: the possibility for agents 
to withhold judgement, extension of the sentence pool, tree-like debate growth 
and, of course, the mechanisms and measures to track polarisation in TDS mod-
els. But first, Sect. 4.1 addresses the question what makes argumentative models 
interesting for computational approaches in social epistemology.
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4.1 � Argumentation as a social‑epistemic phenomenon

Agents in this model interact through argumentation: they construct valid argu-
ments, introduce them to a public debate forum and react to arguments others have 
introduced in a way that ensures their beliefs remain rational. But why should phi-
losophers and social epistemologists be interested in argumentation? Besides the 
fact that it provides a model of polarisation dynamics under condition of epistemic 
rationality without several of the common limitations in extant models, is there a 
substantial reason to be interested in argumentation other than the simulation results 
of this model?

Following a popular interpretation of how argumentation fits into (social) epis-
temic processes (Dutilh Novaes, 2021, §1, §4.5), arguments are transceivers between 
belief systems. Their purpose is to make others aware of how an agent reasoned and 
to which conclusion it arrived. This use of argumentation is abundant in deliberative 
processes, such as in court, academic deliberation, or in parliament. In all of these 
deliberative institutions, agents rely on arguments to engage with the views of oth-
ers and explain their own. Argumentation models are conducive to understanding 
polarisation dynamics in these deliberative contexts.

Some go beyond argumentation’s role in multi-agent deliberation and add that 
argumentation has fundamental functions in our individual epistemic lives. Mercier 
and Sperber (2011) present an account in which reasoning is an inherently argumen-
tative process. They think that argumentation is a fundamental activity in humans 
with universal applications considering our rational activities. From their point of 
view, the question of how arguments fit into socially epistemic practices is a trivial 
one: reasoning just is producing arguments. Consequently, argumentation could not 
only model deliberation adequately, but reasoning processes in general.

Cartwright’s (2013) theory of evidence is another case in which argumentation 
occupies a fundamental epistemic role. In her theory, the existence of an argument 
determines whether something is evidence for a hypothesis. For that to be the case, 
a suitable proposition about that piece of evidence must be part of an argument. In 
Cartwright’s words: “e is evidence for hypothesis h relative to a good argument A 
[...] if and only if e is a premise in A, which is itself a good argument for h” (Cart-
wright, 2013, p. 5).

Cartwright’s theory of evidence aligns well with social-epistemic practices 
related to evidence sharing. Evidence, after all, is rarely shared in isolation, but to 
support a claim through maintaining an inferential relation from a statement about 
the evidence to a claim. Putting forward pieces of evidence e1, e2, ..., en to support 
p is straightforwardly represented by an argument with premises about e1, e2, ..., en 
and the conclusion p.4 And Cartwright’s theory also captures disagreements about 

4  Humans, of course, usually deviate from providing arguments in formulaic language, like 
(p1 ∧ ... ∧ pn) ⟹ c . But the premise-conclusion structure of reasoning about evidence can also be 
found in real-world contexts, such as when the conclusion is stated by one, but the premises by a second 
participant. Arguments are not necessarily present verbatim in all instances of sharing evidence, but they 
serve as an adequate abstract representation of this process.
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evidence in terms of argumentative behaviour: for example, an agent does not need 
to reject the truth of a premise, such as “the defendant possessed a knife at the time 
of the murder”, but it can reject the inference from its truth toward the guilt of the 
defendant (e.g., because such a knife is widely available).

Both Mercier and Sperber (2011) and Cartwright (2013) advance substantial the-
ories about what reasoning and evidence fundamentally are, but nothing in the fol-
lowing requires accepting strong readings of these theories. The benefits of studying 
argumentation in social epistemology can be recognised without buying into these 
commitments. Instead, we can consider argumentation as a useful representation of 
deliberation, reasoning and evidence exchange, while leaving the ontological ques-
tions open.

4.2 � The debate forum

The model uses a continuous debate forum, in which the agents are aware of all 
introduced arguments and the belief systems of all other agents. This is similar to 
the setting in Twelve Angry Men, in which all 12 jurors can hear and respond to all 
arguments in the debate. Debates in the model start with a pool of n atomic proposi-
tions, which is extended to m atomic propositions through introduction of new sen-
tences during the debate. For each atomic proposition p, both p and ¬p are available 
as premises or as the conclusion of an argument. Consequently, agents can draw on 
2n premises initially and 2m premises when all sentences have been introduced. A 
subset of atomic propositions is deemed to contain key statements of a debate. Their 
role is explained in the section on argument introduction (Sect. 4.4.1).

Changes to the debate forum over time are tracked in terms of debate stages, 
referred to under the variable �i for stage i. A debate stage consists of the Boolean 
formula that represents the conjunction of introduced arguments, together with the 
positions of agents toward this formula. The general layout of such a formula is 
given in (1). Debates are initialised without any arguments, and so the first debate 
stage is an empty formula.

4.3 � Agents, their belief systems and distances between them

Agents are fully aware of all available propositions, but they are not aware of propo-
sitions that are not yet introduced into the forum. Agents can either accept a propo-
sition, reject it, or decide not to assign a truth value to that proposition.5 Agents 

(1)
((pa ∧ ... ∧ pb) ⟹ pc)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

Argument 1

∧ ((pd ∧ ... ∧ pe) ⟹ pf )
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

Argument 2

∧ ...

5  The state of refraining from passing judgement on a proposition is a first approximation to judgement 
suspension as a state in its own right (following Friedman, 2013). Research on the different kinds of 
suspension (Zinke, 2021) and how to implement them in agent-based models is still ongoing (Schuster, 
2022).
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assign one of these states to each proposition they are aware of, where acceptance 
is marked by “True”, rejection by “False” and withholding by “None”. An agent’s 
belief system, or position, is represented by a mapping from the atomic propositions 
to these three states, e.g.:

This representation differs from that in many models in the philosophical litera-
ture, in which agents’ beliefs are modelled with respect to a single proposition and 
then numerically in [0, 1] (O’Connor & Weatherall, 2018; Olsson, 2013; Pallavicini 
et al., 2021; Hegselmann & Krause, 2009; Zollman, 2007) or as a real number in 
[−n, n] , where n is determined by number and weight of reasons (Singer et al., 2019). 
While deliberation in these models is focussed on a single proposition, agents in the 
present model exchange arguments about all items in the sentence pool. But these 
propositions remain abstract representations of actual statements. The model can not 
account for the difference in, say, debates in politics compared to those in science, or 
between constructive deliberation and pointless exchange. It can be interpreted as a 
model for meetings of the Aristotelian Society – but also for Monty Python’s Royal 
Society for Putting Things on Top of Other Things.

Agents are not allowed to adopt just any belief system, but are required to assign 
truth values in compliance with three rationality criteria: coherence, closedness and 
responsiveness. A belief system is coherent if it is free of contradictions. Agents are 
responsive in two ways, first by assigning a truth value to all propositions currently 
under discussion, and by accounting for all presented arguments in their choice of 
beliefs – irrespective of who introduced them. Agents account for an argument by 
selecting beliefs that allow the argument to be valid. This validity condition can be 
understood in logical terms as well: at each debate stage, a belief system must cor-
respond to one of the interpretations of the Boolean formula that satisfy it. Closed-
ness compels the agents to follow the arguments where they lead them: if an agent 
accepts all premises of an argument, it must accept the conclusion as well. There is 
a dynamic aspect to these rationality criteria. Coherence, closedness and responsive-
ness depend not only on agents’ beliefs but also on the current debate stage: beliefs 
can be coherent and/or closed at stage �i , but become incoherent and/or not closed 
at �i+1 , as the agents have to respond to newly presented arguments. Section  4.4 
describes how agents respond to them and react in case of rationality violations.

These criteria describe agents’ behaviour toward the forum – but there are also 
constraints on how the agents shape this forum in argument introductions, described 
in Sect. 4.4.1.

Differences between agents are measured as the distance between their belief 
systems, which is also the base value for measuring issue polarisation between 
them. The distance between two positions P1,P2 is measured by the edit distance 
ED(P1,P2) , which is defined as the minimal number of operations that have to be 

(2)

p1 → True

p2 → False

p3 → None

⋮

pn → …
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performed in order to change P1 into P2 . ED allows three operations: switching a 
truth value assignment (from True to False or vice versa), adding a truth value to a 
position (i.e. changing from None to True or False) and removing a truth value from 
a position (i.e. changing from True or False to None).6 As an example, consider how 
the edit distance between the two positions in (3) is 3:

In (3), to obtain Position 2 from Position 1, p2 has to be added, the truth value 
assignment of p3 switched and the assignment of p5 removed. The ED is symmetric 
as long as all operations are equally costly, or are weighted uniformly. As the neces-
sary actions can differ for inverse operations, that is not true in the general case.7

The edit distance is not robustly meaningful in absolute terms. It makes a lot 
of difference that ED(x, y) = 5 whether the two positions x and y debate 10 or 100 
propositions. Normalising the distance gives it a more universal meaning:

where |x ∪ y| is the size of the union of the positions’ ranges. If (but only if) all oper-
ations are equally costly, the normalised edit distance is a variant of the widely used 
Jaccard distance, and reduces to the normalised Hamming distance.

4.4 � Events

A computer simulation progresses by scheduled events. Simulations on the present 
model progress by either argument introduction or proposition pool expansion. Both 
are always followed by a position updating event, but they usually have a different 
chance of occurring (9:1 by default). Figure 1 gives an overview of a simulation run, 
the elements of which are explained in the following subsections.

4.4.1 � Argument introduction

The argument introduction procedure selects two random agents from the popula-
tion, of which the first is called source and the second target. All agents have the 
same probability of communicating with each other, irrespective of how much they 
agree. The whole population is immediately aware of the communication between 

(3)

Position 1

p1 → True

p2 → None

p3 → True

p4 → False

p5 → True

Position 2

p1 → True

p2 → False

p3 → False

p4 → False

p5 → None

ED(x, y)

|x ∪ y| ,

6  These three operations are equivalent to Gärdenfors’s “kinds of belief changes” (1992, 3).
7  If and to what extend these operations should be weighted differently is a worthwhile question, but one 
that lies outside the scope of the present paper.
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source and target. The source first selects a conclusion and then premises from the 
pool of propositions, where the number of premises is a user-configurable random 
choice that defaults to 2 or 3 sentences. Following an idea by Betz, Chekan, and 
Mchedlidze (2021, §3), the conclusions are selected in such a way that the debate 
grows like a tree, with arguments that contain key statements as conclusions at the 
root of the resulting argument map (see Fig. 2). The premises of arguments that lead 
to key statements are then selected as conclusions on the second tier and the same 

Fig. 1   Overview of a simulation run. Rectangles contain events and decisions are marked by trapeziums
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pattern repeats. Without such an hierarchical ordering, the argument map would take 
the shape of a random graph without discernible key issues.

There are two fundamental relations between arguments in the theory of dialecti-
cal structures, defeat and support. In Fig. 2, arguments are resembled by a two-part 
rectangle. The upper part collects the premises and the conclusion is in the lower 
part. If the conclusion of argument a is equivalent to one of the premises of argu-
ment b, a supports b. However, if the conclusion of a is equivalent to the negation of 
b, then a defeats b. Per convention, support is visualised with solid and defeat with 
dashed edges. The support and defeat relations are automatically determined from 
the introduced arguments and are not considered by the agents in advance.

To add an argument to the debate, the source selects premises and a conclusion 
that meet the criteria of the argumentation strategy the agent pursues. This can be 
one of five argumentation strategies (from Betz, 2013, pp. 93–94):

Attack: The source picks premises that it accepts and a conclusion that the target 
rejects or suspends on.

Fortify: The source selects both premises and a conclusion that it accepts. The 
position of the target is not considered.

Convert: The source selects premises that the target accepts and a conclusion that 
the source accepts.

Undercut: The source picks premises that the target accepts and a conclusion that 
the target does not accept (i.e. rejects or suspends on).

Any: One of the other strategies is followed randomly at each step.
Each of these abstract strategies represents a variety of actual argumentative 

behaviour. The fortify strategy, for example, captures how Cartwright (2013) thinks 
about finding evidential support for a hypothesis: the agent selects one or more 
premises about evidence, possibly together with auxiliary premises on general sci-
entific procedures or principles, to support a conclusion it accepts. Change the con-
clusion to the negation of a hypothesis that the target accepts and an attack argument 
disconfirming the target’s beliefs would emerge.

Beyond the strategy-dependent criteria, the source also ensures that the con-
structed argument meets two additional criteria to ensure that the other agents 
can respond rationally. The first constraint is purely internal to the argument. The 

Fig. 2   Tree-like debate growth with key statements p0 , p1 and p2 , showing three debate stages �1 , �5 and 
�15
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premises in conjunction with the conclusion need to be free of contradictions and 
redundancies: the conclusion nor its negation are used as a premise. The second 
requirement is external to the new argument and concerns validity. After its intro-
duction, at least one belief system respecting the validity of all arguments needs to 
remain for the agents to adopt – or, in logical terms, the debate’s Boolean formula 
needs to remain satisfiable. Arguments often render previously held beliefs inadmis-
sible – but in this model they must allow agents to revise their beliefs in accordance 
with the rationality criteria described in Sect. 4.3.

When the argument is introduced, the combination of premises is added to a list 
of used combinations and will not be introduced as part of another argument. In 
case the introduction fails to meet at least one of the conditions above, the process is 
repeated, with a fresh pair of agents, until a user-specified number of maximal tries 
is reached. In the exceedingly rare case that none of these tries yields an admissible 
argument, the simulation is terminated.

4.4.2 � Proposition pool expansion

In this event, a proposition and its negation are entered into the debate forum – unless 
the maximum number of atomic propositions is reached, in which case this event has 
no effect. This event is reminiscent to (1) the case in Twelve Angry Men where juror 
8 discovers that the murder weapon, a switch knife with an eye-catching design, is 
indeed readily available in shops near the scene, or (2) the case in which some agents 
remember that the two witnesses are not that reliable as the prosecution would have 
it. An introduced proposition is available for all subsequent argument introductions.

4.4.3 � Position updating

Agents revise their beliefs after argument introduction and proposition pool expan-
sion to uphold an epistemically rational outlook on the debate.8

The updating following the introduction of a new proposition is rather simple: 
every agent randomly assigns one of True, False, or None to the new proposition. 
Agents do not consider who introduced the sentence or for which conclusion the 
sentence might be used as a premise. Since newly introduced propositions are not 
yet used in any argument, agents do not risk violating rationality criteria through 
random assignment. Random assignment accounts for the fact that agents might 
have formed beliefs about new propositions in previous observations or delibera-
tions before joining the current debate.

Position updating following argument introduction is a more complex process. 
Agents verify that their currently held beliefs are coherent, closed and allow all pre-
sented arguments to be valid. Any agent that does not hold such a position moves 

8  Belief revision is only triggered in these two ways to isolate the polarising effects of argumentation. 
The model in general would be adjustable to other forms of revision and to other forms of agent interac-
tion.
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to a new coherent, closed and responsive position with minimal edit distance to 
its current one, meaning a position that requires minimal belief revision. There is 
some motivation to think minimal adaptation is a rational move in the literature,9 
but it is also motivated in light of the present model. As agents respond to rational-
ity violations induced by argument introduction, they have to consider that (1) there 
were arguments before the current one which motivated their current position and 
(2) there will be further constraints from arguments in the future. A move to any 
position compatible to rationality criteria could drastically change this agent’s belief 
system. This would give the current argument immensely disproportionate influ-
ence, whereas responding through minimal adaptation does not give an argument 
too much preference over other arguments.

Often there are multiple ways to repair inadmissible beliefs that require the same 
number of belief revisions, implying identical edit distance. In this case, the agents 
have no preference what to do but decide randomly. Occasionally, agents can even be 
moved to suspension, rejection, or acceptance of all propositions under discussion.

5 � Simulation procedure and results

5.1 � Measurements

The model runs are interpreted with two measures of issue polarisation from Bram-
son et al. (2017, §2.7–2.8): group divergence and group consensus. Both measures 
assume that the population has been partitioned into clusters, or groups. Based on 
this partition, group divergence tracks how much more similar the belief systems 
among members of the same group are compared to agents in other groups. Group 
consensus measures how alike the groups are internally. Rising group divergence 
accompanied by rising consensus captures an intuitive understanding of polarisation 
very well: when this happens, groups become both more internally alike and exter-
nally alien.10

9  For example, Singer et  al. (2019) defend coherence-mindedness as rational concerning their agent-
based model, but the rationality of minimal changes is also defended in texts about belief revision. Quine 
and Ullian (1978, 66–67) write (their emphasis): “Virtue I is conservatism. In order to explain the hap-
penings that we are inventing it to explain, the hypothesis may have to conflict with some of our previous 
beliefs; but the fewer the better. Acceptance of a hypothesis is of course like acceptance of any belief in 
that it demands rejection of whatever conflicts with it. The less rejection of prior beliefs required, the 
more plausible the hypothesis – other things being equal.”
  The behaviour of the agents in this model is precisely that of Gärdenfors’s coherence theory (Gärden-
fors 1992, 8, his emphasis): “[A]ccording to the coherence theory, the objectives are, first, to maintain 
consistency in the revised epistemic state and, second, to make minimal changes of the old state that 
guarantee sufficient overall coherence.”
10  This is the conjunction of features 1 and 2 in Esteban and Ray (1994, 824). Their 3rd conceptual 
feature of polarisation, presence of a small number of significantly sized groups, is also realised by the 
clustering reported below. The clustering algorithms return between 2–4 clusters on the population of 12 
agents.
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Bramson et  al.’s measures are defined on agents with single beliefs in the [0, 
1] range. But there is no straightforward way to map the multi-dimensional belief 
systems in the theory of dialectical structures to the one-dimensional [0, 1] range. 
The measures can be adapted to the present model by operating on the differences 
between agents instead. These differences are given by the normalised edit distance 
and take values in the [0, 1] range. The obtained values for group divergence (Defi-
nition 1) and group consensus (Definition 2) lie in this interval as well.

Definition 1  Group divergence, based on Bramson et al. (2017, §2.7). Let A� be the 
population of agents at debate stage � , represented by their positions. Let � be the 
normalised edit distance. For a position xi , G(xi) is the set of positions in the same 
group, while G∗(xi) are the out-group positions determined by a community struc-
turing algorithm. Note that | ⋅ | denotes either the cardinality of a set or the absolute 
value of a distance.

Note: The egocentric “me” in the measure runs on index i. Its neighbours run on 
index j and its strangers on k.

Definition 2  Group consensus, based on Bramson et al. (2017, §2.8). Let � be the 
normalised edit distance and G the clustering of the population at a debate stage 

with individual clusters g. The expression 
(
g

2

)
 is understood to denote the set of 

pairs in g. The debate’s consensus is then given as:

The partitioning into groups, or simply “clustering”, required to calculate these 
values is obtained through two state-of-the-art community structuring algorithms 
for social networks, Leiden (Traag et al., 2019) and affinity propagation (Frey and 
Dueck, 2007).11 Using multiple algorithms is one strategy to verify that the obtained 
clusterings are reliable.
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11  The clustering algorithms are run on distance matrices M with mi,j = ED(i, j)∕|i ∪ j| . This matrix is 
multiplied by an exponential scalar and filtered for values below 0.2 in order to generate sparsely popu-
lated matrices. This is necessary because community structuring algorithms are designed for social net-
works, in which most agents have relations to only a few other agents. Scaling and filtering are only 
applied to determine clusters. Divergence and consensus are then calculated based on the raw distances 
between agents’ positions.
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5.2 � Simulation parameters

Simulations on the model are variable in initialisation and termination parameters, 
and they can be configured using the computational notebooks from the supplemen-
tary materials. For the initialisation, the number of agents and their initial belief 
systems, the initial sentence pool extension, the number of additional sentences for 
introduction, the number of premises per argument and the argumentation strategy 
shared by all agents can be set.

The results presented below were all obtained on populations of 12 agents pur-
suing the same argumentation strategy throughout a model run. The model runs 
have different initial sentence pools and belief distributions. Beliefs are assigned 
randomly in Sect. 5.3, antecedently polarised in Sect. 5.4 and initialised with 80% 
agreement in Sect. 5.5. Sections 5.4 and 5.5 present variations in which the entire 
sentence pool is known from the start and no further sentences are introduced in the 
course of a debate.

Although runs of the model could be terminated by specifying a maximum num-
ber of argument introductions, termination is here controlled by inferential density. 
This concept requires a little bit of a review. Agents are subjected to rationality con-
straints concerning their argumentative behaviour: they can only introduce argu-
ments that cohere with the previously introduced arguments to the debate (in the 
sense that belief systems exist that accept the validity of all presented arguments), 
and they can only update their belief systems in a way that maintains validity of all 
presented arguments. Newly introduced arguments can render previously legitimate 
positions indefensible, but arguments differ in their impact regarding the number of 
positions they eliminate. Eventually, only one position is available for agents’ belief 
systems, and no further arguments can be introduced. This ideal point is marked 
by an inferential density of D = 1 . The initial stage at which all possible combina-
tions of beliefs are admissible is marked by D = 0 . The number of introduced argu-
ments to reach D = 1 would not be a reliable indicator of simulation progress as 
it can differ significantly between model runs. Inferential density (defined in Betz, 
2013,  §2.5) is used as the normalised measure of simulation progress instead. It 
accounts for the number of positions rendered incoherent so far, or the freedom of 
movement that agents have in position updating.

Following Betz (2013, 95), debates are terminated at D = 0.8 by default. Depend-
ing on argumentation strategy, simulations take between 70 and 110 argument intro-
ductions on average to reach D = 0.8 . Section 5.6 varies this termination condition 
by looking at the dynamics beyond D = 0.8.

5.3 � Results from randomly allocated belief systems

Figures 3 and 4 show polarisation dynamics in 1,000 model runs per argumentation 
strategy with randomly initialised belief systems. Random initialisation means that 
each of the 12 agents assigns a random value of True, False or None to each proposi-
tion known to the initial forum. The entirely random beliefs account for the fact that 
agents meet after previously collecting evidence and engaging in other deliberations 
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before the modelled debate commences, but several robustness analyses in Sect. 5.4 
and Sect.  5.5 verify the results for other belief initialisations. In this base experi-
ment, the debate forum is initialised with a sentence pool of 15 propositions. On 
average, agents thus accept, reject and suspend on five propositions. Five more prop-
ositions were introduced in the course of the debate, resulting in a sentence pool 
size of 20. This limit is determined by the computational capabilities of the current 
software implementation and run-time on a state-of-the-art HPC, not by the model 
itself.

The data indicate that argumentation can be a driver of issue polarisation 
dynamics among rational agents. Polarisation here is understood as the increas-
ing formation of internally coherent but externally divergent opinion clusters. As 
agents take on random positions initially, they have about the same distance to 

Fig. 4   Group consensus dynamics from Leiden clusterings under starting condition of low polarisation 
(completely random position assignment). The mean from 1000 model runs per strategy is plotted as a 
line, and variation of ±1 standard deviation is indicated by the adjacent area

Fig. 3   Group divergence dynamics from two clustering algorithms under starting condition of low polar-
isation (completely random position assignment). The mean of 1000 runs per strategy is shown in the 
line plot, and the data’s variation of ±1 standard deviation is plotted in the adjacent shaded area
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most other agents. This implies low group divergence and medium consensus. 
The group-internal agreement and disagreement with out-group agents is low at 
this point, or, in other words, agents’ beliefs are not well characterised by belong-
ing to an opinion cluster. Beginning at these levels, the introduction of arguments 
is accompanied by a rise in divergence and consensus. This implies that agents 
form increasingly tight opinion-based groups and that these internally coherent 
groups grow farther away from other, likewise coherent groups.

But it also appears to matter how the agents argue with each other. The differ-
ing effects of argumentation strategies can be divided into two cases: simulations 
on the attack and fortify strategies exhibit a significantly higher group divergence 
compared to convert and undercut simulations, while the any strategy incorpo-
rates effects from all strategies. This result is interesting because it cuts along 
another division: in undercut and convert arguments, the source agent takes the 
target position into consideration for premise selection – “allocentrically”, as it 
were. In arguments following the attack and fortify strategy, however, the intro-
ducing agent only considers its own position in premise selection, thus showing 
egocentric behaviour by the same standard. This observation is worth keeping in 
mind for the discussion (Sect. 6).

5.4 � Results from antecedently opposed beliefs

Agents starting a debate with an entirely random initial belief distribution might 
be a rare encounter in the real world. A more common assumption is that agents 
enter debates belonging to different groups. Examples include those that maintain 
a defendant’s guilt versus those that hold the defendant innocent, or proponents of 
different scientific theories.

The results in Fig. 5 provide robustness analyses for agents antecedently clus-
tered into perfect tri-polarisation. In the first analysis (left), the debate started 

Fig. 5   Group divergence dynamics from 1000 runs per strategy following Leiden clusterings with groups 
antecedently configured to have maximum polarisation. The left, but not the right plot, shows experi-
ments with proposition pool expansion. Means and standard deviation are indicated as before
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with a sentence pool of 15 (with positions as in (4)), which eventually expanded 
to 20. Four agents were assigned to each group.

In the previous experiment, the sentence pool expanded by a third of its original 
size. This feature is absent in the second scenario (Fig. 5, right), where 21 proposi-
tions in the sentence pool were known to the agents initially (5) and no new propo-
sitions were added in the course of the debate. This isolates the effect of sentence 
introduction and the unbiased evaluation of new sentences.

The results indicate that argumentation can also drive depolarisation in debates. But 
this effect differs substantially between argumentation strategies as well. The allo-
centric strategies, convert and undercut, induced the lowest levels of polarisation in 
the previous experiment and now induce the strongest effect of depolarisation. In 
both cases, they terminate in similar polarisation values.

The egocentric strategies drive a much smaller effect of depolarisation and can 
terminate in higher values than in the previous experiment. These strategies seem 
also most affected by the unbiased evaluation of new propositions. Fortify debates in 
particular remain in near-perfect tri-polarisation for a long time when no sentences 
are introduced. It appears that giving agents the opportunity to evaluate newly intro-
duced propositions without a bias enables them to find common ground with other 
agents in these newly acquired beliefs.

5.5 � Initially agreeing agents and the effects of a fully known sentence pool

Another way to initialise a population of agents is to have them agree on most sen-
tences under discussion. Just as random initialisation, this is a case of low initial 
polarisation. Figure  6 (right) shows results for a robustness analysis in which all 
agents share randomly allocated beliefs with 80% agreement and do not introduce 
further sentences.

Figure 6 (left) shows a robustness analysis with random initialisation, resulting 
in low initial agreement and polarisation, but where the complete sentence pool 
is known to the agents from the start. This further isolates the effect of sentence 
introduction.

In the initially polarised populations in Sect. 5.4, the introduction of additional 
sentences influenced the results and particularly affected the fortify strategy. In 

(4)

Group 1

p0, ..., p4 → True

p5, ..., p9 → False

p10, ..., p14 → None

Group 2

p0, ..., p4 → False

p5, ..., p9 → None

p10, ..., p14 → True

Group 3

p0, ..., p4 → None

p5, ..., p9 → True

p10, ..., p14 → False

(5)

Group 1

p0, ..., p6 → True

p7, ..., p13 → False

p14, ..., p20 → None

Group 2

p0, ..., p6 → False

p7, ..., p13 → None

p14, ..., p20 → True

Group 3

p0, ..., p6 → None

p7, ..., p13 → True

p14, ..., p20 → False
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initially random beliefs, however, no noticeable deviance from the original results 
can be observed (Fig. 6, left, note the different y axis scale compared to Fig. 3).

Polarisation dynamics are observable even if agents initially agree on most sen-
tences (Fig. 6, right) – in fact, the observed fortify values in this scenario are among the 
highest in this study. The fortify strategy is not only able to maintain high polarisation 
for a considerable time in polarised groups (Fig. 5), it also appears able to break up 
agreement among highly agreeing agents. Beyond the polarising fortify strategy, Fig. 6 
also indicates a higher variation compared to scenarios with initially low agreement. 
Particularly noteworthy is the very low polarisation occasionally induced by the con-
vert strategy.

5.6 � Continuing debates to maximum inferential density

Debates can run for longer then until the termination density of D = 0.8 , although it 
is questionable whether these debate stages correspond to any situation observable in 
the real world. In the ideal point of D = 1 , inferential obligations would be so tight that 
rational agents have no choice but to settle on one remaining position. This leads to per-
fect agreement, which implies absence of issue polarisation.

Argumentation strategies differ in how agents approach this ideal point. Figure  7 
illustrates this difference through randomly sampled model runs for convert and for-
tify. The x axis is not normalised by density in these plots, but by distance from the 
debate stage at which D = 1 is reached. In the fortify strategy, agents frequently uphold 
medium and high levels of group divergence until it becomes impossible for rational 
agents to disagree. Convert runs approach the ideal point much more gently. Shortly 
before reaching maximum density, the majority of runs have already reached very low 
divergence values.

Fig. 6   Mean group divergence determined through Leiden clusterings for 1000 simulation runs per strat-
egy. These are variations of the base experiment in which 20 sentences are known initially and no new 
sentences are  introduced (left) and with initially highly agreeing (80%) populations and a fully known 
sentence pool (right). The shaded area displays values ±1 standard deviations away from the mean, which 
is indicated by lines
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6 � Philosophical implications of the simulation results

Simulations on the present model reveal that argumentative behaviour can increase 
issue polarisation among artificial agents – even if their behaviour is constrained 
by epistemic rationality demands. This result gives further support to the possibil-
ity of rising polarisation under condition of epistemic rationality. In comparison to 
earlier approaches, it proves unnecessary to limit how agents can engage with their 
epistemic surroundings, such as through memory restrictions or by inhibiting com-
munication through mistrust.

Which conclusions should we draw from the fact that computational models 
indicate plausible ways in which agents polarise even under condition of epistemic 
rationality? What consequences should we draw, in particular, regarding suggestions 
to intervene in polarisation dynamics? Are we justified in issuing negative evalua-
tions or intervention recommendations for rationally induced polarisation dynamics?

It is important to remember that agents do not polarise affectively in the present 
model. While they polarised on their issue positions, they did not cease deliberative 
interaction even with the most remote of beliefs. Ceasing communication would be 
expectable if the agents were to polarise affectively. But when communication is 
upheld, epistemic communities can indeed operate under and recover from states of 
high issue polarisation. The geological community of the early 20th century moved 
from polarisation to agreement in light of more convincing data. And some of the 
group-inducing debates in philosophy have been going on for quite a while and it 
is not obvious that philosophy conferences have turned aggressive or epistemically 
less productive as a result (even if a discussion turns aggressive or unproductive, it 
is not immediately obvious that issue polarisation is the cause). Some even claim 

Fig. 7   Group divergence following Leiden clusterings in 40 randomly sampled convert and fortify runs 
that continue until maximum inferential density. The single fortify run that does not collapse is an exam-
ple where termination occurs before the maximum density is reached, presumably due to unsuccessful 
argument introduction
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that issue polarisation can facilitate fruitful outcomes of discussions.12 So if issue 
polarisation can rise among epistemically rational agents, is not an uncommon sight 
and can be mitigated by responsiveness to new and better data – then we should not 
necessarily consider it a bad thing that requires intervention.

The results go beyond the mere possibility of epistemically rational issue polari-
sation. They elucidate the influence of argumentation on this process and the dif-
ferential effects that argumentation strategies have. These results underpin the rel-
evance and impact of argumentation in social-epistemic processes. Our shared 
epistemic landscape is shaped through argumentation and particularly by how we 
argue with each other.

One might think that being critical toward others was particularly conducive to 
polarisation. Support for this view could be found in the results from the attack strat-
egy, but the results also indicate that this is not always the case. The undercut strat-
egy resembles a search for inconsistencies in the belief systems of others. This is a 
very critical approach, but the levels of polarisation induced by this strategy are low.

The results rather suggest that considering the beliefs of others at all is a more 
decisive factor compared to seeing these beliefs critically or favourably. When 
agents only work to fortify their own views and forgo engagement with others, 
polarisation rises substantially in case of initially low polarisation, and is particu-
larly persistent in initially polarised groups. By comparison, only a minor polari-
sation effect in initially depolarised groups but a substantial depolarisation effect 
could be observed for initially polarised groups when agents select premises allo-
centrically, or in agreement with the beliefs of others. This underpins the productive 
effect that argumentation may have in conflict resolution – provided, in the present 
model, that agents remain in communication and engage with the views of others. 
When argumentation is interpreted as a general model for human reasoning (such as 
inspired by Mercier & Sperber, 2011), this indicates that reasoning allocentrically is 
conducive to preventing a rise in and reducing pre-existing polarisation.

In the fortify strategy, agents do not exhibit any behaviour toward others, critical 
or otherwise. What should we make of the fact that the strategy with the least social 
engagement leads to comparatively high polarisation values? Agents that pursue 
this strategy find more and more arguments supporting their currently held beliefs. 
Belief systems supported by many arguments, such as well-confirmed scientific 
theories, are the expectable outcome of this behaviour. This outcome is certainly 
desirable when applied to belief systems individually. And yet we must also recog-
nise its polarising effect when applied by multiple agents with disagreeing beliefs. 
This raises a normative question: should we prioritise agreement and depolarisation 
and therefore compel agents with epistemic goals to engage in allocentric instead of 
egocentric reasoning? Or should we accept that high issue polarisation can be the 
consequence of rational and even virtuous individual behaviour?

12  Popper (1976, 37) can be interpreted to agree with this claim when he writes that “fruitfulness in this 
sense will almost always depend on the original gap between the opinions of the participants in the dis-
cussion. The greater the gap, the more fruitful can the discussion be [...]” (his emphasis).
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The insights into the epistemic impact of argumentation strategies also have 
methodological implications for the computational study of philosophical questions. 
They show that modelling epistemic behaviour with increased detail and realism 
can yield fruitful results – contrary to a sentiment previously expressed in the lit-
erature. Hegselmann and Krause (2009) defend a low resolution approach specifi-
cally with reference to more ambitious formal approaches that “so far did not deliver 
very much” (their fn. 2). A low resolution approach implies refraining from model-
ling “processes and actions of deliberative exchange” (2009,  p. 131). The results 
obtained on the present model indicate that detailed models of deliberative exchange 
in general, and models built on the theory of dialectical structures in particular, can 
be philosophically productive – even though they do not adhere to the low resolution 
approach.

7 � Conclusions

Simulations on agent-based models built on the theory of dialectical structures give 
further support to the thesis that debates among rational agents can polarise – in the 
specific sense of issue polarisation. Memory limits or trust networks need not be 
assumed to observe this phenomenon. Simulations run on the present model further 
show that there is a substantial difference in the impact of egocentric versus allocen-
tric strategies in multi-agent reasoning. This extends earlier results on the influence 
of argumentation on consensus formation and the likelihood that groups of epis-
temic agents attain true beliefs through deliberation (Betz, 2013).

The influence of argumentation on polarisation dynamics underpins its role in 
understanding and evaluating epistemic processes, particularly in the social domain. 
The results also motivate reflection on how to judge occurrences of issue polarisa-
tion. Rather than seeking epistemic failure in a dynamic that is brought about ration-
ally, we should underline the potential of eventual consensus if deliberative interac-
tion is maintained – particularly when agents consider the views of others in their 
reasoning.

The results also have methodological appeal to computational philosophy pro-
jects. The perfectly valid and insightful results obtained from low resolution 
approaches (Hegselmann & Krause, 2009) do not imply that more ambitious mod-
els necessarily fail. Indeed, we should be looking forward to the new questions that 
computational philosophy will be able to tackle in more ambitious models.

Supplementary Information   A repository at https://​zenodo.​org/​record/​64485​99 contains the Python 
source code for an implementation of this model, together with Jupyter notebooks to run experiments and 
analyse the resulting data.
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