# AGAINST THE ALLEGED INSUFFICIENCY OF STATISTICAL EVIDENCE

## I. INTRODUCTION

We should take into account the relevant evidence. This is a general principle in epistemology and in evidence law and is expressly stated in the Federal Rules of Evidence. Where the evidence is, or is likely to be, inaccurate, it should be discounted or excluded from consideration. And the same where the evidence is accurate but likely to mislead. In some cases, there is controversy about what kinds of evidence are likely to be inaccurate or likely to mislead. But it is uncontroversial that when evidence is inaccurate or misleading, this provides a strong, if not decisive, reason for excluding or discounting that evidence:

- Reasoning with such evidence inhibits factfinding. Call these reasons for exclusion *accuracy-based* epistemic reasons. At other times, the weight we accord evidence is not determined solely by accuracy-based.

- Reasons but rather by what might be referred to as *policy* reasons. For example, some philosophers have argued that we ought to defer, against the evidence, to friends.

The consensus view among legal scholars and philosophers is that statistical evidence should not, on its own, be sufficient for conviction in a criminal case or a ruling in a civil case. With few notable exceptions, neither legal scholars nor philosophers give
accuracy-based epistemic reasons for excluding or discounting statistical evidence. 4 For the most part, philosophers have given non-accuracy-based epistemic reasons. That is, statistical evidence is deficient in some epistemic virtue, but this deficiency is not one that would inhibit factfinding. Legal scholars have mostly given policy-based reasons. 5

I argue that we should not discount statistical evidence. Further, statistical evidence should be sufficient, on its own, for conviction in a criminal trial or a ruling in a civil trial. 6 I start with a presumption 803 that all relevant evidence should receive its due. The main claim of this Article is that the considerations scholars give in favor of statistical evidence's insufficiency do not overcome this presumption. Even if the considerations on offer are compelling, demoting statistical evidence imposes great costs. Broad pronouncements about epistemic desiderata, I think, draw attention away from the purpose of the trial, which is, at bottom, a factfinding mission. 7 Of course, this is not the only goal—if it were, then the Exclusionary Rule, which renders probative evidence inadmissible if it was obtained unlawfully, would not exist. But often the discussions seem to miss the cost to accuracy, which in turn is a cost to victims of crimes, their families, to future victims, and to those who suffer torts. In an article on this topic, Duncan Pritchard makes a claim about error in trials: “In short, we want a criminal justice system that excludes high levels of risk of wrongful conviction, where risk is understood modally rather than probabilistically.” 8 It is unclear why anyone affected by the risk of wrongful conviction would prefer a modal conception of risk, even if it has theoretical virtues. One would think that the people involved with and affected by trials would care primarily about accuracy. The United States Supreme Court has alluded to this many times. 9 And, in the absence of sufficient countervailing reasons to prize non-accuracy-based epistemic virtues over accuracy, it is difficult to see why those reasons ought to prevail.

The paper is organized as follows. First, I describe the problem statistical evidence presents in the law. In brief, the following sort of dilemma arises:

Factfinders in trials are charged with reaching a verdict if the evidence presented meets a specified standard of proof. It seems that purely statistical evidence can suffice for just such a level of certainty in a variety of cases where a powerful intuition is that it would nonetheless be wrong to convict the defendant, or find in favor of the plaintiff, on merely statistical evidence. So, 804 one either has to convict with statistical evidence, in spite of an intuition that this is unsettling, or explain what (dispositive) deficiency statistical evidence has.

Second, I discuss the reasons philosophers give for statistical evidence's deficiency--mostly non-accuracy-based epistemic reasons. In general, the arguments follow this form:

For evidence to be sufficient for knowledge or belief, it must have one or another epistemic property. Statistical evidence lacks these properties, for one reason or another. The factfinder must have the relevant belief, or knowledge, to convict a defendant or award a judgment to a plaintiff. Therefore, statistical evidence cannot be sufficient for conviction or a judgment. I do not argue that the relevant philosophers are mistaken about statistical evidence lacking the properties they identify. Rather, I argue that these philosophers focus too much on the first two premises and not enough on the third—that the right kind of belief or knowledge is necessary (let alone desirable) in the legal context. Sarah Moss, for example, argues that criminal defendants have a right that the jury knows that they are guilty and that statistical evidence, itself, is not sufficient for that kind of knowledge. 10 Even if we grant the second point, which is part of the argument of her sophisticated and well-received book, Moss offers no good reason to accept the first.

In the evidence law literature, scholars mostly give what I have called “policy” reasons against the sufficiency of statistical evidence for conviction or judgment: it undermines a defendant's right to be treated as an individual; 11 it can be difficult to determine which reference class someone ought to be considered a member of; 12 it requires an overt admission of error; 13 it provides an incentive for misconduct; 14 and, for legitimacy reasons, the public has to be able to treat the verdict as a conclusion about something that happened, which, we have reason to think, may not be the case if the verdict is based on
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statistical evidence. I will not discuss these at length in this Article; my focus is on non-accuracy-based epistemic reasons. Some of the policy reasons require a kind of empirical analysis that is beyond the scope of this project. Moreover, they involve a sort of weighing of costs and benefits that I am not prepared to undertake.

Third, I discuss how the philosophical literature is out of touch with the legal reality—that outside of hypothetical cases discussed (though some are based on actual cases), the courts allow statistical evidence to be sufficient in a variety of contexts. For example, in the civil context, statistical evidence can be sufficient where either the harm is collective or else it is impossible to tell who, exactly, is responsible for the harm. More controversially, so-called “risk assessments tools” are used, increasingly, in various criminal legal contexts. Of course, that the practice exists in other contexts does not itself justify the practice, but to the extent that these practices have become accepted for principled reasons, it does. The various considerations I advance lead to the conclusion that when it comes to naked statistical evidence, philosophers who argue for its insufficiency have got it wrong.

II. THE PROBLEM STATISTICAL EVIDENCE POSES IN TRIALS

A. The Paradox

As a rough approximation, “statistical evidence” in the legal epistemology literatures refers to evidence from which the factfinder draws a statistical inference to the defendant's guilt or liability. While it may be specious to distinguish “statistical evidence” from other kinds of evidence, I will stick to this terminology for consistency's sake. Scholars in this literature distinguish between individualized, or particularized, evidence, on the one hand, which is said to be “about” the defendant, and statistical evidence, on the other, which is not. Base rates, for example, are described as “statistical evidence.” Witness statements are not. Philosophically sophisticated scholars working in this area, however, have pointed out that this taxonomy of different kinds of evidence is suspect.

The statistical evidence is usually about a reference class. For example, assume that we have no knowledge of Simon's shoe preferences. But he is a thirty-year-old male, and we have robust data about the shoe-buying practices of thirty-year-old males. Thus, we have statistical evidence of Simon's shoe preferences, even though we do not know anything about Simon, individually. In contrast, if Simon had made a statement about his love of Nikes, or if someone said they heard Simon had made the statement, then we would have particularized evidence.

In the legal context, a conviction or particular ruling is warranted when the government or plaintiff meets the relevant standard of proof. And it seems that statistical evidence, sometimes, is sufficient to meet this burden. Why then, does it seem inappropriate to convict or find as the evidence suggests, when the evidence is statistical in nature? One scholar writes that doing so would be “dubious.” In the relevant literature, a few cases have come to be canonical representations of the problem. Two civil cases and one criminal case will illustrate:

Blue Bus

Suppose it is late at night ... and an individual's car is hit by a bus. This individual cannot identify the bus, but she can establish that it is a blue bus, and she can prove as well that 80 percent of the blue buses in the city are operated by the Blue Bus Company, that 20 percent are operated by the Red Bus Company, and that there are no buses in the vicinity except those operated by one of those two companies .... In these circumstances can the plaintiff recover in civil litigation against the Blue Bus Company, or, if not ... then why not?

Gatecrasher
Consider a case in which it is common ground that 499 people paid for admission to a rodeo, and that 1,000 are counted on the seats, of whom A is one. Suppose no tickets were issued and there can be no testimony as to whether A paid for admission or climbed over the fence. So there is a .501 probability, on the admitted facts, that he did not pay. The conventionally accepted theory of probability would apparently imply that in such circumstances the rodeo organizers are entitled to judgment against A for the admission money, since the balance of the probability would lie in their favor. But it seems manifestly unjust that A should lose when there is an agreed probability of as high as .499 that he in fact paid for admission. 23

Prison Yard

In an enclosed yard are twenty-five identically dressed prisoners and a prison guard. The sole witness is too far away to distinguish individual features. He sees the guard, recognizable by his uniform, trip and fall, apparently knocking himself out. The prisoners huddle and argue. One breaks away from the others and goes to a shed in the corner of the yard to hide. The other twenty-four set upon the fallen guard and kill him. After the killing, the hidden prisoner emerges from the shed and mixes with the other prisoners. When the authorities later enter the yard, they find the dead guard and the twenty-five prisoners. Given these facts, twenty-four of the twenty-five are guilty of murder. 24

In the above cases, the relevant standard of proof seems to be met. 25 And yet, the intuition of most scholars, and, in some cases, the courts, is that it has not been. Describing the Blue Bus case, for example, Sean Sullivan writes, “Everyone agrees that Bayesian logic compels this result, but no one seriously thinks it is the right outcome.” 26 Describing the actual case on which Blue Bus is based, Andrea Roth writes that the court ruled in favor of the defendant because “a rational prediction by the jury based on the evidence ‘was not enough’ absent an ‘actual belief’ in liability ‘in the mind or minds of the tribunal.” 27 In addition, this intuition is shared by the participants in several psychology studies, which find, in general, that people are reluctant to make liability determinations when the evidence is based on naked statistics. 28

On the other hand, the literature features an undue focus on the defendant-- criminal and civil. When scholars (mostly legal scholars) give policy-based reasons for the insufficiency of statistical evidence, they often invoke notions of fairness. 29 That is, fairness to the defendant. Neglected are the costs to the plaintiffs (in civil cases), society, and perhaps the victims (in criminal cases). In the criminal context, at least part of the purported justification for the criminal legal system is to keep people safe. In a related literature, scholars have debated not only what standards of proof mean, but, more provocatively, whether we are using the right standards. Using estimates of the likelihood of being the victim of a violent crime and being falsely convicted of such a crime, respectively, and the relative harms of each, Larry Laudan argues that we ought to lower the standard of proof in criminal trials. 30 Even those who do not agree with Laudan's analysis recognize the substantial costs to ignoring evidence. 31

The Exclusionary Rule, for example, precludes evidence's admission when it is obtained in violation of the defendant's constitutional rights. 32 This is meant to disincentivize police misconduct. 33 The Exclusionary Rule and resulting doctrines require that factfinders disregard what may be known to be accurate, relevant, incriminating, and even dispositive evidence. In general, however, there is no right to have unlawfully obtained evidence excluded from trial. 34 Notwithstanding certain disagreements, we ought to recognize the substantial costs when throwing away or discounting evidence. As Justice Cardozo famously commented on the Exclusionary Rule: “The criminal is to go free because the constable has blundered.” 35
Without stating a position on the purpose of the criminal legal system, or of damage awards, I can safely state an uncontroversial but rebuttable presumption: all relevant evidence should receive its due. Whatever the function of trials, it is presumptively the case that it is better-achieved when all relevant evidence is considered. I do not need an argument for why there are strong reasons in favor of convicting the guilty, or of awarding damages to plaintiffs when they have been harmed. Disagreement about the function of the trial and the optimal distribution of error will affect when the presumption is rebutted, but it is important to note the cost of such a rebuttal, as the Supreme Court repeatedly does.

For the kinds of cases described above, philosophers have typically defended the common intuition that the courts ought not rely on statistical evidence. First, they give some account of the difference between statistical evidence and individualized evidence. Then they explain what (decisive) normative implications this difference has. Without questioning the distinctions that others have drawn between statistical and individualized evidence, I argue that the normative implications they draw are either misguided, or else, not decisive. That is, the difference between statistical evidence and individualized evidence could be relevant but not decisive in determining whether a factfinder can rest a particular finding entirely on statistical evidence. It is good to keep in mind that shortcomings in statistical evidence, whatever they are, are not necessarily decisive against its sufficiency.

B. Non-Accuracy-Based Epistemic Reasons for the Insufficiency of Statistical Evidence

Philosophers have offered a wealth of views to defend the insufficiency of statistical evidence. Mostly, the rationalizations have relied on what I have called non-accuracy-based epistemic considerations. Broadly, philosophers have argued either that statistical evidence lacks a property necessary for knowledge or that it lacks a property necessary for belief.

Conceptual analysis of propositional knowledge is often dated to Plato's Theaetetus, in which Socrates asks Theaetetus what knowledge is. One of Theaetetus' answers—that knowledge is justified, true belief remained (mostly) popular until Edmond Gettier's influential 1963 article, Is Justified True Belief Knowledge?, answered the titular question in the negative. So-called Gettier cases are instances in which the subject has a justified, true belief and yet the intuition is that they lack knowledge. Prefiguring Gettier, Bertrand Russell offers his famous stopped clock case, in which a person walks by a stopped clock that happens to display the correct time. We are meant to think that, though the person who walks by is justified in believing the time based on what the clock reads and truly believes that it is the time the clock displays, he nevertheless fails to know the time. Gettier, in his article, offers similar cases, and in the half-century that has followed, scholars have both offered new cases and tried to determine the missing necessary condition for knowledge, or else to make more robust the justificatory condition. So-called lottery cases, in which one assigns very high probability to their having lost the lottery, but fails to believe or know it, have occasioned a similar kind of response.

The important question we should ask is whether the kinds of answers to Gettier and lottery type cases, even if correct in that context, are relevant to the legal case. I believe that they are largely not.

1. Knowledge

Judith Jarvis Thomson argues that, for evidence to be sufficient for conviction, there has to be a causal connection between the evidence presented and the crime. Like knowledge, a verdict should not rest on luck. As Thomson puts it, someone's “reason for believing that p is true must ensure, or guarantee, that p is true.” For example, in Blue Bus, the bus's blueness causally explains the testimony. In contrast to statistical evidence, she writes, “individualized evidence for a defendant's guilt is evidence which is in an appropriate way causally connected with the (putative) fact that the defendant is guilty, and hence (putatively) guarantees the defendant's guilt.” For example, if the witness testified that they had seen a red cab cause the accident, then if the red cab actually did cause the accident, that would causally explain why the witness seemed to see the red cab cause the accident.
In a response to the Thomson-type argument, Ferdinand Schoeman points out that the law makes no such distinction between evidence that is and is not causally relevant. Focusing on Thomson's distinction between “internal” and “external evidence,” he writes, “She does not explain why we should require evidence to be internal before we regard it as reliably probative.” Thomson herself recognizes that her causality requirement is intuitive but not easy to explain. She essentially compares it to an anti-luck condition for knowledge. She argues that it is unjust for the jury to convict when it is just by luck if the jury gets things right.

But what Thomson does not do, as she says it is difficult to do, is give a principled reason for thinking that this causal connection, even if it is necessary for knowledge, is necessary in legal settings.

In her book, PROBABILISTIC KNOWLEDGE, Sarah Moss applies her novel account of knowledge—that the object of knowledge is probabilistic content, rather than propositional—to the statistical evidence paradox. Moss notes, however, that even if the knowledge requirement seems apt for juries in criminal cases, where the standard of proof is very high, it seems inapt in civil cases, where the standard of proof is far lower. As she puts it, “Suppose the criminal standard of proof requires a justified full belief that the defendant is guilty. If this is correct, then what attitude does the civil standard [the applicable standard in Gatecrasher] require?” It cannot be full belief; it has to be something like more likely than not. But if this were the case merely statistical evidence would suffice.

The advantage of her probabilistic account of knowledge, she says, is that it preserves the requirement that the jury know something, which many others have argued for in the criminal context. Legal proof, she says, requires knowledge, no matter the standard of proof. With her new, probabilistic account of knowledge, Moss argues that proof beyond a reasonable doubt requires that the factfinder know a certain probabilistic content, namely that it is beyond a reasonable doubt that the defendant is guilty. And, whereas the civil standard cannot require that the factfinder know the defendant is liable—because the standard of proof is merely preponderance of the evidence—as Moss puts it, “[P]roof of liability by a preponderance of the evidence requires that the factfinder know that the defendant is probably liable.”

As with Thomson, though, Moss's discussion lacks an argument for the view that legal proof requires knowledge. Why should we think that defendants have a right that the jury know that they are probably liable? Such a right has not been recognized. One reason to be skeptical of a right that the jury know the defendant is probably liable, or any even remotely similar statement, is that it is absent from a sampling of model civil jury instructions on the preponderance of the evidence standard from several U.S. circuit courts.

*814 2. Belief

Another strategy in this field focuses on degrees of belief, or credence, where a credence is the subjective probability one assigns to the truth of a proposition. There is much debate over the relationship between credence and belief—in particular, whether the latter is reducible to the former. One might think that belief just is credence past a certain threshold—whether stable or context-dependent.

Lara Buchak weighs in on this debate. She first argues that belief does not reduce to credence, and that this is explained, at least in part, by the unique role belief plays in assigning blame. She gives two cases that are meant to elicit the intuition that those cases, both of which license the same degree of belief, do not both license belief, because in only one of the cases is blame appropriate. In the cases Buchak gives, the only important difference is that the evidence in one case is statistical and individualized in the other. But, she says, “[W]hat is interesting about statistical evidence is that it is often by itself not enough to produce a belief that p, even when [the credence] is very high.” Belief and credence are sensitive to different kinds of evidence, she writes. And blame is sensitive to belief, but not credence. She articulates the subjective version of the “BLAME NORM”: “Blame someone if and only if you believe (or know) that she transgressed.” Because juries are called on not only to determine the facts, but also to “take a stand about whether the defendant is guilty,” and because (by the BLAME
NORM) assigning blame requires belief, and because statistical evidence cannot give rise to belief, statistical evidence alone cannot license a jury's verdict. 58

Andrea Roth makes a similar claim. She writes that the reasonable doubt standard “requires factfinders to reach an ‘actual belief’ in, rather than an acknowledgment of a high probability of, the defendant's guilt.” 59 Her explanation is largely historical, and draws from the common law notion of “moral certainty,” which, at least historically, must be based on testimony and perception, and which the “reasonable doubt” language replaced in the 19th Century. 60

There are a few ways to dispute Buchak's claims. First, we might bite the bullet and contest her description of the intuitions she has in the cases-- perhaps we would count ourselves as having a full belief in the statistical cases she gives. Second, we might contest her description of blame as requiring belief and not merely high credence. That is, we might think to ourselves well, even if I would not have had the belief, my high credence does license blame. But perhaps the most profitable response we could make to Buchak is to dispute that the trial's role in the assignment of blame, at least in the way she describes. One might say that if the trial's role is to assign blame, it is something different from what she requires for interpersonal blame in the cases she presents. And, even if she is right in the criminal context (I do not believe that she is), it is far from clear that the purpose of a civil trial is to assign blame in any sense reminiscent of the reactive attitudes we have toward each other. 61 For example, one prominent strain of tort theory-- the economic approach--does not countenance blame, in any moral sense, at all. 62

III. STATISTICAL EVIDENCE AS SUFFICIENT FOR CONVICTION OR A LIABILITY JUDGMENT

A. The Legal Landscape

Philosophers who argue for the insufficiency of statistical evidence in the legal context often overstate the extent to which the courts agree with them. 63 (Though, in their defense, it is often difficult to track the courts' less than systematic approach to statistical evidence. 64 ) But philosophers do not engage, to any significant degree, with the cases in which statistical inference is sufficient for liability in the civil context. While it may be true that courts would regard as insufficient the statistical evidence available in the canonical cases presented in the philosophical literature, there are many, many kinds of cases in which the courts permit statistical evidence to be sufficient. For example, statistical evidence is sufficient in employment discrimination cases and in market share liability cases. 65 Slightly more controversially, statistical evidence is used, decisively, in bail and sentencing determinations, although these are not subject to the same standard of proof considerations as determinations of guilt or liability. 66

Below, I highlight several instances in which the courts have held that statistical evidence is sufficient for liability judgments, and argue that, were we to countenance the arguments made by many philosophers, remedies would be largely unavailable to different kinds of injured parties.

*817 1. The Criminal Context

As forensic science has become more sophisticated, DNA evidence's use in criminal trials has increased, as have debates about its proper use. 67 In a pure cold hit, the DNA match between the defendant and the relevant material is the only evidence. Some criminal defendants have attempted to argue that cold hit DNA evidence cannot be sufficient for conviction because it puts them in a class of suspects rather than uniquely identifying them as the culprit. But, as Andrea Roth puts it, appellate courts have “uniformly rejected” these arguments. 68 This is broadly in line with Jonathan Koehler's descriptive analysis of when courts tend to allow the sufficiency of statistical evidence: DNA cases represent instances where judges tend to allow the sufficiency of statistical evidence because they “rebut[] the argument that the match happened by chance.” 69

In most cases, the courts have relied on the extremely high probability of the DNA evidence's accuracy. 70 As Roth sees it, the court's willingness to countenance this is because the probabilities of correct DNA matches can be incredibly high--so high as
to license “actual belief”, or moral certainty. Putting it slightly differently, Roth writes, “[W]hen source probabilities are high enough, they are effectively transformed into statements of certainty rather than of probability.”

If, as Roth argues, the difference between DNA evidence and other statistical evidence is the extremely high likelihood of a correct match, this is inconsistent with the explanations for the intuitions expressed about Gatecrasher-style cases in most of the philosophical literature. As one pair of scholars put it, “It will be interesting to see whether such legal theories will be challenged by the sheer statistical power of the probabilities generated by forensic DNA matches, which, some might say, make the DNA database ‘a system not of evidence but of proof’.” But the point of the Prison Yard style cases, as I took it, is to show that no matter how many prisoners there are, no matter how confident the jury should be in the defendant's guilt, when that high confidence is based on statistical evidence alone this does not suffice for conviction.

Relatedly, Martin Smith's argument for the insufficiency of statistical evidence in the legal domain relies on his “normic support” condition, where “a body of evidence E normically supports a proposition P just in case the circumstance in which E is true and P is false would be less normal, in the sense of requiring more explanation, than the circumstance in which E and P are both true.” Thus, even where the probability of some event is low it may not call out for much explanation, like, for example, winning the lottery: “The fact that there are 100 tickets in the lottery and only one winner does not normically support the proposition that ticket #72 has lost.” Thus, we cannot say we know that our ticket has lost a large, fair lottery, even though we could know, say, by testimony of a mostly-reliable witness, that the defendant committed the crime. In the Blue Bus case, for example, if the generally reliable witness had got things wrong—if she had hallucinated, or the Yellow Bus company had had for some reason painted its busses blue and put “Blue Bus Company” signs on them, then we would expect some sort of explanation. As Smith puts it, “It can't just so happen that the testimony was wrong. But it could just so happen that the bus involved was not a Blue-bus in spite of the fact that 90% of the buses operating in the area on the day in question were Blue-Bus busses. While this might in a sense be surprising, given the proportions involved, it clearly wouldn't demand any kind of further explanation.”

But as he notes, “A normic standard of proof would block pure cold hit DNA convictions,” which tend to be allowed by the courts. How should we resolve this discrepancy, does he think? “The clash with the normic standard could be portrayed as a reason for being critical of such convictions, but could also be seen as a reason for resisting the standard and seeking an alternative solution to the legal puzzle of statistical evidence.” (Though he seems not to see this as a sufficient reason to do so.) Moreover, Smith's account would have trouble countenancing other kinds of cases in which the courts routinely rely on statistical evidence. Would it call out for explanation if what seemed to be a pattern of discriminatory behavior in an employment scenario, for example, was not intentional? On the normic support view, it seems like it would not. And, while Sarah Moss addresses the sufficiency of DNA evidence for knowledge, she does not quite say whether, on her view of probabilistic knowledge, when (if ever) it could be.

One promising response is offered by Enoch and Fisher, who effectively highlight the often-confused way in which scholars discuss “statistical evidence.” They describe DNA evidence as “statistical evidence,” but argue that one draws not a statistical inference from such data, but rather an inference to the best explanation. Rather than inferring from the defendant's membership in some class that they are likely guilty, an inference from DNA evidence posits that the best explanation for the DNA match is that the defendant committed the crime. In this sense, while the evidence does appear statistical in nature, the inference involving it is not properly analogous to the paradoxical cases commonly given. This line of argument is one promising way for those who dislike statistical inference for legal liability to preserve the sufficiency of DNA evidence.

2. The Civil Context

In the civil context, statistical evidence is widely admitted into evidence and is often sufficient for the plaintiff to win. This is not to say that the Gatecrasher and Blue Bus cases do not have persuasive force. But to use these hypotheticals, or real-world approximations of them, as evidence that we ought not, or that the courts do not, consider similar evidence sufficient is improper. Courts have held that statistical evidence is sufficient for a particular ruling when so-called individualized evidence is impossible to gather. Here again, this is broadly in line with Koehler's analysis of courts' inclination toward or against
the sufficiency of statistical evidence. He finds that courts permit the evidence to be sufficient, specifically where there exists no particularized information. In general, courts have allowed for the sufficiency of statistical evidence when, otherwise, it would be difficult, if not impossible, for genuinely injured parties to collect damages.

In toxic torts cases, for example, plaintiffs sue whoever is responsible for exposing them to toxins that they allege are the cause of their medical malady. Because it is often impossible to show that, say, a company's toxic dump caused their disease, plaintiffs rely on epidemiological evidence to show causation between the company's dump and their illness by showing an increase in disease relative to the normal incidence of the same disease in the population.

As the court wrote in a representative and much discussed case, in toxic tort cases: “[Because] the chance that there would be particularistic evidence is in most cases quite small, the consequence of retaining the requirement [for particularistic evidence] might be to allow defendants who, it is virtually certain, have injured thousands of people and caused billions of dollars in damages, to escape liability.”

Relatedly, in market share liability cases, for example—cases involving an injury from taking a generic drug produced by one of a small number of manufacturers—the courts have ruled in favor of plaintiffs even where they cannot show particularized evidence that the pill that made them ill came from any one manufacturer. Rather, the manufacturers of the drug are held liable in proportion to their share of the relevant market.

Courts have ruled in a similar manner in employment discrimination cases, where, for example, it is alleged that an employer hires too few minority employees given the number of qualified minority employees in the relevant population. And in antitrust law, And securities class action cases. And in class action lawsuits: In Tyson Foods v. Bophakeo, for example, plaintiffs were workers at a meat processing plant who sued when they were not paid for time spent putting on and taking off protective work gear. The court allowed statistical sampling (using average times it took workers to dress) to determine whether workers were underpaid.

3. Fairness Considerations

The sufficiency of statistical evidence for liability gives some reason to worry about fairness. Not only does it appear unfair to punish a person based on evidence that (admittedly) leaves a large chance of error and has nothing to do with that person, in particular, but it also leads to an odd conclusion: it allows for the double-counting of evidence. Take the Gatecrasher case, for example: If the evidence that 501 attendees went into the rodeo without a ticket is sufficient to convict any one of the 1000 guests, then it is also sufficient to convict all of the attendees, 499 of whom did buy a ticket. And this seems unfair, if not downright ridiculous. How can one resolve this apparent difficulty with the use of statistical evidence? There are at least three options.

First, one might bite the bullet here and argue that while this seems odd, there is no contradiction or rights violation. Because of the standard of proof, decisions in civil cases admit of a high error rate. Why think there is any principled difference between one case with a high chance of error and a large set of cases with the same, as set by the standard of proof? The latter is just what we have now. Some objections to this kind of thinking are similar to the legitimacy worries that come up in the legal literature--what I have called policy reasons against the use of statistical evidence, and which I have discussed, briefly, above.

Second, one could point out that this already happens in other domains in the law. In Bradshaw v. Stumpf, for example, the state used the same evidence to try two men for murder, even though the prosecutor knew at most one was guilty. On remand to consider due process violations, the Sixth Circuit held that no rights violation occurred: the prosecutions merely derived two conclusions from the same body of evidence.

Anne Poulin argues that this use of evidence is common, and that such use does constitute a due process violation. But she notes that courts have considered and rejected a number of challenges to prosecutors using this kind of evidence. Her style of argument does raise some interesting questions about when such a violation occurs, though. According to Poulin, it occurs
at the time the prosecutor asserts the second position.\textsuperscript{97} It is at least preliminarily suspect to think that a due process violation occurs, as it were, outside the scope of one defendant's trial. That is, how could it be that whether a due process violation occurs at Nancy's trial depends on what happens, say, six months later, in Ron's trial? But put this oddness aside. Some courts have ruled that it is a due process violation for a prosecutor to use one bit of evidence to secure mutually exclusive verdicts.\textsuperscript{98} Alex Nunn argues that the using statistical evidence is a due process violation for a similar but distinct reason: the mere fact that some bit of evidence could be used to secure the conviction of any number of people constitutes a due process violation if that evidence is used, even against one person.\textsuperscript{99}

As a last response to the problem of double-counting evidence, tort law could move wholesale to a sort of modified proportional liability scheme. In the market share liability cases discussed above, companies were held liable to the extent that their product was represented in the market. At bottom though, the judgment against any company was determined by the likelihood that they caused the harm, and, therefore, the total damage award was capped by the extent of the damage. Part of the worry with relying on statistical evidence in the Gatecrasher case, as discussed above, is that if statistical evidence is sufficient for conviction, the rodeo owner could recover more than they are owed. If, for example, the tickets each cost $1, and 499 guests paid and 501 guests crashed, the owner is owed $501. But if statistical evidence alone is sufficient for a judgment, they could collect $1 from each of the one thousand guests in 1000 individual trials. This is more than they are owed.

In a modified proportional liability scheme, instead, the owner might be allowed to collect only $.51 from each guest. Thus, the damage award is capped. In a similar manner, in an individual case with statistical evidence, the plaintiff could instead recover damages in proportion to the weight of the evidence. This would require a more precise analysis of the evidence, and perhaps a more nuanced jury deliberation, but it may be a workaround to some of the problems statistical evidence poses. This is not too far from what Poulin hints at, as a solution. She suggests, as an option to deal with the uncertainty: “[The prosecutor] may embrace the uncertainty, acknowledge that she cannot prove which of the two pulled the trigger, and adjust her charge and sentencing goals downward.”\textsuperscript{100}

\textbf{B. A Psychological Explanation}

Both philosophers and legal scholars have offered sophisticated, if greatly varied, arguments for the insufficiency of statistical evidence as proof of guilt or liability. In some cases, the courts have agreed, though in far from a systematic way. Insights from psychology may provide an explanation.

Several psychology studies have found that people are reluctant to make judgments about legal responsibility (civil or criminal) when the evidence is based on naked statistics.\textsuperscript{101} This tendency is known as the “Wells Effect” and is named for the author of the first study on this topic. A representative statement from a follow-up study captures the phenomenon: “[P]eople judge that knowledge is less likely to result from probabilistic evidence than from perception and, moreover, ... people deny that knowledge is gained from probabilistic evidence.”\textsuperscript{102}

In describing the phenomenon, the experimenters have dismissed as explanations of reticence: an inability to understand the standard of proof; causal relevance; that the evidence is not sufficient to raise subjective probabilities to the necessary level; and fairness. In one study, Niedermeier et al. identify what they call the “ease-of-simulation” effect: that jurors are more willing to acquit defendants when they can more easily imagine the situation in which the defendant is not guilty--often, but not always, when the evidence is circumstantial.\textsuperscript{103}

Andrea Roth and Mike Redmayne agree that this can explain often-disparate treatment of DNA evidence.\textsuperscript{104} This explanation appears similar to Smith's account of normic support.\textsuperscript{105} And, it is supported by Koehler's finding that courts downplay the probative weight of statistical evidence when there is individualized evidence, in addition.\textsuperscript{106} When the context does not merely involve the use of base rates or other statistical evidence, but also involves issues of morality, things get even muddier. In a now-famous study, Tetlock et al. show that when reasoning about sensitive moral issues, people are (even) less willing to rely on base rates.\textsuperscript{107} This finding is echoed in another study about statistical evidence at trials, noting the decidedly moral
nature of the trial--especially criminal trials. Indeed, there is some reason to be cautious about relying on intuitions when it comes to statistical evidence: base-rate neglect, for example, has been well-documented.

The psychological studies, however, do not tell us what to do with their findings. What we learn is that the behavior of juries is broadly (but not entirely) in line with philosophical theory: for non-accuracy-based epistemic reasons, juries, and to some extent, judges, are less likely to attribute responsibility, or knowledge, when the evidence is statistical. But is there good reason for doing so? As far I could determine, there is no mention of a “Wells Fallacy” in the literature, as there is, for example, in descriptions of base rate neglect. The psychological literature merely describes a tendency. Perhaps it offers an explanation for why one philosophical theory has largely tended one way on the question of statistical evidence. But it does not justify the theory.

IV. CONCLUSION

I have argued that explanations for the insufficiency of statistical evidence, even if they provide solid non-accuracy-based epistemic reasons, do not convincingly show why legal factfinders should care about these reasons. Indeed, in many civil contexts, where otherwise remedies to injured parties would be impossible to obtain, statistical evidence's sufficiency for liability is necessary. While there may be documented reticence to ascribe blame or liability using statistical inference, it is far from clear that our intuitions here ought to guide legal factfinding.
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