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ABSTRACT

It is often argued that higher-level special-scepcoperties cannot be causally efficacious sihee t
lower-level physical properties on which they sweee are doing all the causal work. This claim is
usually derived from an exclusion principle statthgt if a higher-level propertly supervenes on a
physical property* that is causally sufficient for a propef®y thenF cannot caus&. We employ an
account of causation as difference-making to shoat the truth or falsity of this principle is a
contingent matter and derive necessary and sufficienditions under which a version of it holds. We
argue that one important instance of the princifde from undermining non-reductive physicalism,

actually supports the causal autonomy of certaghdri-level properties.

Non-reductive physicalism is very popular in thelggophy of the special sciences. It consists
of three theses. First, the properties studiedhénspecial sciences are not identical to physical
properties, since they are multiply realized byntheSecondly, special-science properties
nevertheless supervene on physical propertieseisénse that there cannot be a difference with
respect to these properties without a further cbfiee with respect to physical properties.
Thirdly, these higher-level properties are causes effects of other properties. Like many
others, we consider this an attractive packaghesds.

But several philosophers, most notably Jaegwon Kiaye argued that non-reductive
physicalism is untenable since its first two thesastradict the third.Focusing on the example
of how mental properties relate to their underlypiysical, neural properties, Kim claims that if
mental properties supervene on neural propertidisowi being identical to them, then mental
properties cannot be causes of other propertiesaigument invokes what he calls #xelusion
principle: if a propertyF is causally sufficient for some effe@ then no distinct propertly*
that supervenes ol can be a cause of the eff@af To sketch the argument, suppose, for a
contradiction, that a mental propeiy causes a physical behavioural prop&tyAssuming the
causal closure of the physical world, there musstex physical property that is causally
sufficient for the behavioural properB; But P is plausibly the physical property on which the
mental property supervenes. Hence, by the exclusion princiBlexcludesM as cause dB, a

contradiction®



This argument against non-reductive physicalisithaight to be so forceful because the
exclusion principle is taken to be an analytichftiEven its critics generally suppose that the
truth or falsity of the principle can be establidlee priori. In this paper, we challenge this
supposition and reach two surprising conclusiomst,Fwe show that the truth or falsity of the
principle is in fact a contingent matter, and derivecessary and sufficient conditions for its
truth. Second, we establish that, when the priecipltrue, it can actually support, rather than
undermine, the causal autonomy of special-scienmaepties.

Our argument proceeds as follows. In section |, imteoduce the exclusion principle,
following Kim’s original formulation, and illustratits implications. Although both proponents
and critics of the principle usually assume that tituth or falsity can be settled by an
investigation of the concept of causation, theulson seldom employs a well-grounded theory
of causation. In section Il, we therefore introdube conception of causation as difference-
making. Since a conception of this kind is commarséveral different theories of causation —
e.g., counterfactual, interventionist and contvastbnes — our use of it in investigating the
exclusion principle should be congenial to a braadye of such theories. In section Ill, we show
that when causation is understood in this way, Kiformulation of the exclusion principle is
false. In section IV, however, we consider an aliéve and more plausible version of the
principle not vulnerable to the counterexamplespresent against Kim'’s version. It carefully
distinguishes genuine difference-making causes ftausally sufficient conditions by requiring
that the same effect can never simultaneously hdeaver-level difference-making cause and a
higher-level one. But we find that, despite beingniune to the earlier counterexamples, the
truth or falsity of the new principle is still congent on the causal system in question, and we
identify the conditions under which it is violatdd. section V, we turn to the conditions under
which the principle holds. The principle can applywo non-trivial ways. The first — the case of
upwards exclusion — is familiar from the argument against non-rethgcphysicalism: here a
lower-level cause excludes a higher-level one.tBatsecond — the caseduwnwards exclusion
— is often overlooked: here a higher-level causelugles a lower-level one. For example, a
mental property might cause a behavioural one wioleinderlying neural property does so too.
Cases of downwards exclusion are particularly egtng, as they support the causal autonomy
of higher-level properties. They occur whenevermhBrglevel causal relations are what we call

realization-insensitive: the presence or absence of some effect doesingé lon the actual



lower-level realization of the relevant cause, #imel same effect would have been consistent
with other lower-level realizations of the cause.dontrast, whenever there arealization-
sensitive causal relations at the higher level — i.e., tttea realization of the cause matters — the
exclusion principle is falsgIn section VI, we draw some conclusions.

Our discussion has three restrictions, which mostiolve convenient simplifications
rather than a loss of generality. First, we forrteisimplified versions of the exclusion principle
that do not mention overdetermination, in conttastome versions formulated with appropriate
exception clausesSecond, we concentrate on deterministic causatitting aside probabilistic
generalizationd,and consider relatively simple causal systemshizhvthe account of causation
as difference-making applies most readilfthird, we discuss causal relations involving
properties. Causation is best understood, we bxli@g a relation between variables. So
causation involving properties is a special casghith the variables are binary. A more general
treatment would handle causation involving manysedl variables. Throughout the paper, we
follow Kim in focusing on the relationship betweerental and neural properties, though our

conclusions apply more generally.

|. THE EXCLUSION PRINCIPLE AND PROPORTIONAL CAUSATION

The most convenient formulation of the exclusioimgple for our purposes in this:

Exclusion principle: If a propertyF is causally sufficient for a proper{y, then no

distinct propertyr* that supervenes dacausess.’
It is useful to give a real-life example. The exdenpas first discussed by James Woodward.
concerns the research by Richard Andersen andagoiés at Caltech on the neural encoding of
intentions to act! (The ultimate goal of Andersen’s work is to deyelteural prosthetics for
paralysed subjects that decode their intentiongéch for specific targets from neural signals
and use these to control external devices.) Andeasel his colleagues made recordings from
individual neurons in the parietal reach region RPRf the motor cortex of monkeys. This
region is known to encode intentions or higher-ondans to reach for specific targets, say a
piece of fruit in a particular locatiori. Andersen developed a program that correlated the
monkeys’ intentions to reach for specific goals,regealed in their movements, with certain

patterns in the recorded firings of neurons inrtf#?R. Using neural recordings, the program



was able to predict with 67.5% accuracy the reachiehaviour of the monkeys towards eight
targets.

The neural signals that encode the monkeys’ irdastito reach for certain targets were
recorded as averages of the firing rates (spikesgxnd) of individual neurons. But clearly the
same aggregate firing rate in a group of neuronsoissistent with a lot of variation in the
behaviour of individual neurons. For example, veriferent temporal sequences of neural
firings can give rise to the same firing rate. $oirgention to reach for a certain target can be
realized in many different ways at the level ofiudual neurons. Nonetheless, each intention is
associated with a distinctive aggregate pattertirofg rates. It is useful to introduce some
simple notation. Suppose that the monkeys can im@etions to reach for certain targdts,l»,

I3 etc., and can perform the corresponding actidns®,, As, etc. Suppose, further, that each
intentionl; can be realized at the level of individual neuromdifferent token patterns of neural
firing, Ni1, Ni2, Niz etc. Suppose that on some specific occasion a eyoikms the intentioiy

to reach for a particular object and performs thegasponding actiod;. Suppose further that
Ni1 is the particular token pattern of neural firifigt realizes or encodes the intentipion this
occasion. The central question is: What was theseai the monkey’'s actioA;? Was it the
intention I, or its particular neural realizatioN;;? The exclusion principle dictates that the
cause of the monkey’s action is the neural reatindtl;;, not the intentiorl;. The reason is that
N1 is causally sufficient for the actiof;, and by hypothesi$; supervenes omN;;, so the
principle excludes$; from being a cause, leaviiN; as the only possible cause.

The principle may appear plausible when applietht® example. But we think it is only
superficially plausible. As several philosophersvéhanoted, the neural stafd;; does not
satisfactorily fit the role of a cause becauss iverly specific and involves extraneous detail.
In Stephen Yablo’'s terminology, it is ngroportional or commensurate with the effect.
Although Ny, is causally sufficient for the effect, causal siéncy is not the same thing as
proportional causation. To illustrate the differen¥ablo asks us to consider a pigeon that has
been trained to peck at all and only red objétEhe pigeon is presented with a red target and
she pecks at it. As it happens, the target is aeifspghade of crimson. What caused the pigeon to
peck? Was it the fact that the target was red erféict that it was crimson? The exclusion
principle would say that since being red supervemeseing crimson and being crimson is

causally sufficient for the pigeon’s pecking, tleglmess of the target is not the cause. But this



seems wrong, as Yablo points out. The target'sgoed is of the right degree of specificity to

count as a cause of the pigeon’s action. In conttias target’'s being crimson is too specific to
count as the cause: citing it as the cause of ¢lskipg might give the erroneous impression that
the pigeon would not peck at anything non-crimson.

How can we capture the requirement that causes bmugiroportional to their effects?
Yablo formulates a proportionality constraint, whibe suggests is implicit in our concept of
causatior!® But his constraint is based on a particular actairthe supervenience relation
between mental and neural properties that is nateshby all non-reductive physicalists.
According to it, supervenient mental properties r@lated to their subvenient neural properties
as determinables like red are related to theirrdetates like crimson; thus supervenience, like
determination, is an unconditional, logical or npétgsical necessitation relatiof.

Contrary to this account, the physicalist hypothasiat the mental supervenes on the
physical is often presented as a contingent cldoutthe actual world, which means that the
supervenience relation is restricted to possibleldsothat are like the actual one in certain
important respectS. Rather than adopting Yablo’s own formulation o tproportionality
constraint, we therefore take a more general apprgaresented in the next section. It should,

however, still be in the spirit of Yablo’s analysithe pigeon example.

1. CAUSATION ASDIFFERENCE-MAKING

Yablo says the motivation for imposing a proporélity constraint on causes is the dictum that
causes make a difference to their effects. Thisudicunderlies many different theories of
causation: counterfactual, probabilistic, interv@mist and contrastive ones. How can we spell
out this dictum? We agree with those philosophets wterpret causal claims as claims about
relationships between variables and thus interretdictum, quite literally, as requiring that
changing the value of the cause variable changevahue of the effect variabt&. Applied to
binary variables representing the presence or absefisome property, the dictum says that
changing the causal property from being absenteiagopresent (or vice versa) changes the
effect property from being absent to being preg¢envice versa). Formally, we suggest that the

truth conditions for one property to make a differe to another are the following:



Truth conditions for making a difference: The presence df makes a difference to

the presence o6 in the actual situation just in case (i) if anyexantly similar

possible situation instantiat€s it instantiatess; and (ii) if any relevantly similar

possible situation instantiates-, it instantiates: G.

For example, the target’'s being red makes a diff@do the pigeon’s pecking because in any
relevantly similar situation in which the pigeorpiesented with a red target, it pecks and in any
relevantly similar situation in which it is not gented with a red target, it does not. Various
specifications of relevantly similar situations imigoe given. In the example, they could be
situations in which the pigeon has received thees@naining, the targets are presented to the
pigeon in the same experimental setting, therenareonfounding influences on the pigeon and
so on. But under the same construal of the relgvasimilar situations, the target’s being
crimson does not make a difference to the pigepesking. Condition (ii) is not met: in a
relevantly similar situation in which the pigeonpieesented with a non-crimson but red target, it
still pecks. These observations confirm Yablo’sjeoture that the proportionality of causation
can be captured by requiring that causes makdexetice to their effects.

Further confirmation of this conjecture comes fremamining how the suggested truth
conditions constrain the specificity of causesisattion of these conditions ensures that causes
are specific enough for their effects, but no mgpecific than needed. This is revealed most
clearly in the case of many-valued causal varial#egppose, for example, there is a drug that
causes patients to recover from an illness. Theceffariable is a binary variable whose values
are recovery or non-recovery. But the cause vaigbmany-valued, with possible values Omg,
50mg, 100mg, 150 mg, and 200mg. Suppose that gywaredose at or above 150mg cures a
patient, but any lower dose does not. Supposeianpdtas taken a regular dose of 150mg and
has recovered from the illness. What made theréifflee to the patient’s recovery? According to
the truth conditions above, the answer is “Givihg fpatient a dose of at least 150mg”. It
satisfies both conditions (i) and (ii): all relewignsimilar patients who take a regular dose at or
above 150mg recover and all those who take a lalwse don’'t. Other answers are either too
specific, or not specific enough. For example, ¢hase cannot be “Giving the patient a dose
above 50mg” because that does not meet condifjoadime relevantly similar patients who are
given a dose above 50mg, say 100mg, do not recBuailarly, it cannot be “Giving the patient

a dose of exactly 150mg” because that does not owelition (ii): some relevantly similar



patients who are not given a dose of exactly 156nsqy they are given 200mg — nonetheless
recover. In this way, condition (i) rules out cauileat are not specific enough to account for the
change in the effect variable, while condition (u)es out causes that are too specific to account
for it.

The truth conditions for making a difference can égressed more formally using
counterfactuals, as understood in a possible-wagtdantics. Specifically, we replace the notion
of a relevantly similar situation with that of aeeantly similar possible world, identifying a
situation in which a propert¥ is instantiated (or not instantiated) by the psopon “F is
present” (or F is absent”), and thus rewrite the conditionaldha truth conditions above as
counterfactuals:

Truth conditions for making a difference: The presence df makes a difference to

the presence d& in the actual world if and only if it is true ihé actual world that

(i) Fis present]— G is present; and (il is absenf]— G is absent.

It is important to be precise about the semantfcthese counterfactuals. We use the standard
possible-worlds semantics of David Lewis, whichyies truth conditions for counterfactuals in
terms of a similarity relation between possible l®1° The similarity relation, which may vary
with context, is represented by an assignment¢h passible worldv of a system of sphered
worlds centred onv. The system of spheres is required to meet ceftamal constraints. The
spheres araested in the sense that, for any two spheBendT, eitherSis included inT or T is
included inS They areweakly centred on w in the sense that is contained in every sphef®.
They areexhaustive in the sense that there exists a largest sphetainmg all relevant possible
worlds. They satisfy théimit assumption that, for any worldw and any non-contradictory
propositionP, there is a smallest sphere containing some warlbhich P is true. Call this
sphere themallest P-permitting sphere aroundw.”* The system of spheres conveys information
about the similarity of worlds to the wondat the centre. The smaller a sphere, the mordasimi
to w are the worlds in it. So whenever one world lesome sphere aroundand another lies
outside it, the first world is more similar tothan the secont.

Given these assumptions, we can now state the tmuiditions for counterfactuals as
follows: P []— Q is true in worldw if and only if Q is true in all theP-worlds within the
smallestP-permitting sphere arounal. (Interpretationally, those worlds are the clogestorlds

tow.) Figure 1 illustrates a situation in which theuoterfactuaP []— Q is true in the worldv



at the centre of the system of spheres. The sétwbrlds is represented by the region with
diagonal lines and the set Q@worlds by the larger convex region that includes set ofP-

worlds. The smalled®-permitting sphere is the innermost sphere.

Figurel

By adopting this semantic framework, we follow Lewather than Stalnaker, in allowing
that there may be more than one clogestorld tow. Although there may sometimes be just one
such world, this is not the general rule. Howewee, diverge from Lewis in imposing only a
weak centring requirement on the systems of sph#/esallow the smallest sphere arowndo
contain more than one world. Lewis imposes thengfeo requirement that the smallest sphere
aroundw contains onlyw. This corresponds to a constraint on the simylagtation whereby no
world is as similar tav asw itself. It also corresponds to the inference fuden the premis® &

Q to the conclusio® [ ]— Q. In other words, iP andQ are true in some world sols - Q.
Lewis’'s strong centring requirement, the correspagdconstraint on similarity and the
corresponding inference rule may appear plausiBlet we cannot accept them. If the
counterfactual formulation of the truth conditicios difference-making is to match the earlier
formulation, clause (i) of the counterfactual fotation must capture the idea that every
relevantly similar situation that instantiatéslso instantiate&. In the original formulation, this
condition is non-trivial: it rules out insufficidgtspecific causes, provided the set of relevantly
similar situations instantiating includes more than one such situation. To matshabndition,
the counterfactual formulation must require thaéref F and G are both instantiated in the
actual world, the smallest sphere around it alsgains some other worlds instantiatifg

There are also independent reasons for weakena@ehtring requirement in this way.
First, Lewis’s strong centring requirement is jfistl on the seemingly reasonable grounds that

no world can be as similar to wond as worldw itself. For example, the actual world is more



similar to itself than any other world. But thisepupposes very fine-grained standards of
similarity and difference. It is only if we assusigch fine-grained standards that we can exclude
worlds that are nearly identical to the actual wdrbm the smallest sphere around it. But Lewis
himself warns us that not every similarity or diface between worlds should get counted in the
overall similarity relation for counterfactuaf$As he points out, if every similarity or differemc
were counted, this would refute his analysis of nterfactuals. Sometimes the following
counterfactuals seem true: ‘#, the world would be very different; but ¥ andR, the world
would not be very different”. But these counterfeds can be true only if the formal similarity
relation disagrees with explicit judgments aboutatvis “very different”. So some obvious
respects of similarity and difference count forhog in the overall similarity relation. But this
also suggests that worlds that differ from the alctmorld only in respects that do not count
should be included in the innermost sphere aroufid i

Another reason for weakening the centring requirdmie that the strong version
introduces an unjustified asymmetry into our reasgprabout counterfactuals. Consider the
inference patterrstrengthening the antecedent, which goes from the premide[]- Q to the
conclusionP & R [J- Q. (The same point can be made in termscaftraposition and
transitivity.) When the antecedeRtis false, this inference is generally invalid. kustance, the
counterfactual “If | were to stir sugar into telawould taste sweet” is true, but the counterfdctua
“If I were to stir sugar and castor oil into my téawould taste sweet” is false. However, under
Lewis’s strong centring requirement, this inferepedtern is valid when the antecedents of the
counterfactuals are true. But the inference se@mually bad when the antecedent is true as when
it is false. This point is especially significamt the case of future-tense counterfactuals whose
antecedents are not known to be true or falsa. dtucial to the use of such counterfactuals for
prediction and decision-making that inferences &lehor invalid regardless of the truth of their
antecedents’

Before we apply the difference-making account afsadion to the exclusion principle, we
note an implication of the account. Several phiitss have observed that causal statements are
contrastive in characté?. They have pointed out that descriptions of botiseaand effect seem
to involve reference to a contrast situation, drasecontrast situations. Sometimes the contrasts
are made obvious by the use of contrastive focos.eikample, asserting a sentence such as
“Giving the patient @50mg dose of the drug caused his recovery” highlights thet fhat the



150mg dose was one in a range of doses and nddsdls within this range cause recovery. But
often the contrast situations are left implicit.eTitule for reconstructing the contrast situatians i
straightforward in the case of causal claims inwvagvbinary variables. Here the contrast
situation is simply the opposite value to the dctuee. So the causal claim “The presencé& of
causeds to be present” is to be understood Bdbting present rather than absent caéal be
present rather than absent”. All these observatemes predictable based on the account of
causation as difference making. If causal statesnemtivey information about how variation in
one variable is associated with variation in angthe explicated by a pair of counterfactuals, it

is no surprise that they can be expressed convesti

[11. APPLICATION TO THE EXCLUSION PRINCIPLE

Both examples discussed above — Andersen’s monkdyYablo’s pigeon — can be seen as
counterexamples to the exclusion principle. In eeake, the exclusion principle leads us to
identify the intuitively wrong property as the causf the given effect. In Yablo’s example, the
proportional difference-making cause of the pigegrecking is not the crimson, but the redness
of the target, contrary to what the exclusion gplecimplies. This is supported by the truth of
the counterfactua/®

Target is red]— pigeon pecks.

Target is not red]— pigeon does not peck.
In contrast, the following counterfactuals are poth true?

Target is crimsof |- pigeon pecks.

Target is not crimson]— pigeon does not peck.
It is natural to interpret these counterfactualderms of a similarity relation that makes the
closest-worlds in which the target is not crimsoe®where it is some other shade of red. (We
discuss this assumption in the final section.) Gitles assumption, the second counterfactual is
false: in the closest worlds in which the targehdd crimson it is some other shade of red, in
which case the pigeon would still peck.

A similar treatment can be given for the exampletltdé monkey. The proportional
difference-making cause of the monkey’s reachirtgpad; is not its particular neural statg;,

but its intention;. The following counterfactuals are tréfe:
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Monkey has intentioiy [ ] monkey performsg\.

Monkey doesn't have intentida["]— monkey doesn’t perform;.
Whereas the following counterfactuals are not bata>*

Monkey has neural properNs1[]- monkey performg\;.

Monkey doesn’'t have neural propeNy; []—- monkey doesn’t perforra;.
Assuming that the closest worlds in which the mgniteesn’t have neural propemis; are ones
in which it has another neural property realizihg@ intentionl;, one can see that the second
counterfactual is false: in any such world, the keynhas another neural property that realizes
I, and so perform4;.

Yablo’s insight about the exclusion principle h&asig been vindicated. Understanding
causes as proportional difference-makers, one earnhat the exclusion principle is false. Even
when some propertly is causally sufficient for some effe@t a property* that supervenes on
F can nonetheless be a caus&oilhe monkey’s intentioly, to reach for a specific target is the
cause of its reaching actigq even though it supervenes on the neural propéitywhich is
causally sufficient for the action.

To be fair, Kim would not regard this as a refugatiof the exclusion principle in his
intended sense. He states that his version ofxtl@son principle is to be understood in terms
of a conception of causation as generation or mtolu rather than a counterfactual one as
advanced here. He writes, for example: “Causat®meneration, or effective production and
determination, is in many ways a stronger relati@n mere counterfactual dependence, and it is
causation in this sense that is fundamentally wewlin the problem of mental causatidhOur
response is that the concept of generation or tefeeproduction requires clarification. In the
sentence before the one quoted, Kim says thatatheeption he has in mind is the one described
by Elizabeth Anscomb® But Anscombe treats productive causation as prigjitand neither
she nor Kim elucidates the concept. Woodward pregpdisat production or necessitation can be
understood in counterfactual terifsan eventc produces another eveetjust in case the
counterfactual ¢ occurs[]— e occurs” is robustly true under variation of theckground
conditions. If this is the interpretation of protioa or generation, however, then this concept is
not a genuinely causal one at all. There are wetwn counterexamples to this view of
causation (Salmon 1984). For example, a man’s ga&ircontraceptive pill is sufficient for, or

necessitates, his not getting pregnant. But theer®icausal connection or relevance here, as a
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man’s taking a contraceptive pill makes no diffeeto his not getting pregnant. Even if he had
not taken the pill, he wouldn’t have got pregnant.

These points suggest that unless a better explicatan be given of causation as
production, this notion can hardly play a signifitaole in the debate about mental causation. In
contrast, the notion of difference-making is clgaal causal one. This is evident from several
facts. First, it is often used as the central nating idea behind various theories of causation.
Second, the epistemology of causation, especiallythe form of randomized controlled
experiments, is closely tied to establishing prapsras difference-makers for other propertfes.
Third, the notion of causal relevance or differentaking plays a central role in theories of
causal explanatioff. Fourth, difference-makers are ideally suited fdwe tpurposes of
manipulation and contrdl. And finally, the clear truth conditions we havdeoéd for claims
about difference-making stand in stark contrasthi opacity of the notion of productive or

generative causation.

IV.A REVISED EXCLUSION PRINCIPLE
We have seen that within a difference-making actaofircausation there are some persuasive
counterexamples to the exclusion principle. A carfrature of this principle is that it is couched
in terms of causal sufficiency: it states that eperty that iscausally sufficient for some effect
excludes certain other properties from being caodisat effect. But one might ask: “Why talk
of causal sufficiency rather than causation?” Téference to causal sufficiency harks back to
older empiricist accounts of causation that takeisadon simply to be some form of
subsumption under laws. Indeed, several featureKiofs formulation of the exclusion
argument depend on somewhat outmoded assumptamsdeductive-nomological accounts of
causation and causal explanation.

Naturally, this raises the question of what happénwe reformulate the exclusion
principle, replacing the reference to causal sigficy with one to causation in a more adequate
sense, understood as difference-making. So lebnsiaer the following revised principle:

Revised exclusion principle: For all distinct propertied and F* such thatF*

supervenes oR, F andF* do not both cause a prope@y
Here the truth conditions for causation are thasedifference-making introduced above. The

principle can also be formulated in two differelmtit logically equivalent ways. The first is the
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counterpart of Kim’s original principle, whereasteecond is seldom explored in the debate
about the exclusion problem:

Revised exclusion principle (upwards formulation): If a propertyF causes a property

G, then no distinct properfy* that supervenes dhcausess.

Revised exclusion principle (downwards formulation): If a property F causes a

propertyG, then no distinct property* that subvenes or realizEcause<.
Although logically equivalent, the two formulatiodsaw our attention to two different ways in
which the exclusion principle can apply. An instaraf upwards exclusion occurs when there
exists a subvenient difference-making cause theltudgs a supervenient one; and an instance of
downwards exclusion, usually not recognized, occurs when there exstsupervenient
difference-making cause that excludes a subvemieat We turn to such instances in the next
section.

Is the revised exclusion principle true or fals&? lis focus on the instance of the principle
that concerns the causal relationships betweenrdamgropertyM, a neural propertiN, and a
behavioural propert. Throughout the discussion, we assume bhaealizesM in the actual
world. We are interested in the logical relatiopsbétween the following two propositions:

(1) The presence ¥l is a difference-making cause of the presend# of

(2) The presence dfl is a difference-making cause of the presend of
Using the truth conditions introduced above, eaththese propositions is equivalent to a
conjunction of counterfactuals:

(1a)M is present |- B is present.

(1b)M is absenf]- B is absent.

(2a)N is present ] B is present.

(2b)N is absenf ] B is absent.
The revised exclusion principle dictates that psipans (1) and (2), or equivalently (1a), (1b),
(2a) and (2b), are never simultaneously true. Buhis claim actually correct? Our approach
makes this question logically tractable. In theeapx we prove the following result:

Compatibility result: Propositions (1a), (1b), (2a) and (2b) are tgether if and

only if (i) B is present in all close$fl-worlds; (ii) B is absent in all closestM-

worlds; and (iii)B is absent in all closestN-worlds that aré/-worlds.



13

To show that conditions (i), (ii) and (iii) on thigght-hand side of this biconditional can indeed
be met, consider the example represented in FRyuks before, the concentric spheres represent
sets of more and more similar worlds to the actvatld; the innermost sphere contains the
actual world, labelledv, and other worlds deemed maximally similar td e set oN-worlds is
represented by the region with diagonal lines, bt of M-worlds by the larger region that

includes the set dfi-worlds. The shaded region represents the dgtvedrids.

Figure2

It is easy to check that conditions (i), (ii) ani) @re met. SinceM is present throughout
the innermost sphere, that sphere picks out treestdl-worlds, and sinc® is also present in it,
condition (i) is met. SincB is not present in anyM-worlds, it is also absent in all closeg¥-
worlds, and thus condition (ii) is met. FinallynseB is not present in anyN-worlds, it is also
absent in all closestN-worlds that areM-worlds, and so condition (iii) is met. This is, of
course, just one of many situations that illusttaeecompatibility of (1a), (1b), (2a) and (2b). To
understand the conditions in full generality, weammend working through the proof in the
appendix.

The upshot of this result is that the revised esiolu principle is not generally true. It is
not ana priori truth that a lower-level difference-making relatisuch as that betwed&handB
excludes a higher-level one such as that betwé@mdB, or vice versa. These causal relations
can coexist when the conditions in the compatibrisult are satisfied. The philosophical debate
about the validity of the exclusion principle hasqeeded as if the principle is arpriori truth
about all causal systems. However, we can nowlssehe exclusion principle is true of some
systems, and false of others, and we must therefomsider its applicability on a system-by-
system basis.
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One general point is nicely illustrated by Figuren@wever. AlthougM, and not jush, is
a difference-making cause Bfhere, the causal system is very sensitive in émses that small
perturbations in the way in whiddl is realized will result in the absence Bf Call a causal
relation betweerM and B realization-sensitive if, in all thoseM-worlds that are closestN-
worlds (such thaM has a different realizerB is no longer present. Then another way of
expressing our compatibility result is to say tthe exclusion principle is false whenever some

higher-level property stands in a realization-siresicausal relation to another property.

V. CONDITIONS FOR UPWARDS AND DOWNWARDS EXCLUSION

So far we have emphasized the conditions underhathie exclusion principle fails to hold. Let
us now focus on those under which it holds. Perlitapgrue of many systems, even if not of all.
If so, this has important implications for the anamy of causal relations at different levels. As
an immediate corollary of our compatibility resuwite can state the conditions under which the
exclusion principle holds:

Necessary and sufficient conditions for the exclusion principle: The revised exclusion

principle holds if and only if, for all relevantggertiesM, N andB (with N realizing

M), either (i) B is absent in some closest-worlds, or (ii) B is present in some

closest-M-worlds, or (iii) B is present in some closesN-worlds that arévl-worlds.
There are two non-trivial ways in which these ctinds can be met (the third, trivial one
involves the absence of any higher- or lower-lesalsal relations whatsoever). The first is an
instance of upwards exclusion, which occurs wNetaused butM doesn’t caus® (in which
case clauses (i) or (ii) are met). The second imstance of downwards exclusion, which occurs
whenM cause® but N doesn’t caus8 (in which case clause (iii) is met). Let us firsinsider
the case of upwards exclusion.

Necessary and sufficient conditions for upwards exclusion: An instance of upwards

exclusion occurs if and only M is a difference-making cause Bfand either (iB is

absent in some closebt-worlds that are-N-worlds or (ii) B is present in some

closest- M-worlds outside the smallesiN-permitting sphere.
A proof is given in the appendix. Figure 3 représesn example of upwards exclusion. As
before, the region with diagonal lines represemessiet oN-worlds, the larger convex region the
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set ofM-worlds, the shaded region the seBeivorlds. The actual worldy, lies in the innermost

sphere, and within M, N, andB are present.

Figure3

It is easy to check that the truth conditions fourtterfactuals (2a) and (2b) are satisfied so
that N is a difference-making cause Bf As further required, clause (i) of the necessarg
sufficient conditions for upwards exclusion is meg¢causeB is absent in the closebt-worlds
that are-N-worlds, namely those worlds in the non-shaded giathe innermost sphere. Indeed,
one can easily see that the counterfactivals' presenf]— B is present” is false, implying that
M cannot be a difference-making causeBof(In this example, we assume that the innermost
sphere of worlds contains worlds besides the agtadl.)

To give a less formal illustration of upwards extun, let us go back to Yablo’s example,
but suppose now that the pigeon has been trainpddio at all and only crimson objects. In this
case, a target’s being crimson is a difference-ngakause of the pigeon’s pecking, whereas the
target’s being red is not. The target's being regsdnot satisfy the conditions for making a
difference precisely because the counterfactuaé‘fEinget is re@]— the pigeon pecks” is false,
since the pigeon does not peck at any red but narson objects. Another illustration is given
by a variant of Woodward’s example in which the k@nperforms some highly specific action
A; when and only when it is in a distinctive neuraltaN;1, which is one among many realizers
of an intentionl;. Then the difference-making cause of the monkagison is the subvenient
neural staté;; rather than the supervenient intentigrthe latter can be realized by other neural
states that do not lead to the action.

Although the conditions for upwards exclusion desanore discussion, we devote the rest
of our discussion to the conditions for downwargslgsion. We state necessary and sufficient

conditions below. But a further point emerges froun analysis. It is often assumed that when a
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higher-level causal relation holds, it does so iriue of a lower-level causal relation. For
example, according to Kim'sausal inheritance principle, if propertyF* supervenes on property
F thenF*’s causal powers are identical with, or at leasengined byF’s causal powers’ But
the opposite is true: when the exclusion principtéds, a higher-level property* can be a
difference-making cause for some eff€bnly if the lower-level property that realize$* is
not a difference-making cause of that effect. The seme/ and sufficient conditions for
downwards exclusion are the following:

Necessary and sufficient conditions for downwards exclusion: An instance of

downwards exclusion occurs if and onlyMfis a difference-making cause Bfand

B is present in some closesN-worlds that aré/-worlds.
Again, a proof is given in the appendix. Figureegresents an example of downwards exclusion.
As before, the diagonally lined region represeh&sN-worlds, the larger convex region thve
worlds, and the shaded region Bwvorlds; M, N andB are present in the actual wond,

Figure4

It is easy to check that conditions (1a) and (to)M to be a difference-making causeBfre
met. FurtherB is present in some — in fact, all — of the closestworlds that areM-worlds,
namely those in the shaded part of the innermosersp as required by the conditions for
downwards exclusion. Indeel,is not a difference-making causeRfsince the counterfactual
“N is absen{"]— B is absent” is false. (Once more, we assume thatirthermost sphere
contains worlds besides the actual world.)

How can we interpret the conditions for downwargs@sion? Recall that a causal relation
betweenM andB is realization-sensitive if small perturbationghe way in whichM is realized
result in the absence 8f or formally, if B is absent in all thoskl-worlds that are closestN-

worlds. Similarly, call the causal relation betwédrandB realization-insensitive if B continues
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to be present even under some small perturbationisei realization oM, or formally, if B is
present in some closestN-worlds that areM-worlds. We can then see that, if there exists a
higher-level causal relation, it excludes a lowerel one if and only if it is realization-
insensitive. This is verified in Figure 4 where ttlesestM-worlds, whether or nd¥ is realized
by N in them, are ones in whidhis present.

It is natural to assume that the similarity relatmver possible worlds has a structure like
that in Figure 4, giving rise to a realization-insitive causal relation betwe&handB. Indeed,
in discussing Woodward’'s and Yablo’s examples apbave made this assumption without
justifying it at the time. For example, in arguitigat the target’s being crimson is not a
difference-making cause of the pigeon’s peckingclaened that the counterfactual “The target
is not crimsori_ ] the pigeon does not peck” is false because ifatget had not been crimson
it would have been some other shade of red, intlwbase the pigeon would still have pecked.
But this is analogous to assuming a similarity trefaaccording to which some of the closest
= N-worlds areM-worlds in whichB is present. Likewise, in arguing that the monkdygeng in
neural statd\;; is a not a difference-making causefef we claimed that the counterfactuél;t
is absenf |- A; is absent” is false becauseNf; had been absent, some other neural property
would have realized the intentidny which would still have led to the performancefaf Once
again, this reasoning made an assumption analogoti®e one that some of the closedt-
worlds areM-worlds in whichB is present.

Why is this assumption so easy to make? Why is itatural to assume that when there is
a higher-level causal relation, it is realizatioisensitive? One reason is that we intuitively
require difference-making causal relations to haldarious possible situations, not just in the
actual one. We take this to be an empirical obsenvaabout ordinary speakers’ practices of
assigning truth conditions to causal claims. Woadwhas made a similar observation,
developing some insights of Lewis’s discussionssrisitive” and “insensitive” causatiéhLike
Lewis, Woodward defines counterfactual dependenetwden events in terms of non-
backtracking counterfactuals, stating th&$ occurrencecounterfactually depends on c’'s
occurrence if and only if:

(3a)c occurd ] eoccurs.

(3b) c doesn’t occur]— e doesn’t occur.
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Woodward agrees with Lewis that the counterfac{8a) is true if its antecedent and consequent
are true, but notes that ordinary speakers redgaad crucial to the truth of a causal claim that
these counterfactuals should remain true undeowsirthanges to the actual circumstances: they
should beinsensitive. He further notes that the insensitivity of coufgetual (3a) has more
weight in an ordinary speaker’s causal judgment that of counterfactual (36.

Woodward gives many illuminating examples. But st consider two examples from
Lewis’s original discussion. One of Lewis’s exanglef insensitive causation is shooting
someone at point blank range with a large calibtdleb as we vary the background
circumstances in ways that are not too unlikelyantfetched, it continues to be true that if the
shooter had fired the bullet, the victim would halred. An example of sensitive causation, by
contrast, involves the following scenario: Lewisites a strong letter of recommendation that
causesX to get a job he would not have got otherwise, Whircturn cause¥, who would have
gotten the job in the absence of Lewis’s lettetate a job in a distant city, where she meets and
marries a person; she has children with this permaod these children in turn have children, and
so on. Call one oY’s descendanthl. As Lewis notes, the causal statement “Writingléiter of
recommendation causéds death” is very sensitive. Counterfactual (3b)}rise: if Lewis had
not written his letter of recommendatiowould not have met and married the person she did
and her descendants, includiNgwould not have come into existence and later.diédodward
argues that the reason we are nonetheless reluctegdard this as a true causal statement is that
counterfactual (3a) is very sensitive here. There ever so many changes to the actual
circumstances that are not too unlikely or farfiett which would undermine its truth. For
example, if the university department in the distaty had chosen someone other thvaor if Y
had not lingered at the party quite as long asdstheshe would not have met her future husband
and so on. Woodward’s crucial observation is thegpite the existence of a counterfactual
dependence between Lewis’s writing the letter Argl death, it is the extreme sensitivity of
counterfactual (3a) that undermines the credibdftshe associated causal claif.

The main outstanding issue is how to specify whiahations in background conditions
are admissible in evaluating causal claims. On approach, this issue comes down to the
guestion of which similarity relation to employ assessing the relevant counterfactuals. The
worlds which differ admissibly in background comaiits from the actual world belong to the

innermost sphere around it. But which conditions admissibly varied and which must be
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invariant under change? Woodward says this is degbtensitive matter, and disciplinary-
specific rules may play an important r8feFor example, he observes that in economics
fundamental causal relations are sometimes requwecemain invariant under changes to
economic agents’ states of information and undanghs to relative costs. Further, he notes that
genetic causal relations are usually required toare invariant under changes to imposed
environmental conditions, especially changes indmusocial conventions.

In accordance with these remarks, we suggest thaha special sciences higher-level
causal relations are typically required to be irauarunder changes to the way in which higher-
level properties are physically realized. The mion-insensitivity we naturally assume for
causal relations involving mental properties isretance of this more general phenomenon. If it
is correct that realization-insensitivity is a gexleequirement in higher-level causal claims, then
it follows that the conditions for downwards exdétrsare generally satisfiéd.But this in turn
entails that higher-level causal relations suckhas betweeM andB obtain even though there
is no underlying causal relation between the na@allzerN andB. In such cases, we have good

reason to believe in the causal autonomy of hidgnel properties.

V1. CONCLUSION
We started by considering Kim’s formulation of teeclusion principle, as employed in his
argument against non-reductive physicalism, andctegl it on the basis of a conception of
causation as difference-making. Under this conoapi@ mental property can be a proportional
difference-making cause of a physical property evkan it supervenes on a neural property that
is causally sufficient for the physical property.

Despite refuting Kim’s formulation of the exclusipninciple, this conception of causation
allowed us to formulate a revised exclusion prilecipnot vulnerable to the same
counterexamples. The revised principle permitsedifit logically equivalent formulations — an
upwards and a downwards one — which highlight ckfié ways in which the principle can
apply: the commonly recognized possibility thabaer-level cause excludes a higher-level one,
and the less commonly recognized reverse posgilfilit a higher-level cause excludes a lower-
level one. However, we showed that the new prieciplnot ara priori truth, since it can be
false of some causal systems. Nonetheless, thensyshat falsify it are very special in that they

involve higher-level causal relations that are ieagilon-sensitive: small perturbations that
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change the realizer of the higher-level propertmrits actual realizer also change the truth-
value of the relevant causal claims. Of course, possibility consistent with the existence of

realization-sensitive higher-level causal relatim#he reductionist claim that mental properties
are identical with their neural realizers. We dd deny that some mental properties may be
reductively identified with their neural realize/siter all, the causal profile of a given system is

an empirical matter. However, if there exist noliggdéion-sensitive causal relations at the

higher-level, the exclusion principle is true. Maver, when there are some higher-level causal
relations that are realization-insensitive, thedibons for downwards exclusion are met and the
higher-level properties involved in those relati@me causally autonomous. A comparison with

Woodward’s discussion of sensitive and insensitt@eisation suggested that the realization-
insensitivity requirement is a special case of itie general requirement that genuine causal
relations should be insensitive to variation inkgaound conditions.

The lesson of our discussion is that whether ornwot-reductive physicalism is tenable
depends on the empirical characteristics of eaadlsatasystem in question. For systems
exhibiting some instances of downwards exclusiam-reductive physicalism is vindicated at
least minimally, i.e., the three theses of non-otigle physicalism are true with respect to some
higher-level properties. For systems exhibitingyomistances of upwards exclusion and no
instances of higher-level causes compatible wittelslevel ones, non-reductive physicalism is
false, since its third thesis is false with respgeavery higher-level property. For other systems,

neither a reductive stance nor a non-reductive®nded out.

APPENDIX: PROOFS
Definitions. Let Q be a non-empty set of possible worlds. Any propéstyepresented by a
subsetP [1 Q. We write =P to denote the negation Bf i.e., -P = Q\ P. We assume that, for
each worldw1Q, there exists aystem of spheres of worlds aroundw (a set of subsets @),
denotedS,, with the following properties:
Nestedness: foranyS,TOS,,SOTorT OS.
Weak centring: foreverySOS , wOS.

Exhaustiveness: QUS,,.
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Limit assumption: for everyP [1 Q with P # [, ﬂS gs,,.

0S,,:Sn P20
For eachP 0 Q with P#[J and eachw1Q, define thesmallest P-permitting sphere aroundw

as

min,(w)= [)S.

SS,,:Sn P20
By the limit assumptionmin,(w) 0S8, providedP # [J. Define theclosest P-worlds tow as
fo (W) =ming(w) n P.
For anyP,Q 0 Q, the conditionaP[]- Q is true in worldw if all the closesP-worlds tow are

Q-worlds, formally f,(w) O Q.

Question. Let M be some (supervenient) mental propektysome (subvenient) neural property,
and B some behavioural property. We are interested iethdr the following two claims are
compatible:
(1) M is a difference-making causeBfEquivalently:
(1a)M[]- B.
(1b)-M[- -B.
(2) N is a difference-making causeBfEquivalently:
(2a)N[]- B.
(2b)=-N[- -B.

Assumption. We assume thad realizesM in the actual worldy, i.e., wOON O M .

Result 1.

() (1a)istruein w= (2a)is truein w.

(i) (1b)is truein w=>[(2b)istrueinw < f_ (W) n M O -B]
Proof of (i): Suppose (1a) is true i, i.e., min, (w) n M O B. SincewON OM , we have
min,, (W) = miny(w). Therefore ming(w) n N O min,,(w) n M , whence min (w) n N OB .

So (2a) is true inv. Q.E.D.
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Proof of (ii): Suppose (1b) is true iw, i.e., min_, (w) n =M O -B. What are the truth
conditions for (2b) irw, i.e., for min_,(w) n =N O -B ?Since N O M ,we have-M O-N .
Hence, for anySOS,, if Sn-M #0O then Sn-N=Z0, and thusmin_(w) O min_,, (w ).
Sincemin_,, (W) n =M 0O =B, it follows thatmin_ (w) n =M O -B.So
min_y,(w) n =N O=B ifand only if min_ (w)n (=N\-M)0O-B
if and only if min_ (wW)n=-NnM O-B
ifand only if f_,(w)n M O-B.Q.E.D.

Result 2.
(i) (2a)is truein w=[(1a)is truein w < f,, (W) n =N O B].
(i) (2b)is truein w=>[(1b)istruein w = f_,, (w)\ min_(w) O -B].
Proof of (i): Suppose (2a) is true m, i.e., miny(w) n N O B.What are the truth conditions for
(1a) inw, i.e., formin,, (w) n M O B? Sincemin,, (w) = min, (w )(as noted in part (i) of the
earlier proof), it follows thamin,, (w) n N OB. So
min,, (W) n M B if and only if min, (w) n (M \ N) OB
if and only if min,, (W) n M n =N OB
if and only if f,, (W) n =N OB. Q.E.D.
Proof of (ii): Suppose (2b) is true iw, i.e., min_ (w) n =N O -B. What are the truth
conditions for (1b) inw, i.e., for min_,, (w) n =M O -B? Since =M O-N , it follows that
min_, (w) n =M [ -B. Moreover, we know thamin_ (w) 00 min_, (w Jas noted in part (ii)

of the earlier proof). So

min_,, (W) n =M O =Bifand only if (min_,, (w)\min_ (w)) n-M O-B
if and only if min_,, (W) n =M \'min_ (w) [ =B

if and only if f_,, (w)\min_,(w) O -B.Q.E.D.

All the results stated in the main text of the pap#ow immediately from results 1 and 2.
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"It is straightforward to extend our account of sation as a difference-making relation to probatidisystems,
though generalizing our results about the limitadiof the revised exclusion principles would be entechnical.

8 Thus we set aside causal systems involving preiemmand overdetermination as these complicaticesrat
germane to our discussion. Of course, if our examglould be understood as involving overdetermonatihis
simplifying assumption would be unwarranted. But have already suggested that the examples arendlasio
cases of overdetermination.
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% David Lewis, “Counterfactual Dependence and Tinde®w”, Nous, 13, 4 (November 1979): 455-476.

24 Indeed, nothing in the weightings of similarity daulifference with respect to avoidance of miracikes
maximization of spatiotemporal region of perfecttchaof particular fact which Lewis (ibid.) recomnu=nfor the
causally relevant counterfactuals suggests thatortd can be as similar to the actual world as tbiitself.

% Besides these formal constraints, our only otbastraint on counterfactuals is that they are nackivacking. If
propertiesE; andE, are both effects of proper€ it is tempting to reason thatkf had not been instantiated thén
would not have been instantiated, in which casevould not have been instantiated. But such reasgpimvolves
backtracking, which must be banned if the counttuf rendering of difference-making causatioroisvork. This

can be achieved through several different waygetisying the similarity relation. We do not comroitrselves to



26

one of them, but note that they carry different odtments regarding the status of our account. laui@erfactual
Dependence and Time’s Arrow” (op. cit.), Lewis posps a similarity relation for non-backtracking etufactuals
that gives special weight to the avoidance of ne®and the maximisation of the spatiotemporalaegif match of
particular facts. Lewis’s specification of the dianity relation avoids any use of causal notionhi@sepresents his
counterfactual theory of causation as a reductimalyais. In Making Things Happen: A Theory of Causal
Explanation (op. cit.), Woodward proposes a similarity relatfor non-backtracking counterfactuals in termshef
causal notion of an intervention, which plays thens role as a miracle in Lewis’s account. Woodwaodcedes
that, due to his causally loaded semantics, hisrthef causation cannot offer a reductive analysig,argues that
his account is nonetheless informative about carsalin eschewing any specification of the simtharielation for
non-backtracking counterfactuals, we remain neatnalvhether our counterfactual account is fullyusd/e or not.
% See, for example, Fred Dretske, “Referring to Es/emMidwest Sudies in Philosophy, 2, 1 (September 1977): 90-
99; Christopher Hitchcock, “The Role of ContrastOausal and Explanatory Claim$ynthese, 107, 3 (June 1996):
395-419; James Woodward, “A theory of singular ehexplanation” Erkenntnis, 21, 3 (November 1984): 231-
262; and Woodwardylaking Things Happen: A Theory of Causal Explanation (op. cit.).

"'|f the causal claim that's being present made the difference@s being present” implies that changing the
situation fromF being present to being absent also changes thtisit fromG being present to being absent, and
vice versa, as expressed by the counterfactirais present |- G is present” andF is absenf |- G is absent”,
then it is appropriate to say th&t's being present rather than absent ca@sdeing present rather than absent”.
2 Alternatively, it is also borne out by the truthtbe contrastive statement: The target's beingragber than not
red made it the case that the pigeon pecked rdtaardidn’t peck.

2 Similarly, the following contrastive statemenfadse: The target's being crimson rather than mobson made it
the case that the pigeon pecked rather than digeuk.

% In contrastive terms, the monkey’s having intemfigrather than not having this intention made it theecthat it
performedA; rather than did not perform it.

31 Again in contrastive terms, it is false that thenkey’s having neural property;, rather than not having this
property made it the case that it performedather than did not perform this act.

32 In Physicalism or Something Near Enough (op. cit.), p. 18.

3 Elizabeth Anscombe, “Causality and Determinatian”Jnaugural Lecture (Cambridge: Cambridge University
Press, 1971).

3 In James Woodward, “Sensitive and Insensitive &aws’, Philosophical Review, 115, 1 (January 2006): 1-50.
% See CraverExplaining the Brain (op. cit.).

% See Wesley Salmorgcientific Explanation and the Causal Structure of the World (Princeton NJ: Princeton
University Press, 1984) and Woodwalkthking Things Happen: A Theory of Causal Explanation (op. cit.).

37 Again, see Woodwardlaking Things Happen: A Theory of Causal Explanation (op. cit.).

3 For a discussion of this point, see Woodward, “MeGausation and Neural Mechanisms” (op. cit.).

39 One might speculate that whether a higher-levdbwer-level property should be cited as a diffeesmaking

cause is determined by how the relevant effect gntgps described. Sometimes the effect property arse-
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grained, higher-level one, in which case it is ndsly to be explained in terms of a coarse-grdjngigher-level
cause. But other times, as illustrated by the exasnpbove, the effect can be explained only byne-§rained,
lower-level property. When this is so, we haverstance of upwards exclusion.
0 Kim, Mind in a Physical World: An Essay on the Mind-Body Problem and Mental Causation (op. cit.).
1 See Woodward, “Sensitive and Insensitive Causatiom cit.) and David Lewis, “Postscripts to ‘Catisn™, in
Philosophical Papers. Volume 2 (Oxford: Oxford University Press, 1986), respedgive
2 Woodward says that the counterfactual (3a) isrisisiee to the degree that there is a broad ramdgeckground
conditionsf3, that are not too improbable or far-fetched, siheth the following counterfactual is true:

(3c) c occurs in circumstancgsdifferent from the actual ongs|— e occurs.
The insensitivity of counterfactual (3b) is definednilarly; and the insensitivity of the corresporgl causal
statement ¢ causede” is defined as some weighted average of the ineng of counterfactuals (3a) and (3b),
with most weight going to counterfactual (3a).
*3 We believe that Lewis and Woodward are describingjfferent terms the same phenomenon we haveridesc
They say that ordinary speakers are typically nedi to regard causal statements likecaused” as true not just
when a pair of counterfactuals like (3a) and (3#)teue, but when in addition counterfactual (Zansensitive. We
say that ordinary speakers typically regard thisseh statement as true just when counterfactualsdBd (3b) are
true, where the counterfactual (3a) already hal intid its truth conditions the requirement tieatvould occur ifc
were to occur in background circumstances diffefeorh the actual ones. The difference in our viésvdue to a
difference about the truth conditions of countetdats like (3a). If one accepts Lewis’s view thatoanterfactual is
true if it has a true antecedent and consequeethas to build the additional requirement of thesgévity of the
counterfactual (3a) into the truth conditions olusal statements. In contrast, one does not havaddb this
requirement if one accepts the view that the tafitbuch a counterfactual already requires a coiorebetweert’s
occurrence and's occurrence under an admissible range of chatogie background conditions.
“**In “Sensitive and Insensitive Causation” (op.)cit.
5 To summarize the point, we are reluctant to ackedge the existence of a higher-level causal atinless it
exhibits a certain degree of realization-insenigitivBut in this case the conditions for downwaedglusion are

met, and the higher-level causal relation excluatgssubvenient, lower-level one.



