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Abstract

This paper generalizes the (epistemic) preface paradox beyond the
principle of belief aggregation and constructs a similar paradox for
deontic reasoning. The analysis of the deontic case yields a solution
strategy—restricting belief/obligation aggregation rather than giving
it up altogether—that can be transferred to the epistemic case. Our
proposal amounts to a reasonable compromise between two goals: (i)
sticking to bridge principles between evidence and belief, such as the
Lockean Thesis, and (ii) obtaining a sufficiently strong logic of doxastic
and deontic reasoning.

1 Introduction

The (epistemic) preface paradox, first articulated by Makinson (1965), presents
a challenge to the combination of two ideas: (i) the agent’s available evidence
provides a sufficient criterion for qualitative belief or rational acceptance
(e.g., expressed by the Lockean Thesis); and (ii) there are valid informative
rules for reasoning with the propositions we believe, such as inferring to
their conjunction.

In this paper, we show that the tension between (i) and (ii) is not spe-
cific to aggregating beliefs by conjunction: it emerges as soon as we accept
some reasonable inference patterns for believed propositions (e.g., Modus
Ponens). We construct an analogous paradox for deontic reasoning, which
we call the deontic preface paradox. We argue that the analysis of the deontic
case, where the problem of conflicting obligations is well-studied, highlights
a feasible, and hitherto unexplored, solution strategy for the epistemic case.
Specifically, we argue that reasoning in the preface paradox is essentially
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akratic, and that this is adequately mirrored by restricting the aggregation
of beliefs and obligations. Finally, we show that our proposal is compati-
ble with natural bridge principles between evidence and belief, such as the
Lockean Thesis.

The structure of the paper is as follows: Section 2 presents the epistemic
preface paradox and develops a version where Modus Ponens for rational
belief replaces belief aggregation as a premise of the paradox. Section 3 con-
structs a deontic analogue of the preface paradox, followed by an overview
of escape routes in Section 4. Section 5 makes a case for restricting aggrega-
tion rules for obligations while Section 6 transfers this strategy to the epis-
temic case and explores its wider implications. Section 7 draws the balance
and wraps up our results.

2 The (Epistemic) Preface Paradox

Here is our formulation of the epistemic preface paradox, adapted from
Cevolani and Schurz (2017, p. 210):

Jay, an academic historian, has just published his last book containing
the substantive claims C1, . . . , Cn. Since Jay is a serious scholar, he
has carefully checked these claims and he believes that each statement
Ci is true. Thus, he infers that also their conjunction C1 ∧ . . . ∧ Cn is
true. Still, Jay is perfectly conscious of his own fallibility as a writer
and researcher. Thus, in the preface of his book, he acknowledges that
such an ambitious and long work is bound to contain some error. But
this amounts to saying that Jay believes that ¬C1 ∨¬C2 . . .∨¬Cn. Thus,
Jay seems to entertain two logically incompatible beliefs. How can this
be rational?

Certainly, it sounds odd to believe a proposition and its negation at the
same time. After all, belief is supposed to express something like rational
acceptance, and we can hardly accept two contradictory propositions (or a
logical contradiction).1 Rational belief should therefore respect both of the
following principles:

No Contradictory Beliefs Rational belief in A excludes rational belief in
¬A: B(A), B(¬A) ` ⊥.

1Some scholars, such as Jeffrey (1970), deny that there is an epistemically interesting
notion of qualitative belief or rational acceptance. All that is required for rational doxastic
attitudes are coherent numerical credences (i.e., credences that conform to the laws of proba-
bility). Since there is nothing probabilistically incoherent in Jay assigning a high credence to
all of the Ci and also to the disjunction ¬C1 ∨ ¬C2 . . . ∨ ¬Cn, there is no paradox. This posi-
tion is known as “radical probabilism”, but it neglects that the qualitative notion of belief (as
rational acceptance) has an important role in our cognitive practices, and in reasoning and
decision-making in particular. In fact, it is studied in quite diverse fields such as epistemol-
ogy, doxastic logic and belief revision theory.
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No Belief in Contradictions Contradictory propositions cannot be ratio-
nally believed: B(⊥) ` ⊥.

Jay’s epistemic state in the preface paradox clashes with No Contradictory
Beliefs, so something must have gone wrong. What exactly? Apparently,
Jay’s beliefs are justified by a principle like

Sufficient Evidence for Belief A rational agent should see to it that when-
ever the available evidence for a proposition X exceeds a (possibly
subjective) threshold t, he or she believes X.

This criterion sounds eminently plausible: rational belief should track ev-
idence. Equally plausibly, for each of the Ci as well as the disjunction
¬C1 ∨¬C2 . . . ∨¬Cn (“somewhere in the book, there will be an error”) there
seems to be sufficient evidence to warrant rational belief, at least when the
number of claims n is large enough.

Moreover, when adding
∧

Ci to his belief set, Jay has made use of

Belief Aggregation (Closure of Belief under Conjunction) Rational belief
in A and B implies rational belief in A ∧ B. Schematically:
B(A), B(B) ` B(A ∧ B).

This sounds very natural, too: if we believe, or accept, A and B, we have
committed ourselves to their truth, and thus to the truth of their conjunction.
However, Belief Aggregation and Sufficient Evidence for Belief clash with
No Belief in Contradictions:

Proposition 1 (Epistemic Preface Paradox, version with Belief Aggregation).
Assume that each of the propositions in S = {C1, C2, . . . , Cn,¬C1 ∨ ¬C2 . . . ∨
¬Cn} satisfies Sufficient Evidence for Belief. Then Sufficient Evidence for Belief,
Belief Aggregation and No Belief in Contradictions are incompatible.

The proof is simple: From Sufficient Evidence for Belief and repeated Belief
Aggregation over the individual claims in S we obtain B(

∧
Ci). Since by

assumption B(¬∧
Ci), we can infer B(⊥) and No Belief in Contradictions is

violated.
Which of the premises should we reject? No Belief in Contradictions is

clearly too fundamental to reject. This leaves us with the choice between
giving up Sufficient Evidence for Belief—or its application to this specific
case—and giving up Belief Aggregation. The latter move bars the inference
that Jay believes

∧
Ci as well as ¬∧

Ci and is advocated, among others, by
Kyburg (1961), Foley (1992, 2009), Christensen (2004) and, on the basis of an
accuracy-based argument, also Easwaran (2016).2

2Yet another group of epistemologists, such as Gustavo Cevolani and Gerhard Schurz,
analyzes the Preface Paradox in terms of truthlikeness: the criterion for rational acceptance
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The case for rejecting Belief Aggregation is reinforced by the idea that
the concept of evidence is anchored in our numerical credences or graded
beliefs (e.g., explications of probability as “degree of confirmation”, Carnap
1950; see also Sprenger and Hartmann 2019, ch. 1). The link between graded
and qualitative belief is most naturally expressed by a bridge principle such
as

Lockean Thesis (e.g., Foley 1992) Rationally believe proposition X if and
only if the credence in X is higher than a threshold t ∈ [1/2, 1).3

We do not need to accept the Lockean Thesis to generate the preface para-
dox, but it is a particularly popular and intuitively compelling explication
of Sufficient Evidence for Belief. It also allows different agents to apply dif-
ferent standards of evidence (i.e., credence thresholds t). What is more, the
Lockean Thesis explains what is wrong with Belief Aggregation: aggregat-
ing a lot of propositions, each of which is reasonably believed, we may end
up with a very improbable proposition. Belief Aggregation is therefore too
strong.4

However, in a certain way, this response makes things too easy. The
point of having a qualitative notion of belief on top of rational credence is to
identify propositions we can accept and treat as if they were true. It makes
therefore sense to assume that at least some laws of classical logic should
govern valid reasoning with rational beliefs (see Harman 1986; MacFarlane
2004, for discussion). Whoever rejects Belief Aggregation should therefore
identify the inferences that we can apply to our rational beliefs. A natural
candidate is

Schema K for Rational Belief Rational belief in both A and the material
conditional “if A, then B” implies rational belief in B. Schematically:
B(A), B(A ⊃ B) ` B(B).

In support of Schema K, we note that Modus Ponens is one of the most
fundamental rules of classical logic. In many axiom systems (e.g., Stal-
naker’s and Lewis’s conditional logics), it is one of the few, or even the only

should not be based on high credence, but on high expected truthlikeness, which is a related,
but different notion. In this analysis of the paradox, Jay can rationally accept the conjunc-
tion of the Ci—and not accept its negation—because this is a rational strategy to maximize
expected truthlikeness (Cevolani 2017; Cevolani and Schurz 2017).

3The value 1 is excluded since this would mean that a rational agent only believes tau-
tologies or propositions whose truth he has verified, and does not believe anything which is
even minimally uncertain.

4The Lockean Thesis is not uncontroversial and some scholars prefer more intricate
bridge principles between credence and rational acceptance, such as Leitgeb’s Humean The-
sis (Leitgeb 2014, 2017). However, it has large intuitive appeal as a sufficient criterion for
rational belief and it can be motivated independently by an accuracy-based epistemology
(Easwaran 2016).
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valid rule of inference. Also in empirical research, it regularly emerges as
a strongly endorsed inference, much more than other classically valid infer-
ence schemes such as Modus Tollens (Evans and Over 2004; Johnson-Laird
and Byrne 1991; Oaksford and Chater 2010). If we reject Schema K, it is un-
clear to what extent classically valid inferences apply to our reasoning with
rational beliefs.

However, accepting Schema K runs into the same problems as accepting
Belief Aggregation:

Proposition 2 (Epistemic Preface Paradox, Schema K version). Assume that
each of the propositions in S = {C1, C2, . . . , Cn,¬C1 ∨ ¬C2 . . . ∨ ¬Cn} satisfies
Sufficient Evidence for Belief. Then Sufficient Evidence for Belief, Schema K and No
Contradictory Beliefs are jointly incompatible.

Proof. We prove the proposition by induction on the number of claims n. The
base case n = 1 generates an instance of No Contradictory Beliefs without
further assumptions. We now show the inductive step, assuming that the
proposition holds for Sn−1 = {C1, . . . , Cn−1,¬C1 ∨ ¬C2 . . . ∨ ¬Cn−1}. We
rewrite the proposition ¬C1 ∨ ¬C2 . . . ∨ ¬Cn as

Cn ⊃ (Cn−1 ⊃ (. . . ⊃ ¬C1))

and apply Schema K to this proposition and Cn, which are (by Sufficient
Evidence for Belief) both in our belief set. This yields

B(Cn−1 ⊃ (Cn−2 ⊃ (. . . ⊃ ¬C1))

which is equivalent to

B(¬C1 ∨ ¬C2 ∨ . . . ∨ ¬Cn−1).

But now we can simply invoke the inductive hypothesis for Sn−1 and derive
a contradiction. Compare the results in Lissia 2022.

Proposition 2 establishes that it is not the particular power of Belief Ag-
gregation (=closure under conjunction) that creates the paradox.5 Rather,
the paradox emerges if we assume a minimum of inferential power repre-
sented by Schema K, which is a basic component of any normal modal logic
and typically accepted as valid for rational belief (e.g., in standard doxastic

5There is a certain similarity between this result and the objection to Modus Ponens as
a rule governing rational belief in McGee 1985. In McGee’s alleged counterexample, we
rationally believe both A → (B → C) and A, but we do not believe B → C. However, the
case is different since the natural language indicative conditional does, according to most
scholars, not coincide with the material conditional of Schema K.
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logics such as KD4, compare Rendsvig, Symons, and Wang 2023; Stalnaker
2006). If we give up Schema K, how we can still reason with our beliefs?
True, both Harman (1986, chapter 1–2) and MacFarlane (2004) consider the
option that instead of adopting the belief in B, a rational agent may revise
his previous belief in A or A ⊃ B. But the problem of identifying reasonable
inference rules for rational belief remains.

We are thus stuck between a rock and a hard place: either we have to
give up the eminently plausible principle of Sufficient Evidence for Belief,
and its probabilistic explication, the Lockean Thesis. Or, if we decide to
retain it, we lose all cognitively interesting inference patterns for our beliefs.
If the preface paradox forces this conclusion upon us, we might as well
abandon the project of a logic of qualitative belief altogether in favor of
a purely quantitative, probabilistic description of doxastic attitudes (e.g.,
Jeffrey 1970, see also footnote 1). We will point out a way to avoid this
conclusion, but the plausibility of our strategy will benefit from looking at
the analogous deontic paradox first.

3 The Deontic Preface Paradox

We introduce the deontic version of the preface paradox by means of an ex-
ample involving standard therapeutic technique for perfectionism, which
is very widespread among practitioners of cognitive-behavioural therapy
(CBT). In standard definitions, perfectionism is associated with a strong fear
of being imperfect or failing to meet some goal or standard. The CBT tech-
nique usually goes under the label of “exposure”: intentionally allowing
oneself to experience an “imperfect” situation which causes anxiety, frustra-
tion, or discomfort. The idea is that if the patient lets herself experience, on
a regular basis, situations in which she feels anxious and/or frustrated (e.g.
not having a perfectly clean apartment, or sending out a document contain-
ing a typo), this will progressively reduce her feelings of discomfort. The
assumption behind this kind of therapy is that in perfectionism, a huge role
is played by the subject’s (ill-founded) belief that failing to meet some spe-
cific standard will have terrible consequences, e.g., “if there’s a typo in my
e-mail, everyone will think I’m incompetent”. The aim of exposure therapy
is to challenge the patient’s distorted beliefs, which associate imperfection
with catastrophic outcomes.

In a typical exposure assignment, the therapist asks the patient to delib-
erately fail at some task that she usually carries out perfectionistically. For
instance, in the case of a perfectionistic high school student, the therapist
may recommend that she gets a B instead of an A by handing in her home-
work late, or, in the case of a manager afraid of making errors, the therapist

6



may suggest that she purposely mispronounces a name during her next pre-
sentation. Of course, assignments are always designed so as not to involve
excessive risks (e.g., failing an important exam): if an assignment were too
risky, exposure could turn out to be counterproductive, since, in addition
to the factual damage that the patient may suffer, the incident may provide
confirmation for the patient’s belief that failure is very dangerous.

Let us now apply this technique to a perfectionist academic: Laura, a
historian who has just finished her latest book. She decides to seek help
from a professional for dealing with her perfectionist traits, which have a
very negative impact on her daily life. Her therapist suggests that she in-
cludes just one mistake in the draft of the book she has just finished. The
book contains a great many claims that Laura deems scientifically very sig-
nificant.6 Now, Laura has very good evidence that her therapist is highly
reliable. In particular, she knows that her therapist has been very successful
in treating an impressively high number of people struggling with perfec-
tionism. She has, as a result, strong reasons to follow her therapist’s advice:
complying with the therapist’s task is likely to lead to substantial improve-
ments in her well-being. Moreover, including one single mistake in a book
which contains a very high number of claims will be very unlikely to af-
fect its overall scientific value, or her reputation. After all, many important
books are known to contain one or—most often—a few errors. In a nutshell,
all things considered, not reporting all claims correctly and introducing an
error seems the best choice available to Laura. Her reasoning seems to be
supported by the following plausible principle:

Perspectivism An agent ought to φ if and only if φ’ing is her best choice in
light of the evidence available to her.

Perspectivism has been defended by a large number of prominent authors
(Andrić 2013; Dancy 2000, chapter 3; Gibbons 2010; Kiesewetter 2011, 2017,
chapter 8; Lord 2015; Mason 2013; Robertson 2011; Scanlon 2008; Zimmer-
man 2008, 47–52). The idea is that the best available evidence determines
whether or not we should accept a proposition, or perform an action.

Back to our example. Naturally, Laura begins to wonder where it would
be best to include the mistake. She starts by considering claim C1: given
her evidence, C1 is a significant historical finding. Laura has, as a result,
compelling reasons not to present it in a mistaken form. So claim C1 does not
seem the right place for including the mistake; refraining from misreporting
C1 seems, instead, the best choice.

6As usual, we assume that these claims are logically independent of each other, so that
getting one of them wrong does not imply that any of the others will be wrong as well.
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Suppose now that all the claims in Laura’s book are scientifically very
significant. In this case she will reason in the same way when considering
each of the other claims: C2, C3, and all the way to Cn. None of them seems
to be the right place for introducing an error. In other words: when Laura
considers the claims in her book collectively, introducing one error seems
the best choice since, given their large number, including one single mistake
is unlikely to affect the overall scientific worth of her work. Moreover, com-
plying with the exposure task is very likely to assist in Laura’s therapy. In
contrast, when she considers each single claim separately from the others,
getting one specific claim Ci intentionally wrong does not seem reasonable.

We may assume that in addition to the scholarly value of her book and
the advantages for her therapy, Laura also considers the ethical aspects of
her actions. However, one single (deliberate) mistake in a volume which
includes a large quantity of material does not seem to represent a particu-
larly severe threat to the scientific integrity of the volume. Considerations
related to the therapy should prevail. So, by Perspectivism, the claim that
Laura ought to introduce an error still seems true. Directed at a single (sci-
entifically important) claim, in contrast, the ethical worry may seem more
pressing. In sum, when it comes to any specific claim Ci, reporting it in the
form that she regards as correct seems the best option for Laura. Purposely
including a mistake only becomes her best option when Laura considers her
book as a whole.

Laura’s dilemma is that whatever she does, she will do at least something
she ought not to do. This practical dilemma is inevitable. But can she at
least reason to her best choice? It seems plausible that practical obligations
(“oughts”) respect, like beliefs, the following principles:

Obligation Aggregation If we ought to A and also ought to B, then we
ought to A and B. Formally: O(A), O(B) ` O(A ∧ B).

No Impossible Obligations O(⊥) ` ⊥.

The first principle expresses the idea that different obligations can be ex-
pressed as a single obligation, while the second expresss the idea that we
cannot be obliged to do something logically impossible. Let Ri denote that
Laura reports claim i correctly. ¬R1 ∨ . . . ∨ ¬Rn then denotes that Laura
introduces (at least) one error into the book. We can show that given Per-
spectivism, Laura cannot accept the above two principles:

Proposition 3 (Deontic Preface Paradox, version with Belief Aggregation).
Assume that each of the propositions in T = {R1, R2, . . . , Rn,¬R1 ∨ ¬R2 . . . ∨
¬Rn} satisfies Perspectivism: i.e., they are a best choice for the agent in the light of
the available evidence. Then Perspectivism, Obligation Aggregation and No Impos-
sible Obligations are jointly incompatible.
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The result is strictly analogous to Proposition 1: iteratively aggregating all
the elements of T under the scope of the obligation operator yields O(⊥),
since T is a (classically) inconsistent set. But this contradicts No Impos-
sible Obligations. In analogy to the epistemic preface paradox, given the
plausibility of Perspectivism and No Impossible Obligations, it seems that
Obligation Aggregation has to go.

However, even when we reject Obligation Aggregation, we can construe
a similar paradox based on the more fundamental Schema K. Normal modal
logics, including standard deontic logic (SDL), all satisfy the principle that
we can apply Modus Ponens under the scope of the strong modal operator:

Schema K for Deontic Reasoning If we ought to A and also ought to B if
A, then we also ought to B. Formally: O(A), O(A ⊃ B) ` O(B).

This schema is highly attractive since we want some classically valid rule
for reasoning with the obligations we have. Moreover, suppose we slightly
strengthen No Impossible Obligations to the claim that we cannot have con-
tradictory obligations:

No Contradictory Obligations If we ought to A, then we ought not to ¬A:
O(A), O(¬A) ` ⊥.

All principles listed so far are valid in SDL (see McNamara and Van De
Putte 2022). The following result shows that we do not need to assume
Obligation Aggregation: Perspectivism already clashes with Schema K and
No Contradictory Obligations.

Proposition 4 (Deontic Preface Paradox, version with Schema K). Assume
that each of the propositions in T = {R1, R2, . . . , Rn,¬R1 ∨ ¬R2 . . . ∨ ¬Rn} sat-
isfies Perspectivism: i.e., it is a best choice for the agent in the light of the available
evidence. Then Perspectivism, Deontic Schema K and No Contradictory Beliefs are
jointly incompatible.

The proof runs along the lines of the proof of the analogous Proposition
2. Thus, also in the deontic case, the paradox is not exclusively based on
aggregating principles: it is a general problem of normal deontic logics.
To tackle the paradox, we have to settle for one of the following options:
(i) giving up Perspectivism; (ii) denying that Perspectivism applies to the
propositions in T; or (iii) weakening SDL as to invalidate one of the premises
of the paradox. The following section examines option (i) and (ii).

4 Escape Routes: The Standing of Perspectivism

Perspectivism is a central premise in the deontic preface paradox: the agent’s
best choices in the light of her available evidence determine her obligations.
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To avoid conflicting obligations and to guide the agent effectively, her best
choices must be compatible with each other. In particular, the evidence must
not support choices that cannot be performed jointly. According to this line
of thought, one should reject

Evidence for Inconsistent Best Judgments An agent may have evidence for
doing each of {φ1, . . . , φn} even if the set of φi is inconsistent.

If we exclude such situations, Perspectivism ceases to apply to Laura’s case.
After all, the gist of the paradox consists in the fact that Laura’s best choices
are incompatible with each other. This amounts to option (ii): we do not
reject Perspectivism, but deny that it applies to Laura’s concrete case.

However, this will not help unless we also know which of Laura’s avail-
able options is not a best choice for her. To make this escape route work,
Laura needs to reject either of the following two claims:

• A book can still be scientifically valid even if it contains an error.
• A single claim cannot be scientifically valid if it is reported wrongly.

Both claims seem, however, to be highly plausible.
A second possible way out of the predicament involves replacing Per-

spectivism with a similar bridge principle. This amounts to choosing option
(i). In fact, Perspectivism is far from being uncontroversial in the literature
on obligations and related normative concepts. A common complaint is that
although this principle seems to do justice to the sense of “ought” in delib-
eration, it fails to make sense of how we use “ought” in advice. A famous
remark by Judith Thomson (1986, p. 179) expresses this concern:

On those rare occasions on which someone conceives the idea of asking
for my advice on a moral matter, I do not take my field work to be lim-
ited to a study of what he believes is the case: I take it to be incumbent
on me to find out what is the case.

Philosophers have also stressed how a principle like Perspectivism fails to do
justice to our intuition that a rational agent may seek new evidence in order
to make a better decision. Note, however, that adopting some modified
perspectivist principle along these lines would not help, since our scenario
does not hint at any relevant piece of evidence that Laura may be currently
neglecting and which is in principle accessible to her.

As an alternative principle to Perspectivism and its variants, consider
Objectivism:

Objectivism An agent ought to φ if and only if φ’ing is the best choice
available to her given all the facts, including both those which are
accessible to her and those which are not.
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Accepting this principle, instead of Perspectivism, may block the deontic
preface paradox, for example because CBT might, as a matter of fact, never
work on Laura, even if we have excellent reasons to believe that it will. In
that case, according to Objectivism, Laura ought not include a mistake in her
draft, since if we consider all the facts, including those which are inaccessible
to her while she is deciding whether to include the error, she will not benefit
from complying with the exposure task.

The trouble with Objectivism is that, much like Perspectivism, it is a
controversial principle. A very common line of objection against it argues
that it would be useless in deliberation, since in asking ourselves what is
the best available choice we only have limited information, i.e., we are by no
means in a position to consider all the facts.

If we find neither option (i) nor (ii) feasible and stick to all obligations
in T, Laura finds herself in an akratic situation. Akrasia is usually defined as
acting freely and intentionally against one’s best judgment. If Laura accepts
all the obligations in T, she is bound to act akratically, no matter what she
does. If she includes an error in her draft, then she will fail to act in accor-
dance with one of the O(Ri). If, in contrast, she refrains from including an
error in the draft, then she will fail to act in accordance with O(¬∧

Ri).
It can be asked whether this would be that bad, i.e. what is so wrong

about akrasia? To be sure, philosophers usually assume that acting akrati-
cally entails acting irrationally. In fact, most authors consider akratic action
to be the clearest example of practical irrationality. However, certain writ-
ers have argued that an akratic action is not necessarily irrational (see, in
particular Arpaly 2000; Audi 1990; Frankfurt 1988; McIntyre 2006; Tappo-
let 2003). The agent’s best judgment is not privileged: we may have failed
to take all available evidence into account, and our emotional reactions can
track reasons which our explicit judgments may overlook. This is why some
argue that being moved by these emotions can be rational, even if it leads
us to act against our explicit judgments. For example, we might feel that we
should not make a certain financial investment, and this feeling might be
well-founded, even though our explicit judgment recommends otherwise.
Similarly, Frankfurt (1988) considers the case of an agent who makes a crazy
judgment about what to do but in the end, does not follow her judgment
and acts akractically. It seems that it would be rationally far worse for her to
stick to her crazy judgment. Although acting akratically is perhaps not fully
rational, it may sometimes be more rational than acting in accordance with
one’s judgment.

Laura’s case diverges from cases of rational akrasia in the literature on
rational action. No judgmental irrationality applies to Laura’s case. Rather,
akratic behaviour is inevitable because her best judgments lead to a set of
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obligations full of logical tension. Thus, whoever advocates Perspectivism
and accepts its application to our concrete example can hardly avoid em-
bracing the idea that akrasia is sometimes rational. Indeed, Laura’s evidence
seems to support all of O(Ci) as well as O(¬∧

Ci).
To sum up, the advocate of Perspectivism must accept the conclusion

that it is sometimes rational to act akratically. Of course, she may avoid this
consequence by giving up Evidence for Inconsistent Best Judgments. How-
ever, doing so would have the rather implausible consequences described at
the beginning of this section. Note that we do not consider the possibility
of rational akrasia as a drawback of Perspectivism; our point is simply that
Perspectivism’s advocates should be aware of this consequence. The rest
of the paper will pursue this line of thought and advocate that there is a
consistent, and not unattractive, way of defending both Perspectivism and
rational akrasia. This means, however, to weaken the logic of obligation and
belief, i.e., to go for option (iii).

5 Escape Routes: Restricting Obligation Aggregation

If one accepts Perspectivism (and the rationality of akratic judgment), one
needs to reject one of the principles of standard deontic logic used for de-
riving the paradox. A first candidate is No Contradictory Obligations: con-
flicting obligations seem to be a regular part of our daily life and it seems
to be exactly this conflict that makes moral dilemmas interesting in the first
place. Indeed, many deontic logics developed over the last decades allow for
conflicting obligations (see, e.g., Beirlaen, Strasser, and Meheus 2013; Goble
2003, 2004; Hilpinen and McNamara 2013; McNamara and Van De Putte
2022).

However, rejecting No Contradictory Obligations alone will not do. In
any logic satisfying Schema K and Necessitation, No Contradictory Obliga-
tions (i.e., O(⊥) `) is equivalent to the principle that there are no impossible
obligations (i.e., ` ¬O(⊥)).7 Since we arguably want to retain No Impos-
sible Obligations, rejecting No Contradictory Obligations will not solve the
paradox by itself.

This means that we have to weaken the more substantive principles. To
this end, it is helpful to consider the following axiomatization of standard

7Proof: Suppose we have O(⊥), in violation of No Impossible Obligations. Necessitation
yields O(⊥ ⊃ A) and O(⊥ ⊃ ¬A) and Schema K then yields O(A) and O(¬A), in contra-
diction with No Contradictory Obligations. Conversely, assume O(A) and O(¬A) for some
A. Since A ⊃ (¬A ⊃ ⊥) is a truth of classical logic, we infer O(A ⊃ (¬A ⊃ ⊥)) from Ne-
cessitation and then, O(¬A ⊃ ⊥) using Schema K. Applying Schema K again, with premises
O(¬A) and O(¬A ⊃ ⊥), yields O(⊥).
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deontic logic (see, e.g. Chellas 1980, p. 191):

A ⊃ B ` O(A) ⊃ O(B) (Monotonicity)

O(A), O(B) ` O(A ∧ B) (Obligation Aggregation)

O(>) (Necessitation)

¬O(⊥) (No Impossible Obligations)

Most discussion on modeling conflicting obligations has focused on restrict-
ing Monotonicity, Obligation Aggregation or both of them—especially since
both Necessitation and No Impossible Obligations seem plausible and not
central to deontic dilemmas.8 Moreover, the combination of Monotonicity,
Obligation Aggregation and the scheme ex falso quodlibet of classical logic
leads to deontic explosion from conflicting obligations, i.e., O(A), O(¬A) `
O(B) (everything is obligatory).9 Hence, we must not accept Monotonicity
and Obligation Aggregation in their current form.

Monotonicity, which we have not discussed so far, is an eminently plau-
sible principle: it says that we must be committed to the logical conse-
quences of our obligations:

[. . . ] the principle of inheritance of obligations is one of the most fun-
damental principles of SDL and has strong intuitive appeal. It requires
the agent to take moral responsibility for the logical consequences of
what he/she has committed to do. The rejection of the principle, there-
fore, seems to be contrary to one of our basic moral reasoning patterns.
(Nute and Yu 1997, p. 26)

A first proposal is therefore to retain Monotonicity (and Necessitation and
No Impossible Obligations) and to reject Obligation Aggregation, as pro-
posed by Lou Goble (2003, 2004) in a series of papers. The resulting logic P
is, however, very weak, since we cannot reason by combining different obli-
gations we have. We can only reasons from each obligation in isolation to
its logical implications (e.g., if we ought to A and A implies B, then we also
ought to B). While standard deontic logic may be (clearly) too strong and
oblivious to the possibility of conflicting obligations, this proposal is clearly
too weak as a logic of rational deontic reasoning.

In our opinion, a more promising proposal consists in the DPM.2 logic
developed by Goble (2005). It introduces a dual modal operator expressing
permissibility and defines it in the standard way as P(A) := ¬O(¬A): A

8In recent axiomatizations of SDL, such as Hilpinen and McNamara (2013) and McNa-
mara and Van De Putte (2022), Necessitation is presented as a general inference rule along
the lines of “if ` A then ` O(A)”, from which the axiom in the text can be derived. For
reasons of simplicity, we are sticking to Chellas’ formulation.

9Proof: Obligation Aggregation implies that we can infer O(A ∧ ¬A). Classical logic (ex
falso quodlibet) yields (A ∧ ¬A) ⊃ B. Thus we infer by Monotonicity that O(B) for any B.
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is permissible if ¬A is not obligatory. Montonicity and Aggregation are
not dropped, but suitably restricted by introducing an additional premise.
DPM.2 is axiomatized by

A ≡ B ` O(A) ≡ O(B) (Substitution of Equivalents)

A ⊃ B, P(A) ` O(A) ⊃ O(B) (Permitted Monotonicity)

O(A), O(B), P(A ∧ B) ` O(A ∧ B) (Permitted Obligation Aggregation)

O(>) (Necessitation)

¬O(⊥) (No Impossible Obligations)

The idea is that we can reason monotonically from permissible premises, sav-
ing the intuitions in favor of Monotonicity and blocking deontic explosion
(because O(⊥) does not imply O(B) any more, for any B). Analogously, ag-
gregation is permissible if the aggregate obligation has been permissible in
the first place.10

If we apply Permitted Obligation Aggregation to the preface para-
dox, something interesting happens. We can infer in various ways from
the obligations contained in T = {R1, R2, . . . , Rn,¬∧

Ri}. For example,
we can aggregate the obligations to correctly report individual claims
“bottom up” until we obtain the set of obligations T′ = {O(R1 ∧ . . . ∧
Rn−1), O(Rn), O(¬∧

Ri)}. But from here, we cannot go any further. Since by
definition O(¬∧

Ri) = ¬P(
∧

Ri), we cannot aggregate O(R1 ∧ . . . ∧ Rn−1)

and O(Rn): their conjunction is not permissible and Permitted Obligation
Aggregation cannot be applied. For the same reason, we cannot aggregate
any other pair of obligations in T′. Likewise, we can reason “top down” from
O(¬∧

Ri) and an arbitrary O(Rj) to obtain O(¬∧
i 6=j Ri), and so on, until we

remain with, for instance, T′′ = {O(R1), O(R2), O(¬(R1 ∧ R2)}. Any further
aggregation of obligations is blocked because no conjunction of elements of
T′′ is permissible in the first place.11

The second version of the paradox is blocked in a similar way. Permitted
Obligation Aggregation implies the following restriction of Schema K:12

O(A), O(A ⊃ B), P(A ∧ B) ` O(B) (Permitted Schema K for Obligations)

10Strasser, Beirlaen, and Meheus (2012) suggest to replace Restricted Aggregation by a
principle where each of the conjuncts, but not the conjunction, has to be permissible in the
first place. It goes beyond the scope of this paper to review the implications of this choice
for deontic logic, but this modification does not yield a resolution of the preface paradox.

11Of course, these are not the only available reasoning patterns at Laura’s disposition: she
can begin (and end) with any obligation to report a specific claim correctly.

12Proof: Suppose O(A) and O(A ⊃ B) and P(A ∧ B), then by Permitted Obligation Ag-
gregation, we infer O(A ∧ (A ⊃ B)) = O(B).
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Thus, Laura can reason from O(R1 ⊃ (R2 ⊃ (. . . ... ⊃ ¬Rn))) and O(R1) by
means of Permitted Schema K to O(R2 ⊃ (R3 ⊃ (. . . ... ⊃ ¬Rn))) etc., but
she will, at the end, find herself with the three obligations O(Rn−1 ⊃ ¬Rn),
O(Rn−1) and O(Rn). Then neither Permitted Schema K nor Permissible
Obligation Aggregation will license any further inference.

To us, this is a rather realistic reconstruction of what happens in the head
of a rational deontic reasoner. She infers to more specific obligations as long
as she can consistently do so (using the restricted versions of Monotonicity
and Obligation Aggregation), until she finally finds herself in a dilemma
where she cannot aggregate any further. Laura stops short of accepting in-
consistent obligations, but she finds herself in the dilemma of not being able
to infer to a practical decision. This dilemma is exacerbated by the fact that
she has various ways of strengthening the individual obligations: she could
end up with O(R1), O(R2) and O(¬(R1 ∧ R2)), but also with O(Rn−1) and
O(Rn) and O(Rn−1 ⊃ ¬Rn), and so on. On our reconstruction, rational
deontic reasoning exhibits the akratic features that a proponent of Perspec-
tivism (who decides to restrict Aggregation and Schema K) should endorse
in the first place. Deontic reasoning does not always decide what an agent
should do, but it highlights the source of the conflict she is in.

The preceding considerations are not supposed to make a case for
Goble’s particular deontic logic: there is a vast literature on deontic dilem-
mas and conflicting obligations, and we cannot pretend to decide that debate
in this paper. We just wanted to show that a restriction of Obligation Ag-
gregation (and Monotonicity) leads to a plausible analysis of the deontic
preface paradox, and seems to square well with the reasoning of a rational
agent. Furthermore, it takes into account the akratic features that follow
from accepting Perspectivism.

6 Reconsidering the Epistemic Preface Paradox

In this section, we transfer the solution strategy from the deontic preface
paradox—to weaken rather than to reject the reasoning principles—to the
epistemic case. Due to the exact formal equivalence between the results for
both cases, this transfer yields the restrictions:

B(A), B(B), NR(A ∧ B) ` B(A ∧ B) (Permitted Belief Aggregation)

B(A), B(A ⊃ B), NR(A ∧ B) ` B(B) (Permitted Schema K for Belief)

Here, NR stands for “not reject” and is defined as the dual operator for be-
lief: NR(X) = ¬B(¬X). We do not reject X if we do not believe ¬X. This
epistemic attitude is analogous to “permissible” in the deontic case and not
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to be confused with suspension of judgment. In particular, it is compatible
with (but weaker than) full belief. We also accept the epistemic analogues of
Substitution of Equivalents, Necessitation and No Impossible Obligations:
our epistemic attitudes toward logically equivalent propositions should be
identical, we should believe tautologies (B(>)) and not believe contradic-
tions (¬B(⊥)).

Applying these principles instead of their unrestricted versions, we ob-
tain a novel diagnosis of the preface paradox, analogous to the deontic case.
Suppose Jay reasons “bottom up” and aggregates individual beliefs, start-
ing with C1 and C2. Since he does not reject the conjunction of C1 and C2,
he can invoke Permitted Belief Aggregation to infer to B(C1 ∧ C2).13 In the
next step, he uses NR(C1 ∧ C2 ∧ C3) to infer, again with Permitted Belief
Aggregation, to B(C1 ∧ C2 ∧ C3), and so on. Finally he obtains the belief
set {B(∧j 6=n Cj), B(Cn), B(¬∧

Cj)}. Conversely, he can reason “top down”
with the help of Permitted Schema K, again analogous to the deontic case,
and obtain the belief set {B(Cn−1), B(Cn), B(¬(Cn−1 ∧ Cn))}. In either case,
Jay stops short of believing a proposition and its negation, but his reason-
ing shows strong akratic elements: his inferences fall short of resolving the
tension between his beliefs and they do not tell him which premise to reject.

Two interconnected questions remain: Is the logic defined by the above
restrictions too weak as a plausible logic of doxastic reasoning? And is it
compatible with explicating the belief-credence connection along the lines
of the Lockean Thesis?

Let us respond to the second question first. The Lockean Thesis can be
understood as a necessary or as a sufficient condition for qualitative belief
based on rational credences. If it is a necessary condition (=the⇒ direction),
this means that for any proposition X, B(X) implies p(X) > t for some
t ∈ [1/2, 1). By Contraposition, we can derive that p(X) ≥ 1 − t implies
NR(X).

However, this leads into trouble. Suppose we believe A and B. Then
p(A), p(B) > t and p(A∧ B) ≥ 1− t. The⇒ direction of the Lockean Thesis
yields NR(A∧ B), and by Permitted Belief Aggregation, we thus infer B(A∧
B). Applying the⇒ direction of the Lockean Thesis again, we obtain p(A ∧
B) > t. But there are many probability distributions compatible with our
premises where p(A ∧ B) ≤ t. Thus, we cannot maintain Permitted Belief
Aggregation in combination with the⇒ direction of the Lockean Thesis.14

The⇐ direction of the Lockean Thesis, i.e., the claim about sufficient rea-
sons for belief, fares better. According to this interpretation, for any proposi-

13This is because Jay does not believe ¬(C1 ∧ C2), and so he does not reject C1 ∧ C2.
14The above argument presupposes t > 1/2, but that case is degenerate anyway since

belief and non-rejection almost collapse into a single operator, distinguished only by the case
p(X) = 1/2.

16



tion X, B(X) is implied by p(X) > t for some t ∈ [1/2, 1). Conversely, NR(X)

implies p(X) ≥ 1− t. Suppose now that we believe A and B, and we do not
reject A ∧ B (and hence, p(A ∧ B) ≥ 1− t). Then, we can infer by means of
Permitted Belief Aggregation to B(A ∧ B). But this is perfectly compatible
with the probability of A ∧ B being lower than the threshold t: no contra-
diction occurs. We can infer to (believed) propositions whose probability
is lower than the threshold t as long as they do not fall below a minimum
standard of plausibility 1− t. To our mind, this is a reasonable tradeoff be-
tween being able to reason with believed propositions in a classically valid
way and not inferring to wildly implausible or impossible propositions.

The choice of the threshold value t implements the cogency of our stan-
dards for belief. Note that t is, on our account, janus-faced: when it is close
to 1, only few propositions have to be believed, but we are more liberal as
to how many (and which) propositions can be believed, and more inferences
from the believed propositions will be valid. When t is closer to 1/2, we
have to believe more propositions, so we have a richer premise set, but our
capacity to reason is severed by the condition that any conclusion X of an
inference must have probability p(X) ≥ 1− t. This is a more stringent re-
quirement if t = 2/3 than if t = 9/10. All this holds, naturally, for Belief
Aggregation as well as for Schema K.

Thus, we propose a hitherto unexplored option to respond to the pref-
ace paradox: to weaken doxastic logic by restricting Belief Aggregation and
Schema K, and maintain the Lockean Thesis as a sufficient condition for qual-
itative belief. Of course, this goes against the orthodoxy and will make the
resulting modal logics non-normal, but in the case of deontic logic, non-
normality has become a mainstream view. The analogies between the epis-
temic and deontic dilemmas are sufficiently strong to justify an analogous
move—-especially if one wants to maintain Sufficient Evidence for Belief and
one direction of the Lockean Thesis. The preface paradox can be therefore
interpreted as an argument against the normality of a modal logic of belief.

To our mind, the alternative options fare worse. Our proposal is ar-
guably more interesting and also cognitively more realistic than simply
declaring Belief Aggregation invalid, without explaining why it often ap-
pears to be a sound principle, and qualifying the circumstances where it is
actually valid. It is more ambitious than Jeffrey’s 1970 move to give up on the
concept of qualitative belief or rational acceptance, and to do epistemology
in quantitative terms only (i.e., based on degrees of belief). This approach
neglects that we often need to accept propositions in order to reason with
them, and for making decisions, especially in cases where precise degrees
of belief are hard to get by (see also Foley 2009). Moreover, our approach
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avoids the implicit contextualism and the rejection of the Lockean Thesis in
Leitgeb’s (2014, 2017) stability theory of belief.

One could also accept Belief Aggregation, but reject that Sufficient Ev-
idence for Belief applies to Jay’s specific case. This proposal has been ar-
ticulated in the context of a logic of reasons by Crupi and Iacona (2023).
According to this analysis, if Jay bases all his beliefs on the total available
evidence, it is simply not true that he has reason to believe each of the claims
in his book and the proposition that it contains at least one error. Reasons
for belief consist in evidential support, explicated as probabilistic relevance,
not in high probablity. If somebody wishes to reject the Lockean Thesis for
independent reasons, this approach may be useful and promising, but it will
not help the epistemologists who consider it a sound criterion for qualitative
belief—usually the ones who feel the sting of the preface paradox the most.

Finally, our analysis shares several features with MacFarlane’s (2004)
discussion of the preface paradox in the context of the more general question
of how logic governs rational belief. Like ourselves, MacFarlane rejects the
aggretation principle B(A), B(B) ` B(A∧ B) and searches for a weaker belief
norm, but his overall diagnosis is different.

First, for MacFarlane, Jay is “not entirely as [he] ought to be” and under
an obligation to make his beliefs coherent. While simply giving up one
or more beliefs is not the right option, he should collect more evidence in
order to convince himself of the falsity of one of the beliefs in S. However,
the story can be told in a way that there is simply no more evidence (e.g.,
historical sources) that Jay could take into account, and so we fail to see how
this could be a generally valid recommendation.

Second, again according to MacFarlane, belief norms along the lines of
B(A), B(B) ` NR(C), for C being any logical consequence of A and B, are
not refuted by the paradox. This is a position we must reject. It would imply
B(A), B(B) ` NR(A ∧ B): we would obtain the missing premise for apply-
ing Permitted Belief Aggregation and be able to infer B(A ∧ B) from B(A)

and B(B). In other words, unrestricted belief aggregation would be valid.
Therefore, we must reject sufficiently implausible logical consequences of our
beliefs. The Lockean Thesis provides the philosophical motivation for this
attitude and points out what may be problematic about MacFarlane’s pro-
posed norm for belief. At the same time, we can agree with MacFarlane that
believing A and B provides a reason for believing A ∧ B—but a defeasible
reason and not a sufficient one.15

15In MacFarlane’s terminology, this means that we reject the Wo- norm and accept the Wr+
and Wr- norms.
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7 Conclusions

It is time to wrap up. The standard resolution of the (epistemic) preface
paradox consists in rejecting closure under conjunction for reasoning with
the propositions we believe—a principle that we have called Belief Aggre-
gation. Alternatively, some authors like Leitgeb (2014, 2017) and Crupi and
Iacona (2023) keep Belief Aggregation unrestrictedly valid, but do not sign
up to the Lockean Thesis, and similar bridge principles for connecting cre-
dence and belief.

This paper has outlined a middle way: to maintain the Lockean Thesis as
a sufficient criterion for qualitative belief, and to restrict Belief Aggregation,
instead of giving it up. This strategy has been motivated by an analysis of an
analogous paradox for deontic reasoning. In deontic reasoning, giving up
aggregation of obligations is independently motivated and it also squares
well with what we have identified as an important corollary of the bridge
principles between evidence and beliefs (or good decisions): the possibility
of rational akrasia.

Both in the epistemic and the deontic case, Belief Aggregation and
Schema K have been restricted to the case where the conjunction of the two
premises is not rejected (=permissible, in the deontic case). This strategy
does not require full commitment to the possibility of genuinely conflicting
obligations or beliefs. It restricts their aggregation to cases where it seems
to be rationally acceptable. Specifically, in the epistemic case, one can retain
high probability as a sufficient (but not as a necessary) criterion for belief.

In our view, this proposal is a reasonable compromise between having
an informative evidential criterion for belief, such as the Lockean Thesis,
and making ampliative inferences in the set of one’s beliefs. It bridges the
gap between doxastic logicians who have traditionally accepted Schema K
in its unrestricted form, and epistemologists who wish to connect credence
to belief and cherish the Lockean Thesis. Further research is needed to in-
vestigate the implications of our proposal, but we hope to made have a good
prima facie case.
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