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This interpretation of the consequences of the introduc-
tion of new AI systems is markedly fatalistic [60].1 It seems 
that their implementation leads us, necessarily, to the respon-
sibility gap. For this reason, three major strategies have 
been developed to oppose the inevitability of the responsi-
bility gap. First, some authors have argued that the concept 
of responsibility is much richer and more dynamic than this 
interpretation suggests. It can be understood pluralistically 
[69, 70] or subject to changing social understandings of the 
concept [30]. Second, another group of authors have argued 
that the responsibility gap is inconsistent or of little impor-
tance [29, 62]. Responsibility problems arising from tech-
nology have always existed and we have tools to counteract 
them. Third, some authors have offered novel solutions to 
address the responsibility gap. They acknowledge that it is 
a real and important problem, but argue that we have means 
to mitigate the problem and its effects [33, 52].2

In this article, I will argue that each of these three strategies 
has important limitations. The first shows the complexity of 

1   For an interesting critique of traditional approaches to the respon-
sibility gap, particularly applied to Sparrow’s [65] contribution to the 
LAWS (Lethal Autonomous Weapon Systems) debate, see [38].

2   There are other interesting conceptualizations of the different views 
on the responsibility gap, for example in Tigard [68], and Mirza-
eiGhazi and Stenseke [46].

1  Introduction

In a recent article, Frank and Klincewicz [21] have inquired 
about the disciplinary boundaries of artificial intelligence 
(AI) ethics. They argue that many of its philosophical prob-
lematics are not specific to this field. However, some indeed 
are, particularly one stands out above the rest: the responsi-
bility gap. This ethical conflict was first theorized by Mat-
thias [44] in the following terms. New AI systems, linked to 
the emergence of machine learning, can make decisions and 
generate results outside of their programming. That is, the 
programmers do not sufficiently control what the machine 
does, so it is difficult to attribute responsibility to them. Nor 
can we attribute responsibility to the AI system itself, since 
it lacks the necessary condition for the attribution of respon-
sibility, i.e., full moral agency. This creates a dilemma: 
either we forgo the benefits of these systems or accept the 
resulting responsibility gap [65].
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the concept of responsibility, but does not challenge the fact 
that the responsibility gap continues to concern a particular 
notion of responsibility. The second shows, relevantly, the 
overemphasis that has been placed on this issue, but fails 
to recognize the importance of responsibility concerns. The 
third offers good avenues for addressing the responsibil-
ity gap, but performs a piecemeal analysis of its founda-
tions and consequences. Given these shortcomings, I will 
adduce that the responsibility gap arising from new AI sys-
tems requires a systematic analysis of the agential dimen-
sion. That is, it is presupposed that this ethical problematic 
arises because of the type of agents these entities are. Two 
theoretical consequences will follow from this analysis: (i) 
the responsibility gap is reducible to the problem of many 
hands and collective agency; (ii) the current treatment of the 
responsibility gap responds to a lack of interest in analyz-
ing the disciplinary boundaries of AI ethics. Both of these 
consequences will lead me to ascertain what are the spe-
cific aspects of the responsibility gap arising from new AI 
systems.

This contribution represents a further defense of the 
views that reduce the AI responsibility gap to the problem 
of the many hands [31, 75] and that understand it through 
collective agency [26, 39]. However, it is added that, if we 
carry out a systematic analysis of the agential dimension, 
the responsibility gap can be understood as a disjunctive 
between the problem of many hands and collective agency 
depending on the type of conception of AI agency from 
which one starts. Moreover, this article does not only pro-
vide an answer to the question of what kind of moral prob-
lem the responsibility gap is,3 but also explains why it has 
been commonly understood as a new moral problem. The 
absence of disciplinary analyses in AI ethics, also absent in 
general terms in the ethics of technology [1], has prevented 
an understanding of the specific aspects of the responsibility 
gap produced by new AI systems.

The argument will proceed as follows. First, I will 
explain what the responsibility gap is in general and why the 
problem produced by AI can be understood as an agential 
problem. Then I will analyze why the answers offered so far 
are insufficient. Second, a systematic agential analysis will 
be carried out from three approaches to understanding the 
agency of AI: agential moral responsibility, non-responsible 
moral agents, and instruments. This analysis will bring me 
to the conclusion that the responsibility gap boils down to 
the problem of many hands and collective agency. Finally, 
I will argue that the responsibility gap highlights both the 
importance of the proliferation problem in AI ethics and the 
current underdevelopment of the ethical aspects specifically 

3   See Oimann [55] for a summary of the stances advocating that the 
responsibility gap is not a new moral problem. We find some recent 
defenses in the literature [17].

relevant to this debate. Building on this, I will then develop 
the ethically relevant aspects of the responsibility gap aris-
ing from new AI systems: their internal constitution and 
external features.

2  Focusing the debate: the agential 
problem in the responsibility gap

2.1  The general and the specific domains

The responsibility gap is not an ethical problem unique to 
new AI systems. Responsibility gaps can occur for different 
reasons and in different contexts. It is therefore important 
to investigate the nature of responsibility gaps in a general 
sense. Let us start from a distinction within the concept of 
responsibility: its elements and its conditions.4 On the one 
hand, Loh [41] has differentiated five elements of respon-
sibility: the responsible subject, the object of responsibil-
ity, the patient of responsibility, the regulatory authority of 
responsibility, and the normative criteria that establishes 
under which conditions the subject is responsible. She gives 
the following example:

[A] thief (the individual subject) is responsible for a 
stolen book (the retrospective object), or, better, the 
theft (a sequence of actions that have already occurred) 
to the judge (the official authority) and towards the 
owner of the book (the official addressee) under the 
conditions of the criminal code (the normative criteria 
that define a legal or criminal responsibility). (p. 2)

I add to these five a new one: the circumstances. The inten-
tions of the agent, the way in which the action took place 
or her response to the patient constitute an important aspect 
of responsibility.5 Not all elements have been of equal 
importance in philosophical debates on responsibility. 

4   There are other dimensions of responsibility that I do not consider. 
Nyholm [53, 54] has pointed out that responsibility has an evaluative 
(negative or positive) and a projective (retrospective or prospective) 
aspect. For an interesting application of these ideas, see [15].

5   This framework proposed by Loh is particularly interesting for this 
research. I want to elucidate which of these elements is implicated in 
the AI responsibility gap. As we shall see later, the central issue is that 
we find agents, potential subjects of responsibility, who do not meet 
the control condition: neither can they be controlled by human beings 
nor do they have the moral capacities to exercise sufficient self-con-
trol to be responsible. Beyond who suffers the harm (the patient), the 
action that leads to the harm (the object), the authority to which the 
harm is responsible (be it a judge, an individual or society) or the 
normative criteria of responsibility (legal or moral), the responsibil-
ity gap focuses mainly on the subjects of responsibility. I have added 
circumstances as an element because it has a relevant weight in the 
attributions of responsibility, as we will see later when developing the 
possible excuses to be held responsible. Although circumstances may 
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Coeckelbergh, for example, has stressed the need to give 
more importance to the patient of responsibility [9] and to 
other objects of responsibility [11].6

On the other hand, the literature has identified two main 
conditions of responsibility: control and epistemic [18, 58]. 
The responsible agent must have sufficient control over both 
herself and her circumstances for us to attribute responsibil-
ity to her;7 and the agent must also have some knowledge of 
the consequences of the action she is about to take and the 
circumstances in which she finds herself.8 Without both of 
these conditions being met, we can hardly attribute respon-
sibility to the agent.

Matthias [44] has centered the problem of the AI respon-
sibility gap around the control condition: programmers 
cannot sufficiently control what the machine does, so they 
cannot be attributed responsibility for the machine’s actions 
and decisions. However, the absence of control need not 
necessarily produce a responsibility gap. Tigard [68] has cat-
egorized two types of excuses in situations where we seek to 
attribute responsibility for the production of harm according 
to the control we have over two elements of responsibility. If 
I do not have sufficient control over the circumstances, pro-
ducing a harm that I am forced to do, I can be excused from 
responsibility (either by coercion, absence of alternatives, 
etc.). Here a gap would not arise, but rather the attribution 
of responsibility would be eliminated. The same would be 
true if, in attempting to assign responsibility for a harm, we 
were to realize that this harm was produced by an agent who 
does not have sufficient control over herself. If we realize 
that it is a child or an animal that has harmed us, we will 
excuse it. This shows that there are many harms that do not 
involve blame [29]. It may not be appropriate to attribute 
responsibility if those who directly or indirectly produce the 
harm are protected by both types of excuses.

So, what does the responsibility gap consist of? Köhler 
et al. [34] and Tigard [71] have defined it as a normative 
mismatch: (i) it is appropriate to hold someone responsible; 
(ii) there are no candidates that can be held responsible. 
In the above cases, condition (i) is not met: given the two 
types of excuses, it is no longer appropriate to hold some-
one responsible. The AI responsibility gap centers on the 

be included in the normative criteria, we can consider that they have 
importance by themselves.

6   With respect to the object of responsibility, Coeckelbergh empha-
sizes, given the non-neutrality of technologies, a narrative dimension 
of responsibility.

7   It should be clarified that the control condition need not imply 
alternative courses of action. This is an important issue in the free 
will debates that I cannot deal with. For a development of the actual-
sequence notion of guidance control, see [18].

8   Generalized ignorance or absence of specific knowledge can also 
be understood from indirect responsibility. We will develop this issue 
further below. For a comprehensive discussion, see [81].

agential question, since, due to the autonomy gained by the 
new AI systems (the kind of agents they are), responsibili-
ties can no longer be attributed to either the programmers 
or the AI entities themselves [35, 68]. This seems contra-
dictory: if an entity does not have sufficient control over 
one’s own agency, AI case, then it is a good excuse for 
responsibility not being appropriate; but if responsibility 
is not appropriate, then it is false that AI systems produce 
responsibility gaps. This apparent contradiction stems, as I 
will show shortly, in that no systematic analysis of the agen-
tial issue in the responsibility gap has been done so far. If 
responsibility gaps occur, it must be clarified why the spe-
cific type of AI agency produces them and whether other 
types of agency, other than that of an adult human being, 
also produce responsibility gaps and cannot be excused.

2.2  Pursued strategies and approach to the 
systematic analysis of the agential dimension

However, systematic analysis of the agential question has 
not been the usual response to the responsibility gap arising 
from new AI systems. As I showed in the introduction, three 
different strategies have been put forward to account for this 
problem. In this subsection, I will argue that the weaknesses 
of each of these strategies lead us to the systematic analysis 
of the agential question.

First, it has been argued that the responsibility gap takes 
a very limited notion of responsibility. It is a much richer 
concept with several dimensions. The main representa-
tive of this position is Tigard [68, 69]. Two features of 
his stance are relevant to the discussion. On the one hand, 
Tigard holds what he calls the processual view of respon-
sibility [69], which is heir to Strawson’s [66] philosophy. 
The latter understands responsibility as a set of reactive 
attitudes linked to social beliefs and practices. We react 
to the actions of others in a certain manner, holding them 
responsible according to the ways in which we understand 
human interactions. In this sense, responsibility ceases to 
be an agent-related property and focuses on reactions and 
social modes of understanding responsibility [69, 70].9 The 
consequence of this is that practices of responsibility are 
subject to change according to social beliefs and modes of 
reacting to others. On the other hand, this processual view 

9   It is worth pointing out a recent paper by Oinmann and Tollon 
[56] on how metaphysical conceptions of responsibility affect the 
AI responsibility gap debate. They argue that most of the disagree-
ment in this debate stems from opposing conceptions of responsibil-
ity: either it is understood from the property-view (what they call 
response independence or being responsible) or from the processual 
view (what they call response dependence or holding responsible). 
To some extent, they make a similar move to the one I undertake in 
this article, that is, to analyze systematically how a significant moral 
concept, in my case agency, affects this debate.
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cases, the focus of the problem is shifted to the concept of 
risk: the fundamental issue is to establish socially accept-
able levels of risk in the implementation of new AI systems. 
Simpson and Müller [62] pose the example of bridge con-
struction: while the bridge may collapse and injure many 
people without the engineer’s intentions being malicious, 
what is important is that the engineer designs a bridge that 
is robust and reliable enough to be used. We are willing to 
assume, as with other technologies, infrequent malfunctions 
in exchange for ample benefits.

We can identify two problems in this position, one fac-
tual and the other normative. On the one hand, as previously 
pointed out, responsibility practices are relevant elements 
of human societies. There are psychological causes that 
account for their importance. Danaher [14], for example, 
focuses on the retributive aspect of responsibility and its 
rootedness in human psychology. Thus, it does not seem 
to be so simple to avoid responsibility issues. On the other 
hand, the desirability of this position is also in question. The 
lack of consideration for responsibility may discourage the 
formation of virtuous agencies or encourage the perpetra-
tion of harms that will have no consequences for those who 
produce them [79]. It can also be argued that responsibility 
is a value worth defending in its own right.12

Third, it is argued that we have conceptual means to 
bridge the gap. The most promising avenues have combined 
two approaches to responsibility: indirect responsibility and 
joint responsibility. The first derives from the so-called trac-
ing condition [18], that is, we not only hold others responsi-
ble for their direct actions, but we have to look at the effects 
these actions produce over time and on other entities.13 The 
second understands that chains of responsibility usually 

12   A potential counterargument might be the following. These criti-
cisms do not address the real problem of the responsibility gap: it is an 
inconsistent moral problem and, therefore, we should reject it. Hindriks 
and Veluwenkamp [29], for example, raise a similar inconsistency to 
the one I discussed in the previous subsection: “the thing to note is that, 
if blame is appropriate, then there is reason to attribute it. And if there 
is reason to ascribe blame, it must be possible to do so” (p. 4). If AI is 
not an appropriate agent to be blamed, then we cannot blame it. This 
leads them to reject the concept of responsibility and embrace the con-
cepts of control and risk. However, this does not solve the source of the 
problem. We are unwilling to accept the problems of AI responsibility 
because we care about our responsibility practices. If new AI systems 
erode these practices, then they are damaging something we hold dear. 
We can insist that the responsibility gap is conceptually inconsistent, 
but we will still fail to resolve the claims of those people who seek to 
attribute responsibility. My thesis, defended in Sect. 3, is that if we 
dive into the initial inconsistency of the responsibility gap we will 
find important and conceptually consistent moral problems: collective 
agency and many hands. I am grateful to an anonymous reviewer for 
suggesting this counterargument.
13   Here we can distinguish between intrapersonal and interpersonal 
responsibility. In the first case, the example of the drunkard is very 
illustrative [81]: the drunkard, although she has no control over her-
self, did have control when she decided to drink in large quantities. In 

of responsibility can be understood in a pluralistic manner. 
Watson [77] and Shoemaker [64] have taken Strawson’s 
processual view one step further: social dynamics are so 
complex that these interactive processes accommodate dif-
ferent types of responsibility. It is not the same for us to 
blame an individual for an action (accountability) as for a 
character trait reflective of the agent’s values (attributabil-
ity) or for not having provided appropriate explanations 
for a harm (answerability).10 Given both of these features 
of responsibility, Tigard argues against gap fatalism: there 
remain dimensions of responsibility that AI fits into and we 
can socially adapt to take them into account.

This argument has considerable merit and shows that 
responsibility is a more complex issue than is expressed in 
the gap. However, it does not answer the main challenge 
of the responsibility gap for two reasons. On the one hand, 
the Strawsonian view has a strong limitation. As McKenna 
[45] has argued, social reactions and beliefs must be appro-
priate, that is, they must have an adequate conception of 
responsible agency and the relevant circumstances. Not 
everything goes in social practices. Therefore, we must ask 
ourselves what kind of agent can be held responsible. On the 
other hand, different types of responsibility require different 
responsible agencies. While we can imagine an AI that has 
ethical programming that allows it to respond appropriately 
[36] or character in a motivationally thin sense [50], it is dif-
ficult to accept that an AI can be accountable, as Tigard him-
self acknowledges, because full moral agency is required 
for this kind of responsibility.11 And accountability is an 
important practice of human societies as some authors have 
pointed out [14]. Thus, the responsibility gap seems to refer 
to a gap in accountability [43, 51] and Tigard does not offer 
solutions in the face of it.

Secondly, it is argued that the responsibility gap is not 
appropriate. As I showed in the previous subsection, it seems 
to be a contradiction in terms. Both Hindriks and Veluwen-
kamp [29] and Simpson and Müller [62] are of this opinion. 
The former argue that the responsibility gap is conceptually 
incoherent and the latter that this problem, already present 
in many other artifacts, is not of much importance. In both 

10   Tigard [68] defines these three types of responsibility as follows: 
“to attribute an action to someone is to think it reflects the underlying 
cares or commitments, whereas to hold one to account is to engage 
in more overt forms of blame, like directed anger. Aside from these 
two sorts of responses, however, we might also demand answers, par-
ticularly for the harms that befall us. Answerability, on Shoemaker’s 
account, is a process by which we call upon others to provide explana-
tions, in order to evaluate their judgment and understand their reasons 
for action” (p. 599).
11   Tollon [72], by contrast, has argued that AI cannot be responsible 
in terms of attributability and answerability either. Character demands 
a kind of moral agency that these systems do not possess, and answer-
ability cannot be reduced to explanations, but must be understood pri-
marily as justifications.
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classification pivots on two variables: whether AI is a moral 
agent and whether AI can be responsible. These typologies 
will show us that no conception of AI agency justifies under-
standing the responsibility gap as a new moral problem.

In this sense, AI agency can be understood in three ways: 
agential moral responsibility, moral agents without respon-
sibility, and instruments that do not possess moral agency. 
The first view holds that both human and artificial agency 
can be held accountable. As we will develop later, this equiv-
alence can be understood in two ways: (1) AI possesses full 
moral agency or (2) the conception of moral agency shifts to 
incorporate AI responsibility.

The second has been argued by authors such as Moor [47] 
and Floridi and Sanders [20], who have shown that AI can 
be understood as a moral agent without responsibility in a 
functionalist sense: although they do not possess conscious-
ness and other properties fundamental to moral agency, they 
do perform, in a minimal sense, all the functions associated 
with moral agency. For Floridi and Sanders these are four: 
(i) interactivity, (ii) autonomy, (iii) adaptability and (iv) 
moral impact. New AI systems can interact with the envi-
ronment and change their internal states based on stimuli (i); 
they can change their internal states according to their own 
rules, without human intervention (ii); they can modify their 
own rules in a self-governed way, without simply deriving 
this from environmental stimuli (iii); and their actions and 
decisions have morally relevant effects (iv). These authors 
consider it very different who is the moral source of certain 
acts and decisions, and the evaluation or prescription of who 
is responsible for those acts and decisions and whether this 
evaluation coincides with the moral source.

The third understands that AI is not substantially differ-
ent from other technical artifacts and that the treatment and 
consideration we should have of it should not differ from 
other instruments. AI is not a moral agent and all consid-
erations about the responsibility for its actions should be 
attributed to its programmers, marketers and users. In what 
follows, I will develop the problems of responsibility linked 
to these three types of agency.

3.1  Agential moral responsibility

AI can be understood as a moral agent with responsibility 
in two senses. On the one hand, it is argued that human and 
AI agency are indistinguishable, as both are or can be full 
moral agents. That is, both possess or can possess the prop-
erties necessary for full moral agency, such as conscience 
or practical rationality [28]. This position is framed within 
the futurist positions advocating superintelligence [5]. In the 
future, AI will be as or more intelligent than humans. On the 
other hand, a radical innovation in the concept of agency 
is proposed. AI should not be understood as an individual 

occur [49] and that some agents take responsibility for oth-
ers according to each other’s roles and capabilities. Nyholm 
[52] and Köhler [33], as we will show below, develop argu-
ments representative of this line.

This strategy has many strengths, as it emphasizes the 
importance of analyzing the agential dimension of AI, how 
it relates to other human agencies and how responsibilities 
are distributed. However, none of its representatives has 
carried out a systematic and comprehensive analysis of the 
agential problems of the responsibility gap. A certain notion 
of joint agency and associated indirect responsibilities is 
often advocated, but there is no analysis of how the agen-
tial dimension found the debate on the responsibility gap of 
new AI systems. This is what I will do in the next section, 
in which I will incorporate the conclusions of this one: the 
need for a systematic analysis of the agential dimension in 
the responsibility gap, understood the latter as an account-
ability gap.14

3  Agency and the responsibility gap

If new AI systems generate responsibility gaps, it is essen-
tial to delve into what are the agential characteristics that 
lead to this problem and how they differ from other types of 
agency. As we have seen, the responses to the responsibility 
gap have been different, but none have attempted to seek 
their foundations in a systematic analysis of AI agency.

This is not to imply that there have not been many analy-
ses of the type of moral agency that AI possesses. We do 
find an extensive literature on this topic [3, 12, 25, 28, 42, 
63]. However, discussions on the responsibility gap have 
not sufficiently emphasized the connection between respon-
sibility attributions and the type of agency of AI.15 If the 
responsibility gap, as we have seen above, has been under-
stood as an agential problem (the type of agents these enti-
ties are), then it matters and very much for the responsibility 
gap debate how we understand AI agency. In what follows, 
I will present three types of conceptions of AI agency based 
on their relationship to the concept of responsibility. This 

the second, the indirect effects extend to other entities, be they instru-
ments or people, conditioning and producing negative consequences.
14   From now on, I will refer to responsibility strictly as accountability.
15   Some authors have incorporated agential considerations in their 
analyses of the AI responsibility gap. For example, Coeckelbergh [9] 
deals with who or what is the agent of responsibility and discusses the 
many hands problem, or Vallor and Vierkant [75] argue that the condi-
tions that must be met in the classical definition of moral agency do 
not conform to the cognitive biases found in humans. However, none 
of them discuss the responsibility gap debate from the different con-
ceptions of AI agency and how each of them affects the ways in which 
we assign responsibility. I am grateful to an anonymous reviewer for 
encouraging me to clarify the relationship between AI, agency and 
responsibility in this debate.
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orders of control does not mean that one is reducible to the 
other.16

Gunkel [23], Hanson [26] and List [39] have shown that 
these arguments apply equally to new AI systems. They pos-
sess their own beliefs and desires, and these are autonomous, 
in the sense that they are not reducible to what is dictated by 
their programmers (precisely what causes the responsibility 
gap).17 They can also evaluate different options by means of 
the patterns obtained through their training, although their 
evaluations come originally from the evaluative capabili-
ties of programmers. And, finally, the control regimes are 
reversed: the programmers set the training instructions by 
which the rules and patterns emerge, and the systems make 
decisions according to the rationales derived from these pat-
terns and instructions.18

Therefore, new AI systems can be understood as moral 
agents with responsibility from the notion of collective 
agency. From this conception, the responsibility gap is 
diluted: we can indeed assign responsibility to AI.

3.2  Moral agency without responsibility

The central problem of the responsibility gap seems to be 
centered on this type of agency: artificial entities that pos-
sess an agential level that prevents their actions and deci-
sions from being controlled by programmers, marketers and 
users; whose actions have a morally relevant impact; but, 

16   Pettit [57] presents both levels of control in the following manner: 
“Things may be perfectly analogous in the case of the group agent, 
except that the mode of control is different. The group may control in 
a reason-sensitive way for the performance of a certain action by some 
members, maybe these or maybe those. It will do this, by maintaining 
a constitution for the formation and enactment of its attitudes, arrang-
ing things so that some individual or individuals are identified as the 
agents to perform a required task, and other individuals are identified 
as agents to ensure that should the performers fail, there will be oth-
ers to take their place as backups. Consistently with this group level 
control, however, those who enact the required performance will also 
control in a reason-sensitive way for what is done; they will control for 
the fact that it is they and not others who actually carry it out” (p. 192).
17   List [39] notes that the cause or origin of AI systems does not deter-
mine its moral agency and responsibility: “Again, the objection misses 
a key point, namely that, no matter how AI systems have been brought 
into existence, systems above a certain threshold of autonomy consti-
tute new loci of agency, distinct from the agency of any human design-
ers, owners, and operators. In fact, such systems can arguably become 
even more autonomous than group agents” (p. 1225).
18   The understanding of new AI systems as collective agencies can be 
rejected for several reasons. On the one hand, it may be considered that 
the conditions put forward by Pettit are not sufficient or that, despite 
being sufficient, his arguments are not adequate [25]. On the other 
hand, it can be argued that the collective agency of a corporation is 
different from that of an AI. Courtenage [13], for example, argues that 
AI is affected, in this approach, by the problem of covert manipulation: 
its desires and beliefs are predetermined by its programmers. Corpora-
tions, by contrast, are not, because of the supervention of human agen-
cies in their operation.

agency, but in a way that resembles a collective agency [19, 
26]. Like other artificial entities such as corporations [23, 
39], AI is the product of multiple human individuals, and its 
actions and decisions are subject to mechanisms and work-
ings that go beyond particular human agencies.

The first sense, however, is not particularly relevant to the 
responsibility gap debate. It can be argued that AI currently 
lacks such agential capabilities and the plausibility of these 
futuristic perspectives is seriously questioned [73]. How-
ever, the most important reason lies in the fact that it would 
eliminate the responsibility gap. Recall that this is founded 
on the fact that neither the programmers nor the AI can be 
held responsible for the latter’s actions. On the contrary, if 
the AI were a full moral agent, it could be held account-
able for its actions. The moral challenges would be others: 
it would be clear to whom we would assign responsibility.

The second sense gives a suggestive solution to the ques-
tion. While it is true that no responsibility can be attributed 
to any particular programmer or to AI in an individual sense, 
new AI systems can be understood to be collective agents. 
Discussions around collective agency and the possibil-
ity that they are responsible agents have been of particular 
importance in the analysis of corporations [40]. Pettit [57] 
has argued that corporations meet the three necessary and 
sufficient conditions for the attribution of responsibility. 
First, they are autonomous agents. They are agents because 
they are capable of forming beliefs and desires and acting 
on the basis of these. And they are autonomous because 
these beliefs and desires are not reducible to the intentions 
of their members, but possess constitutions with well-estab-
lished purposes and rules that need not reflect the major-
ity interest of their parties. Second, corporations can make 
judgments about the relative value of relevant options in a 
decision. While groups do not possess full evaluative capa-
bilities and require their members to make such judgments, 
individual judgments are made in settings constrained by 
the corporation’s rules and procedures and on the basis of 
group purposes. Third, corporations are sensitive to the rea-
sons provided by value judgments. This is the most prob-
lematic condition and the key aspect in the attribution of 
responsibility. It seems that those who are sensitive to rea-
sons and end up controlling the decisions relevant to the 
group are individuals. Everything a group does would be 
done either by a single individual or by a set of individu-
als. Pettit believes that this is not the case for the following 
reason: both the collective and the individual agencies have 
control over the action, since the group has control through 
the instructions and rules to be followed by the individuals 
and the individuals have ultimate control over the concrete 
action that is performed. The fact that there are different 
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what they do, but they use them for certain purposes know-
ing they may produce unforeseen consequences.

De Jong [16] has stressed that Nyholm’s approach has an 
important limitation. While it is possible to understand new 
AI systems from collaborative responsibility, the attribution 
of responsibilities would still be complicated. Those human 
agencies charged with overseeing and instructing AI sys-
tems are very large in number and are part of very extensive 
chains of programmers, developers, marketers, and users. In 
this sense, it would not be easy to determine who is respon-
sible. The same can be said of Köhler’s position. New AI 
systems are instruments that are designed, built and used by 
many agents. Therefore, it remains unclear who should be 
held responsible for the actions of these systems.

This leads to an interesting conclusion. The AI gap has 
been understood as an agential problem: because of the type 
of agents they are, we cannot assign responsibilities either 
to AI systems or to those who program and use them. In 
the previous subsection, we have already shown that, if we 
understand new AI systems as collective agents, we can 
hold them responsible for their actions and decisions. If we 
understand them as moral agents without responsibility, we 
have avenues for attributing responsibility as well. There 
are other minimal agencies that would fall within this con-
ception and for which we have means of assigning respon-
sibility: indirect responsibility and joint responsibility. But, 
ultimately, these avenues end up revealing a responsibility 
gap of another nature, that is, the many hands problem. 
There are so many agencies involved in building, deploying 
and using new AI systems that it is very difficult to assign 
responsibilities. I will develop this problem further in the 
next section.

3.3  Neither moral nor responsible agency

Under this characterization, new AI systems would not 
differ from other instruments: they would be artifacts pro-
grammed, developed and used by morally responsible indi-
viduals who could be accountable. Here again, it would be a 
matter of instrumental responsibility, but without consider-
ing the possibility that AI could be a morally relevant auton-
omous agent. The problem would therefore lie in finding 
those who have caused the harm and can be blamed for it.

Here appears again the problem of many hands: when 
certain actions and/or instruments are produced in environ-
ments where several individuals are involved, it becomes 
very difficult to attribute responsibilities. There is a ten-
sion between individual and collective responsibility [74]: 
we cannot impute responsibility to a collective and, due 
to the large number of individuals who have participated 
in the action, it is not known how to attribute individual 
responsibility. Two reasons may preclude the possibility of 

despite their high agential level, they cannot be held respon-
sible. The key aspect of this perspective lies in the anal-
ogy with other agencies. We seem to find cases of minimal 
agencies, as in the case of children and working animals, 
that comply with the conditions of functional moral agency, 
have a moral impact and in which the excuses discussed 
above have no place. On the contrary, the actions of mini-
mal agencies can be understood from the matrix of indirect 
responsibility and joint responsibility.19

Two approaches have accounted for this analogy: col-
laborative responsibility and instrumental responsibility. 
On the one hand, collaborative responsibility is based on 
combined actions between agents. Both agents take sides in 
the implementation of an action and its consequences. The 
responsibility gap assumes that all agents that are part of a 
collaborative chain should be able to be held responsible. 
Nyholm [52] argues that this need not be the case. Within 
chains of responsibility there are agents that cannot be held 
responsible and others that can. A full moral agent can push 
or impel another entity with a lower agential level to per-
form a task. Like a child performing an action impelled by 
her parents, AI systems perform tasks inspired, even if not 
in a fixed and univocal way, by a set of human actors. Study-
ing the type of agency of the child leads us, in Nyholm’s 
view, to see how her actions find behind them a locus of 
responsibility in the parents. The same is true for AI. If there 
is a malicious intention on the part of a moral agent that 
pushes an entity with a lower agential level to perform an 
action with harmful consequences, the degree of autonomy 
of the latter, although agentially relevant, does not prevent 
the full moral agent from being held responsible [35].

On the other hand, it can be argued that the type of rela-
tionship we have with AI is not collaborative, since for true 
collaboration both agents must have common plans and be 
intentionally directed towards the same goal [33]. The use 
of entities with minimal agency, as is the case with the use 
of animals to perform certain tasks, does not exempt its 
moral connotations from a similar valuation as one would 
have with any other instrument. It is an instrument that can 
produce effects that were not fully foreseen, but, neverthe-
less, it was known, when it was chosen to use it, that it could 
produce negative consequences. A clear example is that 
of the drunkard [81]. The drunkard cannot take complete 
responsibility for herself and many of the actions she per-
forms she would not do if she were sober. Nevertheless, the 
individual is still indirectly responsible: she chose to drink 
in large quantities knowing that she would not be able to 
exercise full self-control while drunk. Those who develop, 
market, and use the new AI systems may not fully control 

19   See my critique of the third strategy against the fatalistic interpre-
tation of the responsibility gap in Sect. 2.2. The concepts of indirect 
responsibility and joint responsibility were introduced there.
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responsibility gap (someone must be held accountable, but 
we cannot find any candidate), but this gap depends on the 
multiplicity of agents, and the complexity of these systems 
and joint action.

At the same time, I have shown that new AI systems can 
be understood as collective and responsible agents. This 
answer shows that, if we accept collective agency, a new 
challenge to the responsibility gap arises: responsibility 
should not be sought in particular individuals who are part 
of the process, but in the coordinated whole in charge of 
its programming, elaboration and/or use. Thus, either we 
shift the focus of responsibility to the collective level or, 
at the individual level, the responsibility gap is reduced to 
the many hands problem. In neither case, however, can the 
responsibility gap be derived, fatalistically, from the partic-
ular type of individual agencies that these entities are.

4  Theoretical implications

4.1  The underlying problem: ethical proliferation 
and the lack of boundaries

Let us return to the introduction of the article. Frank and 
Klincewicz [21] argue that, contrary to many debates in AI 
ethics, the responsibility gap reveals a very particular prob-
lem of this discipline. This conception goes hand in hand 
with the idea that the kind of individual agency that new AI 
systems are produces this problem. However, I have shown 
that the responsibility gap in this type of systems is reduc-
ible to a disjunctive: either we understand them as collec-
tively responsible agencies or, at the individual level, it is 
limited to the many hands problem. Thus, it is not a problem 
specific to AI ethics and, if it is to be properly addressed, we 
must deal at a more general level with collective agency and 
the many hands problem.

The latter has been extensively dealt with in the political 
sphere. Political decisions often involve a large number of 
actors in complex institutional settings, endowed with mul-
tiple parts and levels. This makes it difficult to know who is 
responsible for a decision or a harmful state of affairs. This 
has not prevented attempts to find solutions. Thompson [67] 
posits that while it is difficult to find the person responsible, 
it is not impossible. We must properly delimit what kind of 
excuses are acceptable at the political level and establish 
legal and social mechanisms to pursue and determine who 
is responsible. These solutions do not seem alien to AI: they 
are measures and approaches that converge with the respon-
sibility gap produced by new AI systems. The same is true 
with collective agency. At the economic level, corporations 
have been recognized as legal persons, subject to duties and 
rights that transcend the individuals that compose them [23, 

attributing responsibility to a collective: (i) some authors 
argue that collectives cannot be responsible, only human 
individuals are [25]; (ii) the outcomes of the action are not 
the result of intentional coordination between different indi-
viduals [33].

Nissenbaum [51] has shown how the problem of the many 
hands constitutes one of the great challenges to accountabil-
ity in computerized societies. She offers four reasons. First, 
most computer systems are elaborated in organizational 
settings, which implies that many individuals participate 
in their elaboration. Second, computers are not monolithic 
entities, but have many modules and segments. Third, the 
different software levels of the same system make it diffi-
cult to establish which level is causing the problem. Fourth, 
the close link between the program and the hardware often 
makes it difficult to establish in which of them the cause is 
to be found. All four apply to algorithmic systems: they are 
collaboratively designed, modular, multi-layered, and inter-
twined with hardware (whether robotic or otherwise), mak-
ing it difficult to pinpoint the origin of problems.

The last three reasons provided by Nissenbaum shed light 
on what Coeckelbergh [9] has called the problem of many 
things: interconnected elements of hardware and software 
that contribute causally to the action and that may have dif-
ferent degrees of agency. This also complicates the assign-
ment of responsibility, since we do not know which part of 
the hardware and software has produced a harm and, there-
fore, it is more difficult to tell which individuals are respon-
sible. In this sense, when I refer to the problem of many 
hands, I will also be including the problem of many things.

In this regard, the different people who are part of the 
programming, marketing and utilization process; and the 
complexity of parts and levels of which algorithmic systems 
are composed make it difficult to assign responsibility. A 
responsibility gap arises due to the many hands problem.

3.4  The responsibility gap disjunctive

Systematic analysis of the agential dimension of the respon-
sibility gap raises the following disjunctive. Across the last 
two conceptions of AI agency, the responsibility gap is not 
attributable to the distinct properties of the AI agents them-
selves, but rather to the diffusion of responsibility inherent to 
the many hands problem. The joint and indirect responsibil-
ity arguments show that it is possible to hold us accountable 
for unaccountable moral agents that we do not sufficiently 
control; but they are unable to provide an explanation of the 
ways in which to assign accountability to the various actors 
present in the programming, commercialization, and use of 
these systems. This is also the case if we understand that AI 
systems do not possess any extraordinary agential capac-
ity that differentiates it from other instruments. There is a 
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next subsection. That is, if the problem of the responsibil-
ity gap of new AI systems is reducible to the disjunctive 
between collective agency and the many hands, and both 
problems are well-developed in other disciplines; it must be 
shown what is specific to collective agency and the many 
hands in AI ethics.

4.2  What is specific of the responsibility gap arising 
from new AI systems?

Let us start with an important distinction in philosophy of 
technology [2, 80]. In analyzing the evaluative dimension of 
technologies, two types can be identified: internal and social. 
The first refers to those material consequences or conditions 
that derive from the internal constitution of a given tech-
nology. That is, due to the very technical functioning of an 
artifact, certain effects arise or certain conditions are cre-
ated, beyond the social and political context in which it is 
inserted.20 The second refers to the effect that certain tech-
nologies have given certain social configurations. If such 
a social configuration did not exist, the effects would not 
be produced. Winner explains this idea with the example 
of Robert Moses’ bridge: a low-lying bridge is built on the 
way to the beach that prevents certain vehicles from passing 
under it. Since the African-American population lacks the 
financial resources to own a private vehicle, they can only 
travel by bus to the beach. But the bus cannot pass under the 
bridge. This does not mean that a low-lying bridge necessar-
ily harms, by its internal constitution, the African-American 
population, but rather that, given a certain social configura-
tion, the bridge harms the African-American population.

This distinction illuminates two relevant aspects of the 
specifics of the responsibility gap arising from new AI sys-
tems. On the one hand, these systems generate new and 
more complex objects of responsibility. Algorithms intro-
duce concerns about its direct effects on certain populations 
and the conditions they create. On the other hand, the social 
distribution and use of new AI systems pose relevant risks. I 
will refer in particular to the problems of quantity and ubiq-
uity. I will also point out the importance of our social con-
ception of technology to our understanding of responsibility.

Regarding the first aspect, new AI systems pose two 
new types of objects of responsibility: large databases that 
may produce biases and social inequalities; and algorithmic 
criteria by which the system makes certain decisions. de 
Bruin and Floridi [6] and Gebru et al. [22] have stressed the 

20   This does not mean that these consequences and/or conditions do 
not unfold differently in different contexts, but rather that, as we will 
see below, they are not caused by the context in which they are inserted 
but by the internal constitution of the technology. Winner [80] gives 
the example of nuclear power plants, which require a centralist orga-
nizational model.

26]. The legal treatment and consideration they receive may 
provide relevant clues to understand in what sense an AI can 
be a collective agent [7].

This brings us to the first theoretical consequence: the 
responsibility gap of new AI systems points to the scant 
attention devoted to the question of the disciplinary bound-
aries of AI ethics. What issues does it address? How should 
it address them? How does it differ from other applied eth-
ics? These are all important questions whose answers greatly 
condition the appropriateness of approaches to the issues of 
AI ethics. Some articles have engaged in a meta-reflection 
on the ethics of AI, i.e., the ethical shortcomings of current 
approaches and practices in the discipline have been raised. 
It has been criticized that the principles and rules of regula-
tions subscribed to by public and private bodies have hardly 
any practical force and move at a high level of abstraction 
[24, 48]. Heilinger [27] goes a step further and shows, in a 
much more comprehensive sense, that the concepts, ideas 
and procedures used in the theory and practice of AI ethics 
have major limitations.

However, these critiques do not address the question 
of the disciplinary boundaries of AI ethics. Although they 
articulate shortcomings within the discipline and offer 
potential solutions, their analysis is incomplete, as it fails to 
address the foundational misunderstandings concerning the 
discipline’s legitimate scope and objectives. The absence of 
such general approaches has led to, as Sætra and Danaher 
[59] point out, the problem of ethical proliferation: since 
no clear disciplinary boundaries are drawn, ethical problems 
are discussed that have been dealt with at a more general 
level or in other ethical disciplines and that do not differ 
substantially. Therefore, the same object is discussed with-
out taking into account the advances that the same type of 
discussions has had in other spheres.

The responsibility gap of new AI systems, like other 
issues in AI ethics, has not regularly and systematically 
drawn on other discussions of responsibility gaps in other 
disciplines. This makes it insufficiently linked to general 
theories of responsibility, of collective agency in the eco-
nomic realm and of the many hands problem in the political 
sphere. If the problems of AI ethics were put into dialogue 
with other more general disciplines and with other applied 
ethics, the truly specifics of the responsibility gap of new AI 
systems could be obtained.

This is what Llorca Albareda and Rueda [1] have criti-
cized Sætra and Danaher for: ethical proliferation does not 
mean that the problematics of AI ethics can be subsumed 
into the philosophy of technology or other applied ethics, 
but that we must distinguish those aspects that are general, 
those that are shared with other applied ethics, and those 
that are truly specific to AI ethics. This leads us to the sec-
ond theoretical consequence, which we will develop in the 
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In this sense, the gap produced by new AI systems aggra-
vates the problems of responsibility for two main social 
reasons: the number of AI systems; and their ubiquity and 
extension. As we have said before, one of the main excuses 
for exempting responsibilities refers to circumstances. If we 
consider the effects of something to be minor or the scope in 
which those effects are embedded to be of little importance, 
we may be willing to waive responsibility [49, 68]. The 
social configuration of new AI systems makes these excuses 
difficult to admit. On the one hand, numerous AI systems 
are proliferating, both various types of models and models 
that have a very significant extent. If the scope and num-
ber of such systems were minimal, then there would be no 
very serious responsibility problems. Their effects would be 
minimal. This, however, is not what happens. On the other 
hand, we know that these systems are ubiquitous and are 
beginning to occupy all human activities [78]. In this sense, 
they are beginning to act in morally sensitive areas. The 
medical, educational or judicial spheres are governed by 
more comprehensive moral requirements and make higher 
demands for responsibility [38]. In short, if their effects 
were small and/or they would act in areas of low impor-
tance, the responsibility gap would not be very significant.

Another important aspect of the social dimension is 
the type of relationship we maintain with technology [2]. 
If we conceive it as something external to us, beyond our 
reach, we will attribute to it an inevitability that it does not 
really have. Technology and human beings do not belong 
to separate spheres but are mutually related and interde-
pendent [76]. In this sense, it may be fruitful to understand 
our current relationship with technology as a process of 
alienation [4, 61]: we are able to hold humans responsible 
for AI, although it may be difficult because of the prob-
lem of the many hands, but we do not do so because we 
believe AI systems to be external and independent entities. 
As Latour [37] argues, technologies, including AI, are not 
just finished products, what Latour calls “black boxes”, but 
sociotechnical objects that include the participation of many 
human beings and political and economic interests. Political 
approaches to AI [10] are showing the need to democratize 
access to the design and values of systems so that they do 
not remain solely in the hands of engineers and managers of 
large companies.21  

4.3  Recapitulation

Where does the argument leave us? Oimann [55] has differ-
entiated three types of discussions within the responsibility 
gap debate: (i) those that have to do with the existence of 

21   I am indebted to an anonymous reviewer for her/his suggestion to 
incorporate the concept of alienation into the analysis of the respon-
sibility gap.

importance of properly dealing with the data by which AI 
systems are fed and the effects they can have on the whole 
process of programming, marketing and use. This increases 
the objects of responsibility: not only malicious actions that 
introduce biases into databases are [35], but also omissions 
with regard to properly treating the data of an AI system.

For his part, Kitchin [32] has highlighted the problems 
produced by the ways in which AI systems are trained. Not 
only can they be governed by morally harmful patterns and 
criteria, but, by the very nature of these systems, they are so 
opaque that they prevent these criteria from being known. 
Added to all this, both types of responsibility objects pro-
duce, in addition to direct consequences, affordances and 
conditions that affect certain groups of people [43]. Gen-
der or racial biases, for example, can limit the access of 
groups to certain domains and/or prevent the individuals 
that compose them from being able to perform adequately 
in them. Therefore, the increase in objects of responsibility 
aggravates the responsibility gap: as there are more tasks to 
be responsible for, the number of individuals with respon-
sibilities increases and the level of responsibility of other 
individuals rises. This makes it more difficult to assign indi-
vidual responsibilities and to form collective entities that 
project unitary instructions and regulations to all individu-
als involved in the programming, marketing and utilization 
process.

In this sense, there is no responsibility gap created by the 
specific type of agency of new AI systems. What emerge are 
new objects of responsibility, in other words, new things for 
which we can be responsible. If the scenarios were already 
difficult with other technologies, where we found numer-
ous individuals and interconnected elements that made 
the assignment of responsibility challenging, the situation 
becomes more complicated when we introduce new objects 
of responsibility. Another interesting issue is the complexity 
of each of the responsibility objects. As Coeckelbergh [9] 
points out, one of the fundamental aspects of the problem of 
many things lies in the different degrees of agency of each 
of the parts of the technology.

Regarding the second aspect, what Hagendorff [24] has 
called the AI race is a key consideration: economic and 
political competition takes AI as a very important asset. The 
development of these technologies is driven by political and 
economic interests and a strong technosolutionist narrative 
[10]. This leads to more and more investments in AI and 
to it playing an increasingly relevant role in various human 
activities. As a result, AI has become an infrastructure [27], 
i.e., a technology that permeates all or almost everything that 
humans do. AI would not have to be involved in all human 
activities nor would so much money have to be invested in 
these technologies, but for societal reasons it is done.
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the agential dimension of AI has led me to outline a disjunc-
tive between the two problems. Either we reduce the indi-
vidual responsibility gaps to the many hands or we abandon 
the individual dimension and accept the possibility of a 
responsible collective agency. Moreover, I have argued that 
this conclusion reveals an underlying weakness in the vari-
ous discussions of AI ethics: the habitual lack of attention 
to the question of the disciplinary boundaries of AI ethics. 
This absence has made it difficult to identify the specifics 
of the responsibility gap arising from new AI systems as 
compared to the responsibility gaps of other applied ethics. 
In the last subsection, I have been concerned with outlining 
these specific aspects.

The argumentation has proceeded as follows. First, I have 
developed the general concept of the responsibility gap by 
attending to both the elements and conditions of responsibil-
ity. This has revealed that the responsibility gap arising from 
the new AI systems depends on the breach of the agential 
control condition. Subsequently, I have presented the three 
strategies that have been pursued to address the responsibil-
ity gap. While each of them has strengths, I have argued that 
their weaknesses lead us to conduct a systematic analysis of 
the agential dimension of new AI systems.

Second, I have analyzed three types of conceptions of 
AI agency: moral agency with responsibility, moral agency 
without responsibility, and neither moral agency nor respon-
sibility. The first one leads us to understand AI from the con-
cept of collective agency and the last two are reducible to 
the many hands problem.

Finally, I have exposed the problem of the disciplinary 
boundaries of AI ethics and argued that it is at the root of 
the difficulties that the responsibility gap of new AI systems 
has generated. After that, I have shown the specific aspects 
of the responsibility gap produced by these systems: from 
an internal point of view, their large and complex databases 
and the criteria used in algorithmic training; and from an 
external point of view, the increase in the number of sys-
tems, their ubiquity and our social conception of technol-
ogy. This has made it possible to show what is specific to the 
many hands and collective agency problems in AI ethics.
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the gap, (ii) those that have to do with the novelty of this 
moral problem, and (iii) those that have to do with ways 
to address and solve it. In our case, I have argued that the 
responsibility gap arising from new AI systems does exist 
(i), but that it is not a new moral problem (ii). It is reducible 
to the many hands problem and collective agency. However, 
it has specific internal and external aspects that differentiate 
it from the emergence of both problems in other fields and 
disciplines.

With respect to (iii), some considerations are worth mak-
ing about the possible solutions that derive from this theo-
retical analysis. First, the increase in the number of objects 
of responsibility leads us towards some technical solutions. 
If we are responsible both for the data from which AI is fed 
and for the ways in which it learns, prevention and traceabil-
ity tools do need to emerge. Data sheets [22], for example, 
facilitate better data processing and prevent potential errors 
and omissions. Traceability, for its part, helps us to know 
which individuals are causally linked to the different levels 
and parts of the programming [60]. Second, another type of 
solution comes from more normative considerations. I have 
shown how it is possible to take responsibility for other non-
full moral agencies. However, we can also take responsibil-
ity for the actions of full moral agencies: this is the case 
of the figure of the respondeat superior [8]. In this sense, 
the development of AI must be accompanied by clear levels 
of control and accountability. Third, the problem of ethical 
proliferation should lead us to rescue proposals and solu-
tions from the economic and political sphere. For example, 
some authors have explored the possibility of the legal per-
sonhood of AI analogous to that of a corporation [7]. Fourth, 
it is important to take into account the domains in which 
different AIs are used. As I have shown, there are very sen-
sitive fields that involve greater responsibilities, and this 
implies that the use of AI in them must be carried out with 
very low levels of risk and more exhaustive prevention and 
traceability measures. Finally, the reduction of the respon-
sibility gap to the problem of many hands and collective 
agency should make us wary of certain social conceptions 
of technology. They cause us to conceive technology as 
something separate and alien to us, over which we have no 
power. Despite the difficulties, I have shown that we have 
ways of assigning responsibility for the actions and deci-
sions of new AI systems. We must not fall into illusions of 
technological determinism [2].

5  Conclusion

In this article, I have argued that the responsibility gap aris-
ing from new AI systems is reducible to the problem of 
many hands and collective agency. Systematic analysis of 
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