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 “Emergent Abilities,” AI, and  
  Biosecurity: Conceptual Ambiguity, 
  Stability, and Policy
    Alex John London

    Summary

Recent claims that arti$cial intelligence (AI) systems demonstrate 
“emergent abilities” have fueled excitement but also fear grounded in 
the prospect that such systems may enable a wider range of parties 

to make unprecedented advances in areas that include the development of 
chemical or biological weapons. Ambiguity surrounding the term “emergent 
abilities” has added avoidable uncertainty to a topic that has the potential 
to destabilize the strategic landscape, including the perception of key parties 
about the viability of nonproliferation e%orts. To avert these problems in the 
future, scientists, developers, policymakers, and other parties should take cred-
ible steps to strengthen the health of the scienti$c ecosystem around AI. 

    Introduction

Recent advances in AI, speci$cally generative AI, which includes 
generative pretrained models or large language models (LLMs), 
have captured the public imagination and set o% alarm bells among 

the many parties interested in security. At the epicenter of this concern are 
claims that with increases in the scale of compute, volume of training data, 
and number of parameters, predictable gains in performance1 have been 
accompanied by powerful and surprising, emergent abilities.2 !ese range 
from the ability to plan,3 to reason about causal relationships,4 and most 



150

Disincentivizing Bioweapons: Theory & Policy Approaches 

surprising of all, to demonstrate “sparks of [arti$cial general intelligence] 
AGI,” or early signs that these systems are on the verge of constituting 
arti$cial general intelligence.5 At the extreme, such claims conjure fears 
that generative AI will turn on humanity like !e Terminator’s Skynet, War 
Games’s WOPR, 2001: A Space Odyssey’s HAL-9000, or Marvel Comics’ 
Ultron. But they also engender slightly less fanciful worries that powerful 
new capabilities might enable a wider range of players, from rogue states or 
malevolent organizations to highly motivated individuals, to more easily, 
quickly, or cheaply develop biological weapons, including new agents with 
enhanced lethality.6

If technological advances that are relatively easy to access truly can produce rev-
olutionary new threat capabilities for a wider array of parties, strategic equilibria 
can be destabilizing. If actors believe that they can strengthen their position by 
acquiring these new capabilities, e%orts at nonproliferation can be undermined. 
Even if it is not clear that such technological advances have materialized, su"-
ciently credible uncertainty about technologically assisted threat capability can 
create a destabilizing environment in which actors feel compelled to act, either 
to strengthen their strategic position or to mitigate risks that might compromise 
their current position. As a result, and as illustrated below, uncertainty about the 
capabilities of new AI systems can reach beyond commercial interests to impact 
the larger strategic landscape—the way actors represent the basic features that 
frame decision problems related to security. 

Conceptual ambiguities have exacerbated the challenge of crafting evidence- 
based policy, and those ambiguities have sown confusion, obscured the nature 
of stakeholder disagreements, and fostered an atmosphere of hype. To better 
navigate such challenges—including the potential development of bioweapons 
though the assistance of AI systems—key stakeholders should take steps to 
strengthen the health of the scienti$c ecosystem surrounding AI. 
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    Conceptual Ambiguities around  
“Emergence” and “Ability”

The one ability that LLMs do possess is the one for which they have 
been designed and trained—to predict the next token given a set of 
tokens presented in the form of a prompt. (A token is a set of letters, 

often a pair or a triple.) It is genuinely stunning that systems trained to build 
complex statistical relationships among tokens in incomprehensibly large 
training sets can produce coherent text that is often relevant to the prompt 
and sometimes surprisingly useful. !is facility with language has led research-
ers to inquire about what other abilities these systems might possess. It is 
in this context that researchers have claimed to identify emergent abilities. 
Unfortunately, both terms in this phrase are ambiguous—and this ambiguity 
has important implications for risk and for judgments of safety and reliability.

Consider $rst what might be meant by something being emergent or 
emerging at some level of complexity. “Emergent” may have two distinct 
meanings here. Epistemic matters relate to the nature of knowledge and 
how knowledge is validated. !e epistemic sense of emergent refers to the 
di"culty in predicting, at one level of complexity, what a system might be 
able to do at some higher level of complexity.7 Ontology refers to the nature 
of being or existence. !e ontological sense of emergent refers to something 
new coming into existence, to the birth of a new ability.8 

Now consider what might be meant by some new “ability.” !is term might 
refer to the task that a system can be used to perform or to the internal 
capacities by virtue of which it is able to perform some tasks. !e disambig-
uated combinations of these views (two meanings of “emergent” and two of 
“ability”) are summarized in Table 1 and numbered for ease of reference. 

To understand the extent of the ambiguity in these terms, consider now the 
extent of diversity in the disambiguated views this phrase can express.
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TABLE 1: AMBIGUITIES IN THE CONCEPT OF “EMERGENT ABILITIES”

Ambiguities in the notion of ability

Task related Capacity related

Ambiguities  
in the  

notion of  
emergence

Epistemic

 
1.  The mundane claim 

that as scale increases, 
one may not know how 
model performance will 
increase on new tasks.

 
3.    The deeper uncertainty 

about whether increases 
in scale will result in 
models with surprising 
new internal capabili-
ties (uncertainty about 
whether models will 
develop unexpected 
capacities that will enable 
them to perform tasks 
that humans currently 
cannot). 

Ontological

 
2.     The more mundane 

claim that internal 
capacities remain 
the same but the 
surprising claim that 
predicting the next 
token can be a useful 
approach to  
performing a much 
wider range of tasks 
than initially thought.

 
4.    The amazing claim that,  

at some new scale,  
systems develop new 
internal capacities in  
virtue of which they  
can better perform  
established tasks or  
perform a wider range  
of new tasks. Necessary 
for artificial general  
intelligence and a  
presupposition of  
many surprising  
claims about internal 
representations.
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    Dangerous Ambiguity: Evolution or Revolution?

Expressions that fall into Boxes 2 and 4 in Table 1 make statements 
about how to understand what generative AI can do and how it does 
that. To use slogans, Box 2 sees generative AI as a largely evolutionary 

progress, while Box 4 treats it as a revolutionary leap.  

When talk of emergent abilities falls into Box 2, it asserts the claim that 
with increases in scale and complexity, a system that predicts the next token 
can be used to perform a wider range of tasks than simply producing or pre-
dicting the next token. !ese assertions are likely to be somewhat measured 
when it comes to claims about the reliability or robustness of these systems 
since outputs are generated from complex statistical relationships among 
tokens without the assertion that such systems are learning the underlying 
structure of some domain or developing some novel cognitive ability. 

Figure 1A illustrates the underlying process that generates such results. !ose 
who hold this view are likely to regard these systems as “stochastic parrots.”9 !e 
utility of a stochastic parrot depends on preserving correlations among syntactic 
relationships derived from the data fed into the model that those models use 
to associate inputs with correct or useful outputs. From this perspective, the 
capabilities of these systems, while impressive, are limited to compressing and 
making available information that is already contained in the training data—
they repackage the portions of the Internet on which they have been trained.10 
A reasonable expectation in the possible state of the world described by Box 2 in 
Table 1 and Figure 1A is that confabulations (so-called hallucinations) are likely 
to be endemic to such systems since they combine tokens without tracking the 
underlying logical or causal structure of the world.11

In contrast, Box 4 in Table 1 contains assertions that, at some new scale, 
LLMs develop new internal capabilities—the ability to reason and plan, for  
example—in virtue of which they can perform better on established tasks 
or perform a much wider range of tasks. Such views are illustrated in Figure 
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1B. Some of the most sensational claims about LLMs reside in this box 
because they imply that designing a system to predict the next token can, 
with su"cient complexity, give rise to internal representations that con-
stitute a revolutionary leap in cognition. If such systems form an internal 
representation of the structure of some domain—such as biochemistry—
that allows them to reason and plan, then they might be able to solve 
problems that go far beyond the simple application of prior patterns derived 
from the training data. !is includes discovering new cures or new toxins or 
pathogens that are currently beyond human reach. Similarly, the hope—or 
concern, if an actor’s motives are malign—is that by tuning these models to 
rely more heavily on new capabilities, fabrications or hallucinations might 
be eliminated, and these systems might become more reliable and robust.

    Risk, Uncertainty, and the Strategic  
Landscape

Ambiguities about the claim being expressed by the phrase “emer-
gent abilities” have major implications for how to think about the 
strategic landscape. !ese features include the states of the world 

that actors regard as feasible—all the things that might happen, from natu-
ral disasters and pandemics to terrorist attacks and other acts of aggression 
(and whether this should include the novel actions of a new AI). !ey also 
include the set of acts actors might take to avert, mitigate, or respond to 
various threats. 
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Figure 1: Directed acyclic graphs (DAGs) representing the difference between  
(A) models that produce the correct answer merely through correlations between 
syntactic elements in their training data and syntactic features of the correct 
answer and (B) models that develop new internal representations that allow them to 
produce the correct answer by exercising some new capability. DAG A corresponds 
to Box 2 in Table 1; DAG B corresponds to Box 4 in Table 1.
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When talk of emergent abilities falls within Box 2 in Table 1/Figure 1A, it 
represents evolutionary progress. It may pose practical challenges for interested 
parties, but the uncertainty it generates falls into Box 1 in Table 1. Managing 
this kind of uncertainty constitutes a problem of decision-making under risk 
because the states of the world that are feasible and the set of acts that are avail-
able are largely stable. !is is the kind of uncertainty with which strategic actors 
must routinely grapple. In contrast, developments captured by Box 4 in Table 
1/Figure 1B entail the kind of uncertainty expressed in Box 2. !is uncertainty 
represents a substantive alteration to the strategic landscape. !e reason is that 
systems that develop new internal capacities might be able to do things that are 
qualitatively new. In particular, emergent abilities of this type might not simply 
enable systems to do things that had been envisioned by being assigned a low 
probability (the kind of uncertainty represented in Box 1). 

Instead, they might enable abilities that are unexpected in the sense that actors 
had not thought to consider them when envisioning the states of the world 
that might arise or when enumerating the set of acts they should consider. 
!is is sometimes called “Knightian uncertainty,” where the decision-maker is 
unsure about which states of the world to entertain, let alone what probability 
to assign to them.12 For example, is there a need to contemplate and prepare 
for events in which systems with new internal capacities develop biological 
weapons of a type that humans have yet to envision and use some novel 
mechanism to deliver them in a way that produces an outcome not contem-
plated? Without a well-de$ned partition over qualitatively new and unex-
pected events, it is di"cult to assign coherent probabilities to each state. 

A common reaction to uncertainty of this kind is to move away from standard 
approaches to decision-making under risk, in which potential harms and ben-
e$ts are multiplied by their probability of occurring, and permissible acts are 
those that produce a ratio of expected bene$t and harm that is “reasonable” 
in some sense. Instead, with Knightian uncertainty, some actors will gravitate 
toward approaches that are more precautionary and loss averse in that they 
give priority to averting outcomes that would be extremely bad, no matter 
how likely those outcomes are to occur.13 When actors are unsure about the 
type of challenge they face—whether updating prior assessment or having to 
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imagine wholly di%erent worlds—these ambiguities can change not only how 
stakeholders think about novel technologies and their possible impacts but 
the decision rule they use to reason about risk and uncertainty—and thus the 
trade-o%s between security and liberty that they view as reasonable.14

    Equivocation, Instability, and Policy

The di"culty of formulating coherent and ethically sound security policy 
is exacerbated when implicit conceptual confusion leads di%erent agents 
to radically di%erent representations of the strategic landscape. !e real-

istic possibility that parties who see LLMs as capable of supercharging chemical 
or biological weapons programs will view nonproliferation e%orts as infeasible or 
view states that develop LLMs as violating prohibitions on chemical or biologi-
cal weapons programs, which can have a destabilizing e%ect. As a consequence, 
states looking to reinforce nonproliferation e%orts may contemplate, among 
other steps, restrictions on AI work that violate the rights and liberties of indi-
viduals or groups. 

A healthy scienti$c ecosystem is a bulwark against such uncertainty. !e health 
of the scienti$c ecosystem is facilitated by three elements. !e $rst is drawing 
clear conceptual lines between unambiguous views that are well-di%erentiated 
alternatives. !e goal here is to ensure that the various properties of systems 
associated with each view can be carefully articulated so that various claims 
about utility and hypotheses about the emergence of novel capacities can be 
di%erentiated. An ecosystem in which ambiguous claims frustrate the ability  
of interested parties to e"ciently di%erentiate relevant alternatives in terms that 
can be empirically tested is unhealthy. 

Second is a process that promotes rigorous, expeditious, and e"cient test-
ing designed to identify which of these claims are supported by evidence. 
E%orts to evaluate systems under conditions that control for confounding, 
and thereby that distinguish between the states of a%airs depicted in Figure 
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1A versus B, should be central to this work. !ird is a credible system of 
incentives that reward engaging in this process of rigorous testing and peer 
evaluation before claims about the abilities of systems are widely publicized. 
Central to this process should be credible e%orts to reduce con#icts of inter-
est that arise when the parties who pro$t from the sale of a system are also 
producing the research that outlines system capabilities, potential bene$ts, 
and shortcomings. 

In contrast, early studies that purport to substantiate claims from Box 4 
without carefully distinguishing and controlling for mechanisms for model 
performance that fall within Box 2 exacerbate uncertainty and perpetuate the 
prospect of in#ated expectations. Once public attention has been captured 
and expectations framed, the buzz created by in#ated claims, whether of ben-
e$t or danger, overshadows and threatens to drown out the more measured 
$ndings of carefully controlled investigations. As one example, the claim that 
LLMs have developed the capacity to plan is central to the hopes of AGI opti-
mists and the fears of AGI pessimists who trace out alternatively utopian and 
dystopian visions of the future. In a series of studies, Subbarao Kambhampati 
and colleagues15 evaluated the planning capabilities of generative AI models in 
a way that di%erentiates task performance based on recall or pattern recogni-
tion between syntactic elements in the prompt and syntactic elements in the 
training data (Box 2 and Figure 1A) from the capacity to represent and reason 
about the underlying structure of a planning problem (Box 4 and Figure 1B). 
When the syntactic elements used to refer to items in a planning problem are 
altered, but the structure of the problem remains unchanged, LLM perfor-
mance e%ectively disappears. Similar $ndings have been reported in studies 
that examine causal reasoning,16 theory of mind,17 and the more general claim 
that novel capabilities emerge suddenly at new scales.18 

As a result, it is unsurprising that early reports that generative AI models might 
be used to develop novel chemical or biological agents have been tempered by 
recent $ndings that such models o%er marginal advantages when compared to 
the baseline of using information already present on the Internet.19 Improving 
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the health of the scienti$c ecosystem around AI cannot eliminate uncertainty 
that attends new scienti$c advances, but it can help stakeholders reduce avoid-
able uncertainty that arises from conceptual ambiguity. 

Strengthening the health of the scienti$c ecosystem surrounding AI is 
critical for ensuring that research in this area produces information on 
which a wide range of decision-makers can rely when making decisions that 
can impact the rights and well-being of large numbers of people.20 Because 
Knightian uncertainty can destabilize strategic equilibria, practices that min-
imize the perception of such uncertainty when this perception is avoidable 
help to avert circumstances in which actors might feel compelled to defect 
from nonproliferation e%orts. !ey also help ensure that public perception, 
stakeholder attention, social resources, and security e%orts are not captured 
by parties who might bene$t from in#ated perceptions regarding the abili-
ties of novel technologies. 

    Conclusion

The challenge of balancing security with the freedoms that de$ne 
open societies is complicated by advances in technology. !ese com-
plications stem from uncertainty around the disruptions that will 

#ow from innovation as well as the challenges that new approaches can pose 
to old concepts. Conceptual clarity is essential to the ability of stakeholders 
in the scienti$c ecosystem to expeditiously articulate and e"ciently address 
pivotal scienti$c questions, to maintain a realistic sense of the strategic land-
scape, to mitigate the dangers of hype, and to foster the creation of timely, 
evidence-based policy. 
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