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**Abstract.** The recent rise of artificial intelligence (AI) systems has led to intense discussions on their ability to achieve higher-level mental states or the ethics of their implementation. One question, which so far has been neglected in the literature, is the question of whether AI systems are capable of action. While the philosophical tradition appeals to intentional mental states, others have argued for a widely inclusive theory of agency. In this paper, I will argue for a gradual concept of agency because both traditional concepts of agency fail to differentiate the agential capacities of AI systems.
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# Introduction

With the emergence of complex artificial intelligence (AI) and advanced robotics, AI has been applied in various industries from automotive to healthcare and robotics. AI is now widely used to aid human decision making in medical diagnostics, to facilitate autonomous driving and to analyse complex data structures. Modern robotic AI-systems such as Joyforall’s robotic Companion Pet or Hanson Robotics’ SOPHIA [1] are even often treated by humans as interactive agents and are expected to behave as such. This broad understanding of agency is supported by most of cognitive and computational science (see [2]). However, the philosophical tradition based on Anscombe, Bratman and Davidson denies any attribution of agency to such computational systems. With these different theories of agency, the question emerges: under which conditions, if at all, can robots and AI systems count as agents?

Agency in the narrow sense has been promoted mainly by the philosophical tradition [3]. It links agency, defined as the capacity to perform intentional actions, strongly to human-like mental states. Davidson, for instance, argues that something counts as an action only if it is done intentionally, for reasons and is caused by the right mental states of beliefs and desires in the right way. The advantage of requiring mental states for action is that it provides good grounds for the intuitive difference between behaviour and action. Hence, the event-causal theory of action has been accepted as the standard theory of agency up until now [2].

Agency in the broad sense captures a wide range of intuitions on attributing agency to non-human systems. According to dynamic system theory [4], systems are defined as agents merely in virtue of their behaviour interaction with the environment. Beer’s definition is picked up by Barandiaran et al. who unify these various intuitions and propose a minimal theory of agency [5]. Here, a system is considered as an agent if the system is defined by itself (individuality condition), is capable of actively regulating its environmental interactions (interactional asymmetry condition) and does so according to some internal norms and goals (normativity condition). On this conception, even a biological cell can be considered as an agent.

The challenge for applying a theory of agency to robots and AI systems resides mainly in their wide-ranging interactive capacity: from data analysis software to Terminator-like robots. While robotic vacuum cleaners, for instance, can tidy your home, they lack any linguistic expression found in natural language models, task flexibility found in meta-learning systems or human-like behaviour found in humanoid robots.

In this paper, I will show that neither the broad nor the narrow notion of agency can successfully capture the different agential capacities found in robotic and AI systems. Instead, I propose a gradual account of agency that postulates different kinds of agency based on varying criteria of agential capacities. A graduate account of artificial agency has strong implications to connected debates like ethical and legal responsibility. If an artificial system counted as an agent, then they could be moral agents and bear responsibility for their actions.

# The narrow notion of agency

## Davidson’s event-causal framework

The common philosophical framework under which agency is understood represents Davidson’s event-causal theory of action. It holds that something counts as an action if it is done intentionally, for reasons and is caused by the right mental states of beliefs and desires in the right way [6]. This represents a reductive conception of agency according to which occurrences of agency can be reduced to pairs of agent-involving mental states and events.

Davidson’s theory of action and agency has been developed over decades in various essays. In particular, his essays on *Actions, Reasons, and Causes* (1963), *Agency* (1971) and *Intending* (1978) ground his event-causal framework. An agent’s role is reduced to the causal roles of agent-involving states and events [7]. In his essays, he analyses the concept of action and develops a causal explanatory framework for action. Any explanation of an action is given by the agent’s reasons for acting [8]. Generally, Davidson provides a reason-based explanation of action in terms of mental states which cause action and make the action intelligible to the agent and others through the process of rationalisation.

Davidson’s framework holds that, for every action, something can be said to justify the action from the agent’s perspective. Mental states rationalise an action if they can causally explain the performance of the action. In particular, those mental states which rationalise an action are the right mental states [9]. In particular, Davidson highlights pro attitudes, intentions and beliefs as these relevant mental states. Pro attitudes describe mental states like desires, inclinations or urges, which are formed towards a particular kind of action whereas beliefs represent the individual outlook and understanding of the world. Davidson holds that acting with an intention precedes having a pro attitude towards the respective action. He changes his position on the reducibility of intentions in the explanatory role of action from reducible to desires and beliefs in his early work to irreducible in later work. Intentions thus play an essential role in practical reasoning and guidance of action.

The advantage of the traditional, narrow conception of agency is that it clearly distinguishes between an intentional action, as behaviour that is produced by certain mental states, and behaviour that is explained only in reference to a purely material, causal relation [10]. In other words, a narrow account of agency can distinguish human action, based on mental states, from non-human behaviour that applies to animals and artefacts.

## Application to AI systems

Before applying a conception of agency to robotic and AI systems, it must be clear what the concept is applied to. Generally, there are three different kinds of artificial systems: those that are designed by human engineers from the top-down, those that adapt to their environment through self-learning and their hybrid combination [11, 12].

Top-down systems are typically rigid systems that follow specified behaviour rules. Those rules are determined by the human developer and guide the system’s interaction and decision making. Hence, top-down systems operate in a very specific application domain on a high competence level. Technically, a top-down system is also often identified as a symbolic system because it operates on well-defined symbols and logical reasoning. Expert systems are a typical example for top-down systems, where expert-level, human knowledge is implemented to facilitate process automation, planning or predictions. This includes ethical decision recommendation systems such as the logical formalisation of Kantian ethics [13, 14] or process planning systems such as Comex [15] and Cakes-Ists [16].

Bottom-up systems, in contrast, learn to make decisions by themselves [17,18]. What is given by the human developers is the learning algorithm as well as the application environment instead of the explicit specification of a set of behaviour rules. A bottom-up system utilises machine learning to develop its internal representations of the world around it to solve a given task. Technically, instead of symbolic computation, bottom-up systems use sub-symbolic computation such as artificial neural networks and evolutionary systems. Popular examples include case-based reasoning systems like Truth-Teller or Sirocco [19] and moral analytic machine learning systems [20].

Lastly, hybrid architectures are commonly inspired by models of human cognition and seek to implement forms of human-level cognitive functions by combining the self-learning capacities of bottom-up systems with explicit cognitive structures of top-down systems [12]. This allows hybrid architectures such as LIDA [18] or ACT-R [21] at least in principle to emulate human-like behaviour (for review see [22]).

When considering whether robots and AI systems can fulfil the criteria of the narrow notion of agency, the discussion turns towards whether artificial systems have or could have mental states like beliefs, desires and intentions. Following Davidson’s event-causal theory of action, in order for an AI system to be considered as a human-like agent, it must initiate something which is caused by intentions, the right pro-attitudes and desires which represent the reasons for the possible action.

In a more general sense, in order to count as an agent, the artificial system must have some intentionality. In other words, it must possess the ability to represent, i.e. be about things and properties of the internal or external world. Only with intentionality, an entity can have the, for agency required, mental states.

The kind of intentionality in question is what [13] describes as internal intentionality, i.e. intentionality that emerges from the system itself. Internal intentionality stands in contrast to external intentionality, which is intentionality attributed to the system from external, behavioural observations or externally scripted output. Some examples for external states are speech acts, maps or basic interactive robots. Here, the produced symbols are intentional and represent something. However, these representations are not emerging from the system itself but are rather implemented by human developers. Just as Searle’s Chinese Room Argument shows for semantics [24], computational systems require external input to produce meaningful, intentional representations.

While ascriptions of external intentionality are key for attributive accounts of mental states and agency, such as the intentional stance [25, 26], internal intentionality is necessary for having mental states and being an agent in the narrow sense. Only with inherently emerging intentional states artificial systems can satisfy the criterion of agency laid out by Davidson. Under the Davidsonean framework, something counts as an action only if it is done intentionally, for reasons and is caused by beliefs and desires in the right way. Reasons and ‘mental’ states that are given externally do not cause an action in the same way internal reasons and mental states do. Such properties are necessarily emergent as they are located neither in hardware nor in software [13]. These emergent properties exceed the capabilities of current top-down, bottom-up and hybrid systems, and it remains unclear how such intentional states could develop.

# The broad notion of agency

## Minimal agency

The broad conception of agency does not restrict agency to intentional action but instead uses a wide scope to capture the common intuition of attributing agency to other objects. In this broad sense, agency is everywhere and is roughly understood as the manifestation of a capacity to initiate interaction with the environment in pursuit of some goal. Understanding agency in a broad sense encompasses many different intuitions about ascribing a pre-critical concept of agency to non-human systems.

In the very basic sense, a broad notion of agency is based on an observed causality between a behaving system and an occurring event in the environment. Recent artefacts like Microsoft’s Twitter chatbot Tay, which became racist after less than 24 hours from its release [27], or VW’s emission regulating software, which manipulated car emissions, show that artefacts nowadays can leave an independent causal impact on the world around them. If agency is understood merely in terms of a causal interaction with the environment, then agency dramatically extends the scope of possible agents beyond the human agents to include any kind of interactive system.

Formalising the approach of agency in a broad sense means to consolidate the various intuitions within a general theory of agency that applies to natural as well as artificial agents. Such an approach has been provided by [5] with the theory of minimal agency. In particular, [5] identify three necessary and sufficient conditions for a working concept of agency: *individuality*, *interactional asymmetry* and *normativity*.

*Individuality*, as the first criterion of minimal agency, points out that in order to distinguish between an agent and the environment, an agent must be individually identifiable. This allows for the development of any kind of relationship between the agent and objects in the environment. Any agent possesses some form of identity which allows to separate itself from and dynamically interact with the environment. This distinction can be conscious as well as unconscious but represents a prerequisite for any interaction.

Crucial here is that the individuality condition is not based on the judgment of an external observer. Any such dependency would require another justification of the individuality of the observer leading to an infinite regress. Hence the agent-environment distinction and determination of individuality must be internal. Only this capacity allows a system to form in relations with other objects in the environment.

*Interactional asymmetry,* as the second criterion of minimal agency, formalises the necessary interaction between an agent and its surroundings. An agent is always the source of an action and modulates the environment by itself to suit its needs. The relationship between an agent and the environment is hence asymmetric as the agent is capable of asserting itself on the environment by modulating some parametrical conditions of the structured relation between itself and the environment. It is further possible but not necessary for an agent to act upon this capability. Then an agent not only is capable of producing a change of some environmental parameters but also actively modulates them to achieve some particular outcome.

*Normativity,* as the third criterion of minimal agency, is necessary to rule out any random interaction with the environment and ensure that the action in question is in line with the endorsed goals and norms of the system. Any interactive modulation of environmental condition represents a modulation to satisfy a given norm or goal. Such norms are not given by the environment but are rather generated by the system itself. Agents fundamentally regulate their interaction with the environment based on their perceived success or failure of fulfilling their internalised norms, which allows the system to distinguish between different outcomes of its actions.

## Application to AI systems

While [5] are themselves sceptical about the application of minimal agency to artificial systems, I believe that their criteria can indeed be satisfied by AI systems.

According to the first *criterion of individuality*, an agent must be sufficiently distinguishable from its environment. From the perspective of an external observer, all three kinds of AI systems can be distinguished from their environment through their hardware or software implementation. From the system’s perspective, this condition also holds because each system is programmed to interact with the environment which necessitates the system’s ability to distinguish itself from the environment.

According to the second *criterion of interactional asymmetry*, a minimal agent must be the source of an active modulation of its coupling with the environment. This can take place on two main interpretations. On the energetic interpretation, a minimal agent must expend energy in order to modulate the environment in some form. All three kinds of AI systems satisfy the criterion of interactional asymmetry because they expand computational resources in order to interact with the environment. On the statistical interpretation, a minimal agent must be the statistically significant reason for a change in the environment. While top-down systems have troubles with this interpretation, under a normal scope, all three kinds of AI systems also satisfy the criterion of interactional asymmetry according to the statistical interpretation.

According to the third *criterion of normativity*, a minimal agent must pursue some underlying goal which guides its environmental interactions. This trivially holds for all three kinds of AI systems which are all programmed to fulfil a certain goal in the form of error-minimisation, reward-maximisation or successful execution of its given internal function.

This means that each AI system satisfies the three conditions of minimal agency and can be considered a minimal agent under the broad conception of agency.

# The gradual notion of artificial agency

## The problem

The reason to explore the grounds for a middle ground theory of agency is that neither established theory of agency can distinguish between the intuitively perceived difference in agential capacities of artificial systems. On the one side, the narrow notion of agency under-generates the class of possible agents by imposing overly strict criteria for action. Here, no artificial system counts as an agent because it lacks any internally emergent intentional states. On the other side, the broad notion of agency over-generates the class of possible agents by imposing overly loose criteria for action. Here, all kinds of artificial systems count as agents as they fulfil the minimal criteria of agency.

These two extreme notions of agency do not capture the intuitively perceived differences between, for instance, humanoid robots like Sophia diagnostic software systems. These intuitions are mirrored in other fields of non-human agency like animal [28–31] and collective agency [32–34]. In both cases, the narrow notion of agency cannot capture the agential capacities of these non-human agents, which has led researchers to develop accompanying kinds of agency valid for their domain. Furthermore, we might have reasons to argue that even humans do not always act according to the narrow, event-causal model of agency because most of our daily actions are, in fact, automatic and subconscious. Furthermore, in other cases of illusions or for children, we might still be inclined to attribute cases of agency while, on the traditional conception of agency, the necessary mental states are missing or not related to the action in the right way [35, 36].

Similarly, a theory of agency for robotic and AI systems must accommodate the intuitively perceived difference in agential capacity for those systems. An overly loose theory of agency - similarly to an overly strict theory of agency - cannot capture these differences.

## The solution

What can fill this conceptual void is to understand agency of artificial systems as a gradual concept. A gradual notion of agency maps various degrees of agential capacities to different kinds of agency. The more capable a system is, such as through the possession of intentional states, the more demanding criteria of agency the system can fulfil. The gradual notion of agency can be thought of as a discrete scale with the broad notion of agency on the one side, the narrow notion of agency on the other and additional sets of criteria in the middle.

The gradual notion of agency can capture the intuitively perceived difference in agential capacities in artificial systems by making room for kinds of agency that lie between the traditional narrow and broad notions of agency. One candidate for providing such middle-ground criteria of agency stands out: the minimal theory of mind. Because the minimal theory of mind explains a wide range of animal and child behaviour without presupposing mental states [38], it can bridge the gap between a demanding but not overly restrictive account of agency.

Another possible kind of agency that could be similarly successful in differentiating the agential capacities of artificial systems is animal agency. Animal agency requires a physical body, some form of subjectivity, attributable elementary intentional states as well as the initiation of movement [30, 31]. However, due to the length of this paper, I will focus only on the minimal theory of mind. My intuition is nonetheless that an account of animal agency can provide an additional kind of middle-ground agency that can also be applied to advanced artificial systems.

The minimal theory of mind (mToM), as proposed by [38], aims to provide a theory of mind which is rich enough to explain the systematic success of solving cognitive tasks while also not requiring propositional attitudes or other kinds of representations. By focusing on low-level cognitive capacities as well as limited cognitive resources, this theory has been successfully used to explain the success in belief tracking tasks for children and primates [38, 39]. The minimal theory of mind rests on five principles.

The first principle holds that a mToM agent must be able to track the function of objects by linking their observed movements to their inherent goals. The agent does not need to understand the action but pick out at which goal the action might be directed. The second principle states that a system cannot act on an object without having encountered it. This includes having a field of awareness in which objects can be encountered depending on the object’s proximity, orientation, lighting etc. towards the agent. Thirdly, in order to perform a successful action, the mToM agent has to register the object by linking the encountered object to its conditions of location, orientation etc. Correct registration represents the condition for successful action. The fourth principle holds that, given a previous object registration, the mToM agent will act as if the object were in the location previously registered. For example, in a false belief task, the false belief can only be predicted if the belief is registered under the occurring conditions and is then contrasted with the changing environment [40, 41].

The minimal theory of mind allows explaining children’s success in false belief tasks who do not possess fully developed cognitive capacities. Inspired by [42], it seems possible to ground some form of minimal, contentless intentionality based on the mToM. As children use teleological behaviour reading instead of reflective, intentional mental states to track other’s beliefs, they do not possess full, adult-like intentionality but rather rely on a minimal form of intentionality in terms of directness and responsiveness to track other’s beliefs.

Applying the minimal theory of mind and the respective idea of minimal intentionality to artificial systems, it becomes clear that not many systems can satisfy the criteria for a mToM-inspired middle-ground notion agency. Recall that for mToM the respective agent must be able to track the teleological function of observed objects, to encounter objects within a field of awareness, to register the agent-object relation at the time of the encounter and to track that relation over time.

Common top-down systems do not classify as mToM agents because their underlying code is designed to fulfil an externally determined task like issuing recommendations or solving domain-specific problems. Similarly, bottom-up systems might learn to solve a given task, but they do so by extrapolating data patterns through iterative training sessions. In order for any top-down or bottom-up system to be a mToM agent, they must be specifically designed to attribute teleological functions by registering their system-object relation as part of their environmental interaction.

One approach that has implicitly attempted to go in that direction but ultimately falls short is the belief-desire-intention (BDI) model of artificial systems. Here, a model of human practical reasoning, originally developed by [43], is combined with artificial reasoning systems [44] to model interaction within a multi-agent system. While there are many different implementations, a BDI system generally tracks states of the world by recording its relation to the environment and possesses an inherent drive to achieve its given goals. While these systems can cooperatively interact with other agents, they do so in virtue of basic environmental observation without any goal-state attribution. What is missing in these top-down BDI agents is a bottom-up machine learning component that attributes teleological functions to observed objects. Such prospective hybrid systems can then arguably be considered mToM agents.

# Discussion

When applying each theory of agency to AI systems, it also becomes clear that AI agency can hardly be identified with either theory alone. Agency in the narrow sense is too restrictive because it tries to apply the concept of human agency in terms of mental states and intentional action to artefacts. Agency in the broad sense, on the other hand, is too general because it attributes the same level of agency to systems which are fundamentally distinct in their internal functioning and agential capabilities. Thus, it seems like agency for AI systems requires a conception of agency which is more general than agency in the narrow sense but more restrictive than agency in the broad sense. Such a middle ground does not eliminate the requirement of intentionality altogether but instead focuses on the possession of particular internal mental states.

An adequate conception of agency for AI systems should be sensitive to the different agential capacities in AI systems while also not promoting overly strict criteria of agency. Therefore, it is necessary to reframe the debate of agency from the traditional categorical understanding of agency to a *gradual conception of agency*. A gradual conception of agency could integrate the broad and the narrow notions of agency into one framework of agency as well as provide the conceptual room for a middle ground conception of AI agency. An entity can then be classified as an agent according to differently strict criteria of agency. The narrow notion of agency represents the highest attainable level of agency by providing the strictest set of criteria for action. The broad notion of agency, on the other hand, defines the lowest possible level of agency by advocating the basic set of criteria for action. The middle ground between the broad and the narrow notion of agency can consist of different levels of partial agency which each employ stricter criteria of agency when compared to the broad notion but looser criteria when compared to the narrow notion.

This gradual conception of agency has various advantages over the traditional categorial conception. On the one hand, it allows for the integration of both opposing theories into one conceptual framework. This alleviates the pressures for both theories by adapting their criteria of agency to capture a wider or more restricted range of potential agents. On the other hand, it can provide conceptually rich criteria for an account of artificial agency by analysing the agential capacities of such systems. This way, it would be possible to classify AI as low or high-level agents based on the development of their internal capacities. A promising approach towards such a comprehensive notion of AI agency could focus on the internal functioning and capabilities of the AI systems. The internal functioning of a system describes how AI systems compute, interact and learn through their interactions with the environment. Each instance of top-down, bottom-up and hybrid AI systems can possess different sensors, reasoning structures and learning algorithms which fundamentally inform what those systems are capable of. Top-down systems, for example, are bound by their implemented rules and top-down principles to interact with the environment in some determinate way. Bottom-up systems, on the other hand, are only given a reward structure and a self-learning algorithm and have to develop their kind of interaction on their own. Both instances operate functionally very differently, which should be reflected in their conception of agency.
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