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For what you’re admitting is that you cannot answer which is the last of “few” or
the first of “many”. Carneades

I

In “The Philosopher Is In” (“Shouts and Murmurs”,The New Yorker, June
1998), Lawrence Douglas and Alexander George parody a philosophical coun-
seling session in which the following exchange takes place between patient and
counselor.

“Where psychoanalysis has failed, syllogism is sure to succeed. Tell me more about
what’s been troubling you.”
“Well, there’s my job.”
“Yes?”
“I’m an I.R.S. auditor.”
“Ahh. And what would you most like to be?”
“I’ve always wanted to be an orthodontist—nothing beats orthodontia.”
“Let’s reflect on this. You’ll agree that auditing is better than nothing.”
“That’s certainly true.”
“And you have just granted that nothing is better than orthodontia.”
“Yes.”
“It follows, therefore, that auditing is better than orthodontia.”
“That makes me fell a little better. I’m starting to see the value of this therapy.”
“Indeed, at five hundred dollars a session, it’s a bargain.”
“Are you nuts?”
“It’s really a negligible sum.”
“Not to an I.R.S. auditor.”
“If I charged you merely one dollar, you’d agree that that was a negligible amount.”
“Yes, of course, but—”
“And if you were to take a negligible amount and add a single dollar, you’d be left
with a negligible sum, wouldn’t you?”
“Well, yes, I suppose so.”
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“It follows, pari passu and mutatis mutandis, that five hundred dollars is a negligi-
ble sum. As Marx said, ‘Money is the absolutely inalienable—”
“I can see I’m going to have to pull out last year’s returns and—”
“Commodity. Because it’s all other commodities divested of their shape, the prod-
uct of their universal alienation.’ What creates unhappiness, you see, is not un-
resolved childhood trauma but the absence of philosophical examination. And now
I’m afraid our time is up.”

Part of the pleasure of the piece lies in the recognition that the reasoning in-
volved, though superficially plausible, is sophistical. The patient is being bam-
boozled by verbal slight of hand. This is as apparent to the non-philosophical
reader as to the philosophical reader, though the latter will take special plea-
sure in the recognition of familiar faces. The first bit of reasoning founders on
the confusion of a quantifier with a noun. It is readily recognizable as a bit of
fallacious reasoning, and well understood. The bit of sophistical reasoning that
we are particularly concerned with in this paper is the next, the sorites argu-
ment, so-called after the ancient problem of the heap (soros). This is generally
thought to be fallacious as well. Beyond that, however, and in contrast to the
first case, there is not much consensus on what has gone wrong. This is a sure
sign of a knot in our thinking whose unraveling promises fresh insight into the
workings of language. Clarifying our thinking about this can also help when
we are faced, as sometimes happens, with the serious use of such arguments in,
e.g., ontology, the philosophy of mind, and ethics.

A sorites argument is a symptom of the vagueness of the predicate with
which it is constructed. A vague predicate admits of at least one dimension of
variation (and typically more than one) in its intended range along which we
are at a loss when to say the predicate ceases to apply, though we start out
confident that it does. It is this feature of them that the sorites arguments ex-
ploit. Exactly how is part of the subject of this paper.

The majority of philosophers writing on vagueness take it to be a kind of
semantic phenomenon. If we are right, they are correct in this assumption, which
is surely the default position, but they have not so far provided a satisfactory
account of the implications of this or a satisfactory diagnosis of the sorites ar-
guments. Other philosophers have urged more exotic responses, which range
from the view that the fault lies not in our language, but in the world, which
they propose to be populated with vague objects which our semantics precisely
reflects,1 to the view that the world and language are both perfectly in order,
but that the fault lies with our knowledge of the properties of the words we use
(epistemicism)2: it’s all a matter of who’s master; on this view our words have
the upper hand.

In contrast to the exotica to which some philosophers have found them-
selves driven in an attempt to respond to the sorites puzzles, we undertake a
defense of thecommonsense viewthat vague terms aresemanticallyvague. Our
strategy is to take a fresh look at the phenomenon of vagueness. Rather than
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attempting to adjudicate between different extant theories, we begin with cer-
tain pre-theoretic intuitions about vague terms, and a default position on clas-
sical logic. The aim is to see whether (i) a natural story can be told which will
explain the vagueness phenomenon and the puzzling nature of soritical argu-
ments, and, in the course of this, to see whether (ii) there arises any compelling
pressure to give up the natural stance. We conclude that there is a simple and
natural story to be told, and we tell it, and that there is no good reason to aban-
don our intuitively compelling starting point. The importance of the strategy
lies in its dialectical structure. Not all positions on vagueness are on a par. Some
are so incredible that even their defenders think of them as positions of last
resort, positions to which we must be driven by despair of any alternative. We
aim to show that there is no pressure to adopt these incredible positions, obvi-
ating the need to respond to them directly.

If we are right, semantic vagueness is neither surprising, nor threatening. It
provides no reason to suppose that the logic of natural languages is not classi-
cal or to give up any independently plausible principle of bivalence. Properly
understood, it provides us with a satisfying diagnosis of the sorites argumenta-
tion. It would be rash to claim to have any completely novel view about a topic
so well worked as vagueness. But we believe that the subject, though ancient,
still retains its power to inform and challenge us. In particular, we will argue
that taking seriously the central phenomenon of predicate vagueness—the
“boundarylessness”3 of vague predicates—on the commonsense assumption that
vagueness issemantic, leads ineluctably to the view that no sentences contain-
ing vague expressions (henceforth ‘vague sentences’) are truth-evaluable.4 This
runs counter to much of the literature on vagueness,5 which commonly as-
sumes that, though some applications of vague predicates to objects fail to be
truth-evaluable, in clear positive and negative cases vague sentences are un-
problematically true or false. It is clarity on this, and related points, that re-
moves the puzzles associated with vagueness, and helps us to a satisfying
diagnosis of why the sorites arguments both seem compelling and yet so obvi-
ously a bit of trickery. We give a proof that semantically vague predicates nei-
ther apply nor fail-to-apply to anything. It follows that it is a mistake to diagnose
sorites arguments, as is commonly done, by attempting to locate in them a false
premise. Sorites arguments are not sound, but not unsound either. We offer an
explanation of their appeal, and defend our position against a variety of wor-
ries that might arise about it.

The plan of the paper is as follows. In section II, we first introduce an
important distinction in terms of which we characterize what has gone wrong
with vague predicates. We characterize the natural starting point in thinking
about the phenomenon of vagueness in section III, from which only a powerful
argument should move us, and then trace out the consequences of accepting
this starting point in section IV. In section V, we consider the charge that among
the consequences of semantic vagueness are that we must give up classical logic
and the principle of bivalence, which has figured prominently in arguments for
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epistemicism. We argue there are no such consequences of our view: neither
the view that the logic of natural languages is classical, nor any plausible prin-
ciple of bivalence, need be given up. Next, in section VI, we offer a diagnosis
of what has gone wrong in sorites arguments on the basis of our account. In
section VII, we then present a simple, novel argument to show that our account
must be accepted on pain of embracing (in one way or another) the epistemic
view of “vagueness”, i.e., of denying that there are any semantically vague terms
at all. In section VIII, we discuss some worries that may arise about the intel-
ligibility of our linguistic practices if our account is correct. We argue none of
these worries should force us from our intuitive starting point. Section IX is a
short summary and conclusion.

II

We begin with an important three-fold distinction forced on us indepen-
dently of considerations of vagueness. We distinguish between something’s,
relative to a language L,applying, failing-to-apply, andnot applyingto a thing
(or sequence of things—henceforth we will subsume sequences of things
under ‘things’). These are semantic relations. The distinction between the
latter two is of particular importance. The predicate ‘has -exactly-three-sides’
applies in English to all triangles, andfails-to-apply in English to any other
sort of closed polygon. Failing-to-apply, however, must be distinguished
from not applying. For example, a horse neither applies norfails-to-apply to
any polygon, in any language. Horses are not in the application business.Ap-
plies and fails-to-applyare both semantic notions, and themselves relate only
things which have the requisite semantic properties, relative to a language, to
other things. Horses lack the requisite semantic properties. So, while a horse
does notapply to anything (in any language), neither does it fail-to-apply to
anything.

This point extends to some linguistic expressions (understood relative to a
language) as well, though we might be apt to overlook this because we are
used to thinking of linguistic expressions as being candidates for having the
right properties. That is, some linguistic expressions (taken relative to a lan-
guage) are like horses in the relevant respects. This is unexceptionable. For
example, ‘is brillig’—a meaningless predicate in English—neither applies nor
fails-to-apply to anything (in English). See table 1 for illustration. Alterna-
tively, consider the predicate letters of the artificial languages we introduce in
logic classes, e.g. the ‘F ’ in ‘(x)Fx’. Such an artificial language is, by design,
only semi-interpreted, so while ‘F ’ is treated as filling the role of a predicate of
it, ‘F ’ is not otherwise meaningful. The notion ofmodel that we define for
these languages shows what sort of semantic value a meaningful predicate of
the language is supposed to have—namely, an extension-fixing one—but the
predicates of such artificial languages do not have determinate extensions. Thus,
again, ‘F ’ in our artificial language neither applies nor fails-to-apply to any-
thing. The same may be said for words that are not simply nonsense words. In
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‘I did it for his sake’, the word ‘sake’ neither applies nor fails-to-apply to any-
thing in English. It is syncategorematic rather than predicative.

It is clear that we can manufacture cases of predicates which are not sim-
ply meaningless in the languages in which we introduce them, yet still neither
apply nor fail-to-apply to some things. Let ‘vorpal’ be a predicate that applies
(in an extension of English) to integers greater than nine, and fails-to-apply to
sets of fewer than seven elements; about other things no direction is given.
Whatever else may be true about ‘vorpal’, it is clear that (i) it is not simply
meaningless, and (ii) it neither applies nor fails-to-apply (in our language) to
Julius Caesar or the blades that killed him. In addition, arguably, many predi-
cates have restricted ranges of application, and so do not apply or fail-to-apply
to some things, though this is a perfectly determinate part of our practice using
them. The predicate ‘is divisible by 2’ either applies or fails-to-apply to every
number, but neither applies nor fails-to-apply to any galaxy.

Thus, it is true of each and every predicate (and everything else for that
matter) that it either applies or does not apply to any given thing (relative to a
language). Yet, some things neither apply nor fail-to-apply to this or that, or
maybe all things (in this, that, or any language). Non-predicates in a language
neither apply nor fail-to-apply to anything. More importantly, some predicates
in a language may neither apply nor fail-to-apply to some given thing. Corre-
spondingly, we require for sentences a three-fold distinction between being true,
being false, and being neither true nor false, which is equivalent to being not
true but not false.6

It is a defect of our practice in using a predicate in a natural language that
it fails to determine that the predicate applies, fails-to-apply, or neither applies
nor fails-to-apply to a given thing.7 In this case, the rules the practice deter-
mines fail of completeness.8 We will say that predicates in a language L are
semantically completeprovided that, relative to L, (i) a range of application is
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determined, and (ii) for anything which may fall in the range of application it
is determined whether the predicate either applies or fails-to-apply to it. We
will say that such predicates have anextensionin L. Other predicates in L we
call semantically incomplete, and we say that theylack an extensionin L.

III

Now to vague predicates. Here we mean the class of terms such as ‘bald’,
‘heap’, and so on, which are generally called vague predicates (we focus on
what is generally thought of as degree vagueness), and whose characteristic is
that they give rise to sorites puzzles. In this section, we aim to make a claim
about such predicates (not a surprising one, we hope). Vague predicates are
intuitively semantically incomplete predicates (relative to their languages). That
is, prima faciethere are some (possible) things at least, in their intended range,
to which vague predicates in a language L neither apply nor fail-to-apply. More-
over, they are semantically incomplete in a rather special way. Along one or
more dimensions of variation in the intended range of application, there isno
precise borderlinebetween what we will call fully acceptable uses of a vague
predicate or its negation, and those which call forth some hesitancy. There is
no saying precisely when, by successive removals of a grain of sand at a time,
something we were inclined to call ‘a heap’ should no longer be so denomi-
nated.9 Terms like this we will call semantically vague predicates. (Our man-
ufactured case of ‘vorpal’ is a semantically incomplete predicate that is not
semantically vague. ‘Vorpal’ is an example of what we might call amerely
semantically incomplete predicate. The meaningless ‘brillig’ is a sort of trivial
example of this same category of expression.) Our unsurprising thesis (though
of course it has been denied) is that vague predicates aresemanticallyvague.
This is the traditional, and, surely, the default position, though clarified a bit
now in terms of the distinction we have drawn between not applying and failing-
to-apply (as opposed to applying and not applying). Failure to mark this dis-
tinction has vitiated much discussion of vague predicates.

We think this commonsense judgment about vague predicates is correct—
even obviously correct. It would take a powerful argument to move us from
this starting point. Schooled in the scholarly literature on vagueness, one can
lose sight of the obviousness of this observation as a starting point in thinking
about the phenomenon of vagueness. No one can seriously suppose that the
term ‘love seat’, e.g., was introduced into English with a precise and exhaus-
tive set of rules determining its use with respect to any possible object one
might be presented with in experience. Similarly, no one can think that some-
one anticipated compact disc technology when introducing ‘record album’, and
it seems likewise implausible that something about early applicative (meaning
determining10) practices with the term (used uniformly to apply to analog, vi-
nyl LPs) determined back then that CDs were to be included. And so on, for
the entire catalog of vague terms (most natural language predicates intended to
apply to spatio-temporal objects).
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Vague predicates have partially, but incompletely specified meanings. There
are three factors that may come into play in the determination of a meaning for
a given predicate: (i) our linguistic intentions with respect to its use, (ii) our
practices in using it, and (iii) (perhaps) natural divisions to which the word is
somehow keyed. All three of these factors together do not fully determine a
meaning for a vague predicate, and so likewise do not determine an extension
for it. We introduce expressions into the category ofpredicate, and employ them
in that grammatical role. Yet, we often do not do any of the things that would
be sufficient to make such expressions semantically complete. We only par-
tially determine a meaning for these terms. Decisions that would settle the lo-
cation of the breakpoints are, in Arne Naess’s apt phrase, below our level of
definiteness of intention (Naess 1953). It is not surprising or unnatural that this
should be so (especially with “empirical terms”). It is just what one would ex-
pect given our ignorance about the world and the exigencies of life. We serve
our purposes with these vague terms by dint of a subtle interplay of simple
language concepts and partially specified meanings for terms.11 This calls for
no special explanation. It is clearlypossiblefor there to be terms in a language
which have this sort of semantic defect. Given the facts about the origins of
words like ‘tall’ or ‘swarthy’ and how we come by the use of them, it is hard to
imagine any good grounds for denying that terms with this sort of semantic
defect are alsoactual. It would be astonishing, in fact, if there were not seman-
tically vague terms in natural languages, wild shrubs that they are, untrained to
the requirements of a logically ideal language.

IV

Accepting that vague predicates are semantically vague has important im-
plications for the evaluation of sentences in which they appear. Our concept of
language accords a simple semantic role for predicates—just one way of con-
tributing to the truth conditions of sentences containing them. It is that seman-
tic role that we describe (e.g., for monadic subject-predicate sentences) by writing
(somewhat carelessly, as it turns out) something like (SR).

(SR) A subject-predicate sentence<za> is true in L iff z applies in L to the
referent in L ofa.

(We ignore context sensitivity for convenience.) With this sort of clause we
describe the kind of semantic contribution that a predicate can make to such a
sentence, and there are no others.

To declare an expression a predicate assigns it a grammatical role, and also
determines whatsort of semantic contribution (if any) that expression makes to
sentences involving it. Yet, to do this much does not yet ensure that the expres-
sion in question has the requisite semantic properties to actually contribute se-
mantically to sentences containing it. For example, to declare ‘foo’ a predicate
and use it as such would confer upon it at best aschematicmeaning. Like the
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horse, ‘foo’ would still lack the semantic properties for it to be said correctly
either to apply or to fail-to-apply to anything, and no sentence containing it
would be evaluable as true or false.

To contribute semantically in the way conceptually prescribed for predi-
cates requires that a predicate besemantically complete, i.e., that the predicate
have an extension. Thus, the truth-evaluability of a sentence depends on the
sentence being grammatically well formed from semantically complete compo-
nents. We will have more to say about this claim later. Coupling this claim
with our earlier claim about the semantic incompleteness of vague predicates
gives us immediately the result that no sentence containing a vague term is
truth-evaluable. Such component predicates fail to have the requisite semantic
features presupposed by our concept oftrue sentence.12 A predicate’s lacking
an extension is in this respect parallel to a singular term’s lacking a referent: it
fails to have a property required for it to contribute in the way required for a
sentence in which it is used to have a truth-value.

This shows that our rules for the contributions of predicates to the truth
conditions of sentences must be conditionalized on the predicates and other
terms in the sentence meeting the conditions required for them to be truth eval-
uable. This is of course an obvious point in general, since when we are consid-
ering natural languages we must guard ourselves against the attempt to give
truth conditions for sentences containing nonsense words. Semanticists rou-
tinely ignore this because it is useful to pretend that natural languages do not
contain any semantically defective terms. Properly speaking, though, a clause
like (SR) should be rewritten as (SR*):

(SR*) For any fully meaningful predicatez, and namea, the subject-
predicate sentence<za> is true in L iff z applies in L to the referent
in L of a.

If this is correct, then no sentence with a semantically incomplete term is true
or false. This will be resisted, particularly in the case of vague predicates. It
will be supposed that there is a middle position available according to which at
leastsomesentences with vague predicates could have a truth-value, since the
predicate does have at least apartially specified meaning. If our discussion in
this section is correct, this is not an available position. However, in the special
case of vague predicates, we can offer a proof that the middle position is not
available, apart from the general considerations of this section.The proof relies
only on accepting that the boundarylessness of vague predicates is a semantic
phenomenon, and the assumptions of the middle position itself. We give this
proof in section VII.

V

We accept that there are vague predicates in natural languages, and that a
consequence of this is that sentences containing them lack truth-values.13 Must
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we as a consequence give up the view that the logic of natural languages is
classical?

There are two questions to be dealt with here. The first question is whether
the phenomenon of vagueness gives us reason to think that classical logic is
not the right logic for natural language. The answer to this question is ‘No’;
classical logic still looks like the right logic for natural languages. The second
question is whether vagueness forces us to “give up” in some sense using the
rules of classical logic in reasoning with sentences containing vague predi-
cates. These two questions are independent of one another. The first question is
about the semantics of natural language, and, in particular, the semantics of its
logical terms. The second question is about our practice of applying classical
logic. We put the second question aside for now (see section VIII).

The question whether classical logic is the right logic for natural lan-
guages is really the question whether the semantics of natural languages and
their logical terms (and structures) presuppose all fully meaningful (coherent)
sentences (or utterances) are either true or false, that is, whether the language
will receive a semantics of the general sort offered for classical logics.

The default position about this is that the logic of natural languages is clas-
sical. Our aim is to show that the existence of semantically vague predicates
gives us no reason to reject this default position.

‘Logic’ serves many masters. Philosophers and others have used this term
for many different things, and philosophers often mean one thing, and then an-
other by it.14 What we seek to isolate is that sense of the term ‘logic’ which
would make it sensible to argue about whether “classical logic is the correct
logic for natural language.” One family of very broad uses of ‘logic’ simply
equates a logic with a formal system. This is the sense of ‘logic’ in phrases like
‘logic of conversation’, ‘logic of questions’, and ‘logic of nonsense’. There is
systematicity in many things, and (to a first approximation) where there is sys-
tematicity a formal system can be constructed to track that systematicity. Many
things can even be tracked syntactically. In this sense of ‘logic’, there can be
no question about some logic or other beingthe correct logic for natural lan-
guage. There will be many logics tracking various things, some of great inter-
est to us. Supervaluation theory is an example—it offers a structure which
models (under an idealization) certain interesting facts about languages with
vague expressions in them—but supervaluation theory does not give us a pic-
ture of the semantics of natural language, and, thus, it will turn out that a su-
pervaluationistsystemdoes not give thelogic for natural language.

In that sense oflogic pertinent to our question, the logic for a language is
determined by (i) the meanings of certain expressions in the language (the
logical terms), together with (ii) the semantic types of the other expressions of
the language, and (iii) the grammatical modes of combination of expressions.
In this sense oflogic—keyed to the semantics of the logical terms of the
language—it makes sense to ask whether the logic of a language is classical
or not. Clearly, there are many formal systems that track various features of a
language but do not represent the logic of the language in the above sense,

Vagueness and the Sorites Paradox/ 427



because they are not concerned specifically with the semantics of the logical
terms. In particular, the logic of a language in the present sense is determined
by semantic features of a language which are independent of the presence of
vague terms in the language.

It is of the utmost importance not to confuse modeling some aspects of a
language or of language use, which involves keeping track of various features
of molecular sentences on the basis of features of their included atomic sen-
tences, with providing a semantics for sentential connectives, in the sense of
providing an account of their meaning. The term ‘semantics’ displays some of
the same elasticity as the term ‘logic’, and is often used in the sense of ‘formal
model’, and this may help to explain why the literature on vagueness routinely
confuses the question whether the logic of natural languages is classical with
the question whether a certain model of features of natural language sentences
keeps track of two or more features of them.15 Writers think of this as giving a
logic of the phenomenon in question, in the sense of a formal model. They
think of this as a semantics (in a sense synonymous with ‘formal model’). They
then think of this as giving the meaning of the logical terms of the language by
an equivocation.

Consider a formal system that is designed to track various features of a
language with nonsense terms in it. One thing we may wish to track is when
sentences in the language are true, false, or not truth evaluable because of the
inclusion of nonsense terms. This in turn will aid us in tracking when argu-
ments in the language lead us to true conclusions upon various assumptions
about the semantic status of their premises, and whether they are valid, invalid,
or simply not valid. For this purpose we may find it convenient to introduce
letters, ‘T’, ‘F ’, ‘N’, to represent something about the semantic status of the
sentences of the language. This should not fool us into thinking that these let-
ters all represent something of the same sort about the sentences we so label,
and, in particular, that they represent three different semantic values the sen-
tences may have. ‘T’ represents truth, ‘F ’ falsity. ‘N’ represents something quite
different, namely, non-truth-evaluability due to the inclusion of a nonsense term.
‘The mome raths outgrabe’ does not have a semantic evaluation different from,
but along the same lines as, being evaluated as true or false.16 To designate it
‘N’ is to say that it fails to come up to the standards required to be so evalu-
ated. This is obviously not another semantic evaluation we have discovered
along side the familiar. To suppose so would be to make as bad a mistake as
confusing a quantifier like ‘nothing’ for a noun like ‘orthodontia’. Thus, it is
clear that a table assigning various letters among ‘T’, ‘F ’, and ‘N’ to molecular
sentences is not a representation of the semantics of the connectives appearing
in those sentences, but is rather a formal representation of a status to be con-
ferred on the whole sentence on the basis of a diverse set of features attaching
to the contained sentences. That we can so keep track of features of the whole
on the basis of features of the parts in this way clearly shows nothing about the
meanings of the logical terms in the language, and, in particular, it doesn’t show
that their use does not presuppose, within the proper domain of their applica-
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tion, that sentences are assigned one or another of two semantic values, truth or
falsity, or that there is anything wrong with the usual characterizations of the
contributions of logical terms such as the traditionally labeled truth functional
connectives to the truth conditions of sentences in which they appear.

An easy way to see the point is to notice that if we were to introduce a
nonsense predicate into a speech community which had by stipulation a clas-
sical logic, we would not thereby change the meanings of any of the terms
already in the language or the presuppositions of their use. Knowing its gram-
matical category, speakers could form grammatical sentences using it. Those
sentences would fail to have a truth-value. But none of the presuppositions of
the use of the logical terms in the language, or their meanings, would thereby
be changed. This would make the language one for which a “logic of non-
sense” might be used to characterize certain features of it, but it would cer-
tainly not change thelogic of the language, which is by hypothesis classical.
The same point carries over directly to a consideration of a logic designed to
track features of a language containing vague predicates (perhaps under some
idealizations), such as a supervaluational theory, or a “fuzzy” logic. That we
can use multi-valued “logics” (formal systems) to track features of our uses of
sentences does not thereby show that the logic of the language whose features
we track is multi-valued (where we have in mind semantic values on a par
with truth and falsity). Just tracking some feature of a sentence that is due to
a semantic defect in it is not offering a semantics for any feature of the lan-
guage. Thus, it is clear thatsemantically vaguepredicates pose no threat to
the view that the logic of natural languages is classical.17

What about the principle of bivalence? We admit sentences that have no
truth-value in natural languages, so haven’t we already surrendered bivalence,
and with it classical logic? The answer is ‘No’. To see why, we need to clarify
what the issue is. There are two separable issues here. One is about upholding
the Principle of Bivalence, and the other is about admitting more than two truth
values, and these may not come to just the same thing. Attend to the principle
of bivalence first. What is this Principle? It is sometimes stated as follows (for
a given language L):

Every (declarative) sentence of L is either true or false.

This formulation is incautious. It is unlikely that anyone ever seriously held
such a principle for natural languages. First, of course, natural languages con-
tain context sensitive terms, and so many sentences will not be thought to be
truth evaluable except as relativized to a context of utterance. Secondly, even
waiving this point, simple sentences with nonsense words like ‘brillig’ are quite
obviously counterexamples to it. The incautious formulation above could only
seem acceptable if we had already tacitly agreed to attend only to those declar-
ative sentences that express a complete sense, or if we had already tacitly sub-
scribed to an artificially narrow notion of the language by not counting certain
terms (the defective ones) as genuine terms of the language at all.18 So, a proper
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formulation of the Principle, for a context insensitive language L, should read
something like (BV).19

(BV) Every declarative sentence that expresses a complete sense in L is
either true or false.

For a context sensitive language, such as a natural language, we need to either
relativize the truth predicate to contextual parameters, or to conditionalize on
an utterance of a sentence, as in (BVN).

(BVN) Every utterance of a sentence in L expressing a complete sense is
either true or false.

But, significantly, sentences that include semantically vague predicates (or any
other sort of semantically incomplete term, for that matter) do not express a
complete sense, even in use (the problem is not the need for relativization to a
context of utterance). Thus, to deny truth evaluability to sentences with vague
terms is not incompatible with the Principle of Bivalence, for context insensi-
tive (BV) or context sensitive (BVN) languages.

We said that there was a second issue to be addressed when discussing
bivalence. This is whether there are just two truth-values that the sentences of a
language can have. It might be thought that upholding the Principle of Bi-
valence would already settle this question. For this to be so, (BV) would have
to entail (TV).

(TV) Every sentence that has a truth-value in L is either true or false.

But it doesn’t entail this. One needs the auxiliary assumption (X).

(X) Every sentence that has a truth-value expresses a complete sense.

While we think this assumption true, it may also appear to be question beg-
ging. Those who have proposed that there are additional truth-values have wanted
to associate them precisely with sentences that have semantically incomplete
terms and, hence, with sentences that don’t generally express complete senses.
So, while getting (TV) from (BV) requires (X), (X) appears to presuppose
what (TV) was to establish. For this reason we think upholding (BV) does not
settle the two-values question. Obviously, this question is run together with the
one about the bivalence principle.

Regarding the two-values question, we count ourselves among those who
find the assertion that there are truth-values in addition to truth and falsity un-
intelligible (see (Haack 1980) for defense of this position). We count (TV) a
conceptual truth (for given L). It should be clear from things we said earlier
that we don’t think this point contravened by the fact that one can construct
“multi-valued” formal systems that track interesting features of language use.

430 / Kirk Ludwig & Greg Ray



And, as we have said, we propose a standard classical logic for natural lan-
guage as the right logic. That logic is founded on just two truth-values, and is
consistent with the Principle of Bivalence, (BV).

Lest this be thought to be question begging, recall the dialectical stance of
this paper. The natural stance is that the logic of natural languages is classical.
The claim that it is not requires a powerful argument. Our aim has to been to
show that no such argument is forthcoming from the view that vague predi-
cates are semantically incomplete, and that consequently sentences containing
vague predicates are not truth-evaluable. (Note that even if one rejects our blan-
ket claim about this, the view that some sentences at least which contain vague
predicates are not true or false is widespread. What we have argued applies
equally well here. There is no need on these views either to give up the princi-
ple of bivalence or the view that the logic of natural languages is classical.)

VI

What then of the sorties arguments? If the logic of natural languages is
classical, are they not valid arguments? Can any of their premises be comfort-
ably denied? Consider thefalakros, the paradox of the bald man.

[1] A man with 0 hairs on his head is bald.
[2] If a man with n hairs is bald, then a man withn 1 1 hairs is bald.
[3] Therefore, for anyn, a man withn hairs on his head is bald.

Is the argument form invalid? If not, since we reject the conclusion,which prem-
ise do we say is false?

No one should be forced to answerthis question. It has a false presuppo-
sition. Sorites arguments with vague predicates are certainly not sound. If they
were, then a contradiction would be true, which is impossible. But that does
not mean that they areunsound. For an argument to be unsound, it must be
invalid or have at least one false premise. The trouble with the sorites argu-
ments is that although they have a valid argument form (in the way that an
argument form using schematic letters for predicates can be said to have a valid
argument form), none of the lines of the soritical derivation is truth-evaluable
(and hence none are false).

This is enough to ensure that sorites arguments are without force, but there
is more that needs to be said in order to explain what is going on with sorites
puzzles, since on our view many natural language arguments will fail to be
sound due to the inclusion of vague terms, but few of these will be paradoxical
or puzzling. Something else is going on that gives the sorites paradox its par-
ticular bite.

There is no puzzle about why we find the minor premise acceptable and
reject the conclusion. The acceptance of the minor premise and the rejection of
the conclusion are clearly a feature of our usual practice, and aredeliberately
chosen so that they are. The puzzling part of sorites arguments, and what clearly

Vagueness and the Sorites Paradox/ 431



generates the problem, is the step premise. We have an account of why we are
inclined to assert the minor premise, and why we are inclined to assert the
denial of the conclusion. What is the account of the inclination to accept the
step premise, since it is so clearly not a part of the standard practice?

Our inclination to accept the step premise finds its ground in our (unartic-
ulated) recognition that ‘bald’ is semantically vague, that is, in our recognition
that our practices in its use give us no guidance with respect to such small
differences along the relevant dimension of variation. We mistake the step prem-
ise for an expression of this fact. That is why it seems compelling, for it seems
to express an intuitive truth about the use of the term ‘bald’.

This mistake comes about through the failure to distinguish two different,
easily confused claims about our practice in using the term ‘bald’. We learn the
use of ‘bald’ with respect to examples that are easily discriminable, and differ
quite significantly, nearly hairless and hirsute heads. Our practices, however,
are silent about changes on the order of one or two hairs. Significantly, it is not
that our practicestell us thatsmall changes makeno difference. That would
suggest that there were some rule of usage to the effect that if someone hasn
hairs on his head, a few more or less makes no difference to whether ‘bald’
applies to him. But our practices sanction no rule to that effect and are in fact
incompatible with it. We are trained only with respect to examples that differ
significantly; the training results in no rules that attach to particular numbers
of hairs. The question doesn’t come up. If it does, no one knows what to say.
This explains why vague predicates are boundaryless. But it is easy, particu-
larly in the context of a sorites argument, to mistake this silence on whether
small changes make a difference for a positive rule to the effect that if ‘bald’
applies or fails-to-apply to a man withn hairs on his head it applies or fails-to-
apply to a man withn 1 1 or n 2 1 hairs on his head. This is to confuse (A)
with (B).

(A) Our practices in the use of ‘bald’ do not give us guidance about the
application of the term with respect to incremental differences in the
number of hairs on someone’s head.

(B) Our practices tell us that if ‘bald’ applies (or fails-to-apply) to some-
one withn hairs on his head, it applies (or fails-to-apply) to someone
with a few more or less.

(A) is true. (B) is not. The importance of keeping these distinct cannot be over-
emphasized.20 The step premise seems compelling because we recognize that
(A) is true. Then we confuse it with (B). This is a natural enough thing to do.
We are encouraged by the fact that when we feel comfortable in applying ‘bald’
to someone, we know that a few hairs more or less won’t decrease our level of
comfort (it would make no easily discriminable difference). We imagine this to
be an expression of positive guidance by our practices with respect to small
numbers of hairs. But it obviously is not. We are guided, to the extent that we
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are, by gross appearance, and then only roughly with respect to cases near our
paradigms. Once we have misrepresented the facts about the practice as in (B),
it seems acceptable then to express it more precisely as:

(C) ‘bald’ applies (fails-to-apply) to someone withn hairs iff ‘bald’ ap-
plies (fails-to-apply) to someone withn 1 1 hairs,

Then we employ semantic descent incautiously and unreflectively to arrive at a
material mode claim,

(D) Someone withn hairs is bald iff someone withn 1 1 hairs is bald,

one half of which is [2] above, and the other half of which can be employed in
the argument that is the mirror image of thefalakros.

We are helped to this, of course, by the fact that we are caught off guard.
The step premise is introduced after a premise in which ‘bald’ is used in the
material mode with respect to a clear positive case. We are invited to assume
our usual pretense that the term is semantically complete, and that there is no
difficulty in carrying on in the material mode. (This encourages us to put aside
our implicit knowledge that our practices are silent about some aspects of the
applicability conditions for the application of ‘bald’.) Then we are presented
with a premise in the material mode that seems to express something true about
our use of the predicate. Indeed, continuing with the assumption we have been
invited to accept as part of the usual pretense that the term is semantically com-
plete, it will be difficult to see any way to avoid the confusion of (B) with (A),
for (A) is incompatible with the assumption of semantic completeness. The dif-
ficulty in seeing clearly what is going on is compounded by the usual way of
trying to enforce acceptance of the step premise: it is pointed out to us that
denyingthe step premise would force one to say that there was some break-
point number of hairs, and we will be asked what it is. Since on reflection we
realize that there being a breakpoint is not in accord with our honest beliefs
about ‘bald’, we feel compelled to accept the step premise. In short, we are
sadly tricked.21

The confusion is a natural one. It is a confusion, because the step premise
does not express the vagueness of ‘bald’. It fails to express anything truth-
evaluable. The truth expressed in (A) motivates its acceptance through failure
to distinguish that truth from the falsehood expressed by (B). So, our accep-
tance of the step premise is the product of our intuitive recognition of the vague-
ness of the predicate, and failure to distinguish between no guidance and negative
guidance. (B) is reformulated as (C). Notice that, if we are right, (C) is not in
fact false, since given that ‘bald’ is vague, each side of the biconditional is
false. So curiously we can see the implicit reasoning supporting the step prem-
ise going through a true premise. But semantic descent is illegitimate, precisely
because ‘bald’ is semantically incomplete. Thus, with an unfortunate slip be-
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tween the formal and material modes of expression, we move from a truth to a
non-truth, and end up with misbegotten expression of a dimly recognized truth.
The slip is natural, since (i) we have a practice of applying the predicate in
material mode, and (ii) the semantics of semantically complete predicates (un-
der which pretense we use vague predicates) warrants moving freely between
the two, and, moreover, of course, (iii) (B), the motivation for (C), carries with
it the (false) presupposition needed for semantic descent.22

Sorites arguments do not just present us with a paradox. One has the strong
sense when being walked through a soritical argument that it is a “set up”, a
trick of some kind, even if it is not apparent how one is being tricked (we feel
there is something going on we have failed to notice). In this way, it is differ-
ent than, say, the Liar. Our analysis of the sorites makes this suspicion entirely
explicable. The acceptance of the minor premise and the denial of the conclu-
sion both enjoin us to engage in a certain common practice of pretense. Yet
acceptance of the major premise is motivated by recognition of a fact that re-
quires us to drop that pretense. Recognizing that fact and trying to maintain the
pretense is what makes the major premise seem difficult to reject, and leads to
the sense of paradox. To place both kinds of premises in an argument is a kind
of trickery, albeit instructive.

VII

The diagnosis of the sorites reasoning we have just offered is grounded on
the claims that (i) vague predicates aresemanticallyvague, and, hence, (ii) sen-
tences in which they appear are not semantically evaluable as true or false.
This runs counter to many discussions of vagueness in the sense that often phi-
losophers will assume that it is unproblematic that vague predicates do apply in
some cases and fail-to-apply in others. This is what we earlier called the mid-
dle position. But it is not a tenable position. Onemusteither accept our posi-
tion, deny second-order vagueness (and explain away our inability to say where
the second-order borderline is by appeal to “epistemic vagueness”), or deny
first-order vagueness (and explain away our inability to say where the first-
order borderline is by appeal to “epistemic vagueness”). The latter two posi-
tions are implausible on the face of it, and, if we are right, there is no pressure
to accept either by reflection on the consequences of semantic vagueness.

Our argument has proceeded on the basis of general considerations about
the presuppositions of our use of semantic terms, specifically, about the proper
range for their application. We said earlier, however, that in the special case of
vague terms, the conclusion admits of proof on the basis of the boundaryless-
ness of vague predicates, and assumptions that the middle position theorist ac-
cepts. We present and defend the proof in this section.

The argument rests on the following theorem (‘applies ton’ is short for
‘applies to a man withn hairs on his head’).
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THEOREM:
IF (i) for all n, ‘bald’ applies ton iff ‘bald’ applies to n 1 1, and

(ii) for all n, ‘bald’ fails-to-apply ton iff ‘bald’ fails-to-apply to
n 1 1,

THEN (iii) ‘bald’ applies to everyn,
(iv) ‘bald’ fails-to-apply to everyn, or
(v) ‘bald’ neither applies nor fails-to-apply to anyn.

A proof of THEOREM given in the appendix. But it is not difficult to see why
this is true. The conditions in the antecedent require that for anyn, ‘bald’ ap-
plies to everyn-haired head if any, and fails-to-apply to everyn-haired head if
any. Since ‘bald’ cannot both apply and fail-to-apply to the same object, we
immediately have that it applies to every head no matter the number of hairs,
or fails-to-apply to every, no matter the number of hairs, or neither applies nor
fails-to-apply to every head, no matter the number of hairs.

It may already be apparent to the reader what the implications of the THEO-
REM are, but before we draw them out, we want to set aside two sorts of con-
cerns that might arise about it. First, our argument for THEOREM uses classical,
first-order logic, and, of course, many philosophers working in this area have
given up classical logic as a part of dealing with the issue of vagueness. But
this is no objection to our argument, in which we get to stipulate that we are
using classical logic. Clearly there would be no obstacle to presenting the ar-
gument in a formal language in which we give an explicitly classical semantics
for the logical terms employed. This objection then is beside the point.

Second, an inspection of the argument in the appendix for the theorem re-
veals that it employs a little-by-little argument, and this will seem suspicious to
some, since it will appear that we are using a sorites argument to get the result.
Are sorites arguments not suspect? But not every argument that has the form of
a little-by-little argument is a sorites argument. A little-by-little argument that
employs a vague term in pride of place is indeed soritical, and thus suspect,
even paradoxical. Yet, the argument for the above result does not so employ a
vague predicate, and it clearly is not paradoxical in the way a genuine sorites
argument is. Soritical arguments have theform of a (classically) logically valid
argument. Thus, a little-by-little argument that does not employ any vague words
(nor words semantically defective in some other way) will be an undeniably
valid argument. Our argument for this theorem is of this sort (modulo a quali-
fication we will deal with presently). So, there should be no question about the
veracity of the theorem.

Our claim that the argument is not soritical may not carry conviction. That
it is not hinges on whether ‘applies’ and ‘fails-to-apply’ are themselves precise.
And it may be objected that there is a good argument for thinking that the term
‘applies’ is itself vague. For if we have a borderline case,b, for ‘bald’ then it is
at least as problematic to assert, ‘ “bald” applies tob9 as it is to assert, ‘b is
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bald’, and so ‘applies’ must be at least as vague as ‘bald’; similarly for ‘fails-
to-apply’. Or so the argument goes. This should immediately excite our suspi-
cion, however. For it looks very much as if the claim is that the vagueness of
‘bald’ is being said to be transferred to a predicate we seek to apply to it.

This is to make a mistake akin to that of assuming that if a term is used
with a vague term, then it acquires the vagueness of the term with which it is
used. This is to charge guilt by association. The vagueness of a term no more
rubs off on terms with which it is combined in sentences than does the mean-
inglessness of a nonsense predicate. It would be an obvious mistake to infer
from the fact that ‘The mome raths outgrabe and someone stole the tarts’ is not
fully meaningful because ‘mome raths outgrabe’ is nonsense to the conclusion
that ‘the’, ‘and’, ‘someone’, ‘stole’, and ‘tarts’, were likewise nonsense. Simi-
larly in the case of sentences containing vague terms. For example, it would be
a mistake to assume that because one cannot say precisely when two rods are
exactly the same in length, that our word ‘length’ must be vague. The vague-
ness of ‘rod’ is sufficient to explain the difficulties we encounter here (the prob-
lem of the many); we have no reason to think that ‘length’ is similarly vague.
Likewise, inferring that ‘object’ or ‘existent’ is vague because our sortals are
vague would be a mistake.

We say the mistake is akin to rather than the same as the one just men-
tioned because it does not involve inference from use of a term in a sentence
with a vague term to the vagueness of the associated term. In the above argu-
ment, the vague term ‘bald’ is not used in the sentence, but mentioned. But a
similar invalid inference is made. It is an inference from the hesitancy over
whether to assert a sentence in which a vague word is mentioned which arises
from the vagueness of the mentioned word to the conclusion that another word
in the sentence applied to it is vague also. How does this arise? In everyday
life we act as if our predicates are precise, that is, we engage in a practice in
their use that ignores their semantic deficiencies, and this is second nature to
us. When we are asked to engage in semantic ascent, we typically do so with-
out thought to whether we should abandon our tacit practice of treating our
predicates as if they were semantically complete. The fact is that we are often
just not very reflective about our practices or very clear headed in thinking
about them. (Think of the ubiquity of use-mention confusions in ordinary speech,
and even in the writings of trained philosophers: the fault lies in us, not in our
semantics. We often say things that are confused and can’t be taken at face
value: but we can uncover the confusion if we are careful.) When we engage
unreflectively in semantic assent and apply a semantic predicate to a vague
term such as ‘bald’, we try to let ourselves be guided in the application of the
semantic predicate to a pair^’bald’, x&; by the practices associated with ‘bald’.
When the practices do not determine an extension, and no precise borderline,
we find ourselves hesitating in applying ‘applies’ in the same way as we do in
applying ‘bald’. But this is because we are laboring under the (working) as-
sumption that the predicate is semantically complete. We try to let the practices
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guide us, expecting that they will, but they fail us. This does not mean that
‘applies’ is vague. It means that it was a mistake to try to let the practices as-
sociated with the predicate guide us with respect to the application of ‘applies’
to the pair of it and an object, given that it is vague, and so semantically in-
complete. Rather, we must ask ourselves, in full light of the fact that a vague
predicate fails to have an extension, whether it makes sense to say that it ap-
plies (or fails-to-apply) to anything. We must give up the unthinking practice
of treating them in most contexts as if they were precise. When we employ
semantic ascent, and step back from our practice, we can then recognize that
when a predicatez is semantically incomplete, there is no pair^z, x& to which
‘applies’ applies, and likewise no pair^z, x& to which ‘fails-to-apply’ applies.23

Of course, we do not deny that a term such as ‘applies’could be vague in
some language. But there is no good reason to think it is in our language. The
evidence used to support the claim can be accounted for without supposing our
semantic predicates are vague. This neutralizes the supposed evidence. And there
is clearly no difficulty in seeing how to understand our semantic predicates so
that they are precise, and this corresponds to their use in the semantic tradition.
We can no more be forced to accept the vagueness of our semantic terms by
being forced to answer the question whether ‘applies’ applies or fails-to-apply
to the pair of a vague predicate and an object than be convicted of animal cru-
elty by being forced to answer the question whether the kittens have finished
baking.24

We have heard this objection so often that it is worth dwelling a bit more
on why it misfires. There are two points that should be emphasized. First, in
the present context, an objector does not get the claim that ‘applies’ is vague
for free. It is notprima faciea vague predicate. ‘Applies’ applies to a pair just
in case the second member falls in the extension of the first. ‘Applies’ fails-to-
apply to a pair just in case the second member does not fall in the extension of
the first. Otherwise, it does not apply. A term has an extension only if it is
semantically complete, i.e., it has a range of application and for everything in
its range either that thing is in its extension or not, i.e., it is true of that thing or
false of it. There is no threat of vagueness here. Indeed, it follows from this
characterization that there is a determinate answer for any pair whether ‘ap-
plies’ applies to it, fails-to-apply to it, or neither applies nor fails-to-apply to it.
Significantly, ‘applies’ is not an empirical term. Empirical terms are typically
vague because it is hard to anticipate all the questions that arise about their
application conditions (and rather pointless to do so for ordinary purposes).
The development of the atomic theory of matter, for example, posed unantici-
pated questions about the use of virtually all of our ordinary material object
terms. It is clear that the contexts in which we learn and ordinarily use these
terms do not call on us to decide exactly which molecules are to be included in
the extension of ‘is a part of that F’, and no guidance is provided by the prac-
tice as to exactly which of the more or less appropriately related molecular
constituents of medium sized objects are to be counted as in the object and
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which not. We learn most ordinary empirical predicates with respect to easily
discriminable cases, and application conditions with respect to differences that
are not easily discriminable, or which have not been anticipated, are left open.
No such difficulties intrude in the case of semantic terms, and, as we have seen,
barring any independent reason to think semantic terms vague, their use in ap-
plication to vague terms does not show that they are vague. We may be fooled
momentarily by failing to abandon our practice of treating vague terms as if
they were precise when we engage in semantic ascent when doing theoretical
work. However, when we take account of the false presupposition, there is a
determinate answer to the question whether ‘applies’ and ‘fails-to-apply’ apply
to pairs of those terms and objects or not. They do not. Rather, they both fail-
to-apply, as we have said. So the answer is not in fact indeterminate at all. Our
practices answer the question quite decisively when we give up our ordinary
pretense that the terms to which we apply ‘applies’ and ‘fails-to-apply’ are
precise.

We have been making some claims here about our ordinary semantic con-
cepts. We believe these claims are correct and that no good argument has been
advanced against them. But it is important to note that even if we were wrong
about ordinary semantic terms, this is no threat to our conclusion. In theoreti-
cal work, where we find terms that are not semantically complete and which
thereby hinder our progress, we introduce terms that remedy the deficiencies.
If ordinary semantic terms are to be thought vague, let us then repair this defi-
ciency to produce terms that lack these defects. Precise semantic predicates will
have sharp boundaries between applying, failing-to-apply, and neither applying
nor failing-to-apply, and all pairs of vague terms and objects must perforce
land in the latter category. Let us stipulate then that the semantic terms used in
the above argument are precise, and so operate in the way we have indicated.
Then it is a determinate fact about their usage that they fail-to-apply to any
pairs of vague terms and objects. The threat to the argument by the inclusion of
a vague term in a crucial place is thereby met, and the argument goes through.25

Perhaps it will be objected that this is to change the subject, if what we
were interested in was the question whether in the ordinary sense of ‘true’ and
‘false’, any declarative sentence containing a vague term fails to be either true
or false. But this is a mistake. Precisifying a term is not changing the subject. It
is improving the focus of the discussion. We lose only unclarity. It is a mistake
to think that part of the subject of what we intend to be talking about in using a
vague predicate is what the vague term leaves undetermined about its use. This
would be like thinking that part of what you see when you take off your glasses
is the relative increase in fuzziness of your visual experience.

There is a related objection. That is that although the argument for THEO-
REM is not a soritical one, it and the conclusion nonetheless contain vague
predicates (not ‘applies’ it will be granted), which on our account means that
its premises and conclusion are not truth evaluable. This is not the term ‘bald’,
of course, which is not used but only mentioned in the argument, but rather the
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terms we have used to describe the series of cases with respect to which we are
considering whether ‘bald’ applies or fails-to-apply. Recall that ‘ “bald” applies
to n’ is an abbreviation for ‘ “bald” applies to a man withn hairs on his head’.
The terms ‘man’ and ‘hair’ and ‘head’ are all vague terms, and perhaps ‘on’ as
well. Does this not show that the premises of our argument for the THEOREM
and the THEOREM itself are not truth evaluable, and, hence, that the argument
on our own showing is not sound? The answer is: yes, but it doesn’t matter.
The use of vague terms in indicating the sorites series of concern is clearly
incidental, and is no barrier to getting the point. All that is needed is that there
are or can be sorites series for the term ‘bald’.This is undisputed.26 We use
vague terms to indicate the relevant series because we are not supplied with
precise terms for the job. But the argument can be restated without the use of
vague terms by the simple expedient of quantifying over members of a sorites
series for ‘bald’,b0, b1, b2, ... bk, and reinterpreting ‘“bald” applies ton’ as
‘“bald” applies tobn’. We set this worry aside then, and continue in our blithe
way to employ outside the center of attention terms that are admittedly vague.
We will have more to say about this practice later.

Let us return to our theorem now. Assume we have established it as we
have claimed. What can we take it to show? Suppose the antecedent is true.
Then we can conclude that (iii) ‘bald’ applies to every head, no matter the num-
ber of hairs on it, or that (iv) ‘bald’ fails-to-apply to every head, no matter the
numbers of hairs on it, or that (v) ‘bald’ neither applies nor fails-to-apply to
any head (or anything else). (iii) and (iv) are options which we take it no one is
willing to accept. Each is completely incompatible with our practices. More
importantly, though, for our dialectical purposes, (iii) and (iv) are ruled out for
anyone who thinks that there is a middle position, according to which (a) and
(b) hold given that (c) does.

(a) There are some cases to which ‘bald’ does not apply.
(b) There are some to which ‘bald’ does not fail-to-apply.
(c) There is no case to which any term both applies and fails-to-apply.

(c) is a conceptual truth, since that something fails-to-apply to a thing entails
that it does not apply to it. Given (c), ‘bald’ does not applyand fail-to-apply to
any n. Given (a), therefore, (iii) is ruled out. Given (b), (iv) is ruled out. That
leaves (v) as the only viable option, which is the position we have argued for
independently.

Now let us ask what reason we have to accept the antecedent, the conjunc-
tion of (i) and (ii), repeated here.

(i) For all n, ‘bald’ applies ton iff ‘bald’ applies to n 1 1;
(ii) For all n, ‘bald’ fails-to-apply ton iff ‘bald’ fails-to-apply to n 1 1.

On our position, of course, it is vacuously true, since ‘applies’ and ‘fails-to-
apply’ alike do not apply to any pair̂‘bald’, x&, and thus the biconditionals (i)
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and (ii) are vacuously true. Our position is thus self-verifying. But more impor-
tantly, someone who does not want to accept that position finds himself forced
to choose between it and a more unpalatable position, which requires a com-
plete rejection of the intuitively compelling view that vagueness is a semantic
phenomenon. What our argument thus shows is that if one accepts that the
boundarylessness of vague predicates is a semantic phenomenon, one must ac-
cept that no sentence containing a vague predicate is truth evaluable. For to
deny the truth of the conjunction of (i) and (ii), one would have to hold that
there is a precise borderline between cases in which ‘bald’ applies/fails-to-
apply or does not apply/fail-to-apply. That is to say, to deny (i) would come to
saying that for somen, ‘bald’ applies ton but does not apply ton 11; to deny
(ii) would come to saying that for somen, ‘bald’ fails-to-apply ton 1 1 but
does not fail-to-apply ton. This is to deny that a term like ‘bald’ is vague
at all.27

That is to say, one would have to accept that one of the positions (a)–(d)
in figure 1 obtained, where the vertical bars represent borderlines. (a)–(c) rep-
resent cases in which there is a second-order borderline along the relevant di-
mension. In (a) there are second-order borderlines between both applying and
neither applying nor failing-to-apply and between neither applying nor failing-
to-apply and failing-to-apply. In (b) there is a second-order borderline between
applying and not applying. In (c) there is a second-order borderline between
failing-to-apply and not failing-to-apply. In (d) there is a first-order borderline
between applying and failing-to-apply. To deny the conjunction of (i) and (ii) is
to accept that one of (a) through (d) obtains. And this is to deny the boundary-
lessness of vague predicates, arguably the central feature of them, and what
makes them both so puzzling and interesting. Denying the central phenomenon
associated with a puzzle is neither to appreciate it nor to solve it.28

This position has defenders, epistemicists, who believe that there are no
semantically vague terms, and that the problem is instead epistemic. To their
credit, they occupy not a halfway house, but opt boldly for (d). One might as
well hang for a sheep as for a lamb. Despite valiant efforts, however, they man-
age only to trade a puzzle for a mystery, namely, how we could not in principle

Figure 1.
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discover boundary lines. The extensions of our predicates are fixed, when they
are fixed at all, by our collective intentions and dispositions to use them, and,
perhaps relative to these, some facts about the actual world.29 No one doubts
that there is an intelligible connection here, if there is one at all. Yet, we cannot
conceive of any way in principle to settle the question at what point along a
sorites series we move from someone to whom ‘bald’ really applies to one to
whom ‘bald’ really does not apply. Epistemicists must then maintain that the
facts on which the semantic facts supervene are inaccessible to us, or the con-
nection is inscrutable. No epistemicist has succeeded in explaining how this
could be.30 Indeed, so far as we can tell, there is nothing a being omniscient
about our practices (and the world) would know that would determine a cutoff
point for vague predicates like ‘bald’.31 It is not our purpose here, however, to
argue directly against epistemicism. If we are right about the dialectical posi-
tion, it is enough to show that epistemicism is not forced on us by finding that
the natural view that vagueness is a semantic phenomenon encounters difficul-
ties greater than those which face epistemicism.

VIII

It remains then only to assuage the anxieties that arise in some philoso-
phers at the thought that many of our terms are genuinely semantically vague.
There are various strategies that are employed to avoid these anxieties. Some
deny the obvious. Some maintain the consequences of accepting semantic vague-
ness are not consequences of it. It is surely better to accept the obvious and its
consequences, and consider whether there is anything puzzling about our prac-
tices using vague predicates.

The central worry is engendered by the thought that the sentences contain-
ing semantically vague predicates are not semantically complete. If they are
not semantically complete, then we fail to assert truly or falsely using them,
and, hence, are reduced to uttering nonsense, and must fail to be able to carry
out any of the ordinary activities in which the use of language is so evidently
useful a tool.32 But this is a confusion, a false dilemma. The options are not:
assert fully meaningful sentences or assert nonsense. Vague sentences are gram-
matically well formed, and vague predicates have at least partially specified
meanings. That is how we are able to operate effectively with them. Vague
predicates have a robust practice attached to them, and it could be sharpened if
there were profit in doing so. Indeed, as soon as someone points out the re-
spects in which a term is vague, we are in a position to sharpen to within the
degree allowable by the terms used in the statement of the problem. If the prob-
lem has to do with the number of hairs on someone’s head, we can pick a num-
ber as the cut off point. Of course, terms we use to characterize the dimension
of vagueness of a given term may themselves be vague, but then we can repeat
the procedure with them in turn. Our practices in this fashion can be indefi-
nitely sharpened, though whether it would be useful or practical to do so is
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another question. Given the practice in the use of a vague term, when someone
uses the term in accordance with the practice, and we know this, then, depend-
ing on how trustworthy we suppose him to be, we can learn something useful
as a result, and obtain some guidance for action. We do not speak truly or falsely
using vague predicates, but we are very far from uttering gibberish.

The fact that the sentences in which we use vague predicates are grammat-
ically well-formed means that we are in a position to know what sort of truth
conditions they would have (or fulfillment conditions for non-declaratives33),
were predicates in them semantically complete. This is akin to what one knows
about a sentence in a formal language of the sort studied in a course in sym-
bolic logic. Such languages are semi-interpreted—all but the predicates and
names are interpreted. (This should provide one with a hint that we are also in
a position to know with respect to vague sentences what sort of logical conse-
quences they would have, if their predicates had extensions.)

So, we know what sort of truth conditions these sentenceswouldhave. We
also know something more than this, because we have at our disposal whatever
we know of what there is to know about the partially determined meaning of a
vague predicate. This may amount to such things as (i) knowing what are sup-
posed to be determining factors for the application of the predicate (quantity of
hair on the head, for example), and (ii) some ranges of such determining fac-
tors which are intended cases for the predicate.

Such knowledge of our partially formed semantic intentions for the vague
predicates involved, together with knowledge of the semantic type of the sen-
tence, give us a great deal to go on in communicating with each other—more
than enough to make use of these vague terms useful in just the circumstances
in which we do use them.

The trick to seeing why we should not feel threatened by the pervasiveness
of vague terms in natural languages is just to see how natural and sensible it is
that practices using such terms would have developed between us. Our picture
is that we have simple language concepts, and that we develop terms that im-
perfectly meet the requirements for the application of these concepts. So, we
have these predicates that don’t have all the semantic properties necessary for
the application of the notion of truth and falsity to sentences containing them.
However, by treating these words in a context as though they fit the mold, and
deploying them according to a common practice that we have with them, we
manage to get various things done that we want done, and various things com-
municated that we want communicated. The truth is that it would far exceed
any ordinary purpose that we have to make our predicative terms comply with
our ideal. Partly, this is because we are always simplifying the domain about
which we wish to think. So, in fact, the practice that we have is well suited to
this, since it allows a large family of terms to go flush with that habit of sim-
plification. As Quine has put it, our “terms delimit the object to the degree
relevant to our concerns” (Quine, 1985, p. 168). For example, it would not do
to define ‘human’ so as to have precisely circumscribed molecular boundaries,
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i.e., so that, in principle, each molecule in the vicinity was determinately in the
extension of ‘is a part of that human’ (as used on a particular occasion). This is
because we do not ordinarily conceive of our “humanish” surroundings in these
terms, and it would moreover be impractical to do so. We conceive of there
being just these few largish humanish things, complex things with parts, to be
sure, but things that come in large chunks, not stacks of atoms. Generally speak-
ing, terms like ‘human’ are good to use when certain kinds of simplifications
suit our purposes, and not good for others. Thus, if we are interested in the
hunting practices of a group of humans, then a model of our domain that in-
cluded items representing humans, but no items representing molecules, might
well serve our purposes. Whereas, if our interest was in the migration of car-
bon atoms across a certain type of membrane, then a model of our domain
which included items which represented atoms and molecules would be indi-
cated, and, as like as not, the term ‘human’ will have no easy or relevant
application.34

Another worry that arises about admitting that many of our predicates are
vague is that this will have ontological consequences that no one will wish to
accept. Thus, for example, Peter Unger has argued that the phenomenon of
vagueness forces us to the conclusion that there are no people or, indeed, any
ordinary things at all (see (Unger 1979b) and (Unger 1979a)). Unger argues
that our practices commit us to the step premises and minor premises of sorites
arguments, but also to the negation of their conclusions, thereby demonstrating
that the rules governing vague predicates are inconsistent. From this he con-
cludes that ‘person’ applies to nothing, and, more generally, that most of our
ordinary terms apply to nothing. This is a conclusion of course that we are
committed to independently. This only gets us that a term like ‘person’ applies
to nothing. But the argument from this conclusion to the further conclusion
that there are no people is simple.

‘person’ does not apply to anything
Therefore, there are no people.

We have argued that it is a mistake to think that our practices commit us to the
step premise of a sorites argument. But we are committed to the premise of this
argument anyway. Clearly, if this argument is sound, then so will be any argu-
ment of the same form for any vague predicate one cares to choose. If this
argument is correct, then not only are there are no people, there are no chairs,
no trees, no mountains, no nations, no stars, etc. This is surely an intolerable
result. Fortunately, the argument is not sound. While the first premise is true,
the conclusion is neither true nor false, since it contains a vague term, ‘people’.
In general, the argument form,

‘F ’ does not apply to anything
Therefore, nothing is an F
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is valid only if ‘F ’ is semantically complete. If ‘F ’ is a vague term, it is not,
and so the argument schema will not yield a sound argument. Our view there-
fore has no ontological consequences whatsoever.

Must we refrain then from asserting sentences containing the word ‘peo-
ple’ altogether? Of course not. When we are participating in our usual practice,
it is perfectly appropriate to assert ‘There are people’, and inappropriate, in-
deed, outrageous, to assert ‘There are no people’. We do this under the pre-
tense that the terms are precise, and under that pretense, it is appropriate to
assert ‘There are people’, and inappropriate to assert its negation. What is ille-
gitimate is to step outside of the practice, recognize the terms are vague, and
then attempt to carry on as if we had not given up the pretense that the terms
are semantically complete.

This defense of the ontological neutrality of our position just highlights
what is apt to be another worry, however. Surely, on our view, there are virtu-
ally no good arguments in natural languages. For no argument containing a
vague predicate on our view is either sound or unsound. They are all on a par
in simply being not sound. We are then surely left with the unenviable position
of not being able to explain the robust distinction between good and bad natu-
ral language arguments, and unable to explain their undoubted utility. But al-
though it is a consequence of our position that natural language arguments
containing vague terms are neither sound nor unsound, it does not follow that
they are all on a par, and that we cannot account for the utility of those argu-
ments we naturally think of as good arguments.

A first observation is that though we count no argument containing a vague
term sound or unsound, we can still distinguish between arguments valid in
virtue of their form and arguments that are not valid in virtue of their form, for
this abstracts from the content of the predicates in the arguments. So it is sim-
ply not true that we have no means of distinguishing between the merits of
natural language arguments. In very many cases, we will use exactly the same
criterion as anyone else.

There still remains to explain how arguments with premises and conclu-
sions that are not true because of the inclusion of vague terms may be useful.
The answer, in outline, is as follows. Although these arguments do not preserve
truth, because their premises are not true, they do preserve something else, which
we will call appropriate assertability. To a first approximation, if the premises
of an argument are appropriately assertable, then if the argument would be valid
on all acceptable precisifications of its vague terms, the conclusion is appropri-
ately assertable.35

We will come back to this in a moment. First, though, what do we mean by
‘appropriate assertability’, and why is this to be linked to the usefulness of
assertions of sentences containing vague predicates? Securing the link is the
easy part, for we wish to understand the notion of appropriate assertability in
terms of assertion in conditions which make the assertion useful for the pur-
poses of conveying information about the world to an interlocutor. The trouble
is to say something informative about those conditions. We use sentences con-
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taining vague predicates to convey information about the world. That informa-
tion is conveyed by the fact that we sincerely assert the sentence (and so can
be taken to think that our assertion of it falls well-within the practice of use
of the vague predicates it contains) and the practice associated with the terms
in the sentence, including the vague terms. An auditor gains information about
the world by way of knowledge of our intention to use the predicates well
within the practice (this will be the default case, though there will be others)
and knowledge of the practice associated with the predicates. This will give
rise to expectations about what is to be encountered in experience if the speak-
er’s beliefs about the world are taken to be correct. Typically, unless someone
is simply drawing our attention to something salient in the environment, the
expectations engendered will be degrees of belief attaching to a range of pos-
sible states of affairs with a profile determined by the degrees of vagueness of
the predicate.

Let us take a simple example. Suppose that someone asserts ‘Bert is bald’
of some person we have not yet encountered, but of whom perhaps we know
some things. Let us for convenience continue with the simplifying assumption
that amount of hair on the head is the only relevant dimension of variation for
application of the term. In hearing our interlocutor assert ‘Bert is bald’, we are
not thereby given information about how many hairs to expect Bert to have on
his head, of course, nor even anything very precise about the extent of uncov-
ered pate on his head. What we learn, on the assumption that our interlocutor
intends to be using the term in accordance with our usual practice, is (roughly)
that given a range of relevant cases of heads from one with no hair,b0, to one
completely covered,bk, the probability that Bert is similar in numbers of hairs
to b0 is high, and the probability that Bert is similar in numbers of hairs tobk is
low. This gives us useful information on which we can act as appropriate. We
will say therefore that a sentence containing a vague predicate is appropriately
assertable provided that the expectations that its sincere assertion, taken non-
figuratively, would thereby standardly generate, on the assumption that the
speaker is using the terms in it in accordance with the practice, will not be
frustrated.

If appropriate assertability is preserved by arguments which would be valid
on any acceptable precisifications of their vague terms, then it is clear why
those natural language arguments which we treat as sound (on due reflection
and adequate information) are useful to us, despite their not strictly speaking
being sound. For we are led from sentences which engender in us appropriate
expectations, ones which will not be frustrated, to others which will engender
in us likewise appropriate expectations. Thus, on the assumption that appropri-
ate assertability is preserved by those natural language arguments we think of
as good arguments, we have an explanation of their utility despite their not
being sound (nor unsound). They preserve in fact what is useful in asserting
sentences containing vague predicates.

But why should we think that appropriate assertability in this sense is pre-
served in the cases in which we say it is? The reason is that those arguments
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we treat as sound (on due reflection, etc.) are arguments that will be valid on
any precisification of their terms that does not fly in the face of our practice.
Suppose for a reductio that such an argument could have premises that engen-
der appropriate expectations but a conclusion that does not. Since any accept-
able precisification of its terms would have to be compatible with the practice,
if the practice engenders expectations with respect to the assertion of the con-
clusion that are frustrated, any precisification would have to be false. But some
precisifications of the premises will be true since those do not frustrate expec-
tations. But the argument we have said is valid on all precisifications, contrary
to this conclusion. Thus, the supposition we introduced must be rejected, and
we can conclude that if the premises are appropriately assertable, so will the
conclusion be, provided the argument is valid on all acceptable precisifications.

It will probably not have escaped the reader’s notice that our characteriza-
tion of ‘appropriate assertability’ used vague terms. In doing so, we have cer-
tainly engaged in the very practice that we aim to describe, that is, we have
used vague terms to convey some information about the effect of using vague
terms in sentences. There is nothing viciously circular about this, however. And
the reader we have no doubt has understood us perfectly well. This is one place
where using vague terms has particular utility. For it seems clear that there is
in fact nothing both precise and general to say about what expectations are
engendered in speakers by hearing sentences containing vague terms, and striv-
ing for something both precise and general is certain to yield something false.
We know that in hearing a sentence containing a vague predicate asserted, such
as ‘Bert is bald’, an auditor will in fact come to have some expectations about
Bert. There will be a definite fact of the matter about whether the auditor will
be surprised on seeing Bert or not, for example, in the light of the auditor’s
trust in the speaker and the circumstances of assertion. But can we really as-
sign subjective probabilities for the auditor for each of the possible members
of a sorites case involving Bert? It seems rather unlikely. Rather, we ourselves
have certain general expectations about the auditor’s expectations, but there is
nothing general we can say about what to expect those to be for any individual,
and it doesn’t matter. What is key to understanding the effectiveness of the use
of vague predicates is realizing that some expectations are set up which are
conditioned by knowledge of the practice and trust in the speaker, and that if
these expectations are close enough to those the speaker intends to induce, then
the communicative exchange will be successful.36

Some will no doubt be disturbed by reflection on our habit of using vague
terms in sentences in the complement clauses of attitude reports. Some might
be encouraged to think that because we use sentences with vague predicates in
the complement clauses of attitude sentences, we are committed to there being
vague thought contents and vague concepts (see (Machina 1976), for exam-
ple). The cost of thinking this is high. If we are right about the non-truth eval-
uability of sentences containing vague predicates, the same lesson will carry
over straightforwardly to attitude contents, if we can conceive of such a thing,
which are correspondingly vague: they will be neither true nor false. It is ques-
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tionable whether we can make sense of belief that is not either true or false.
Corresponding remarks apply to other attitudes. Fortunately, we are not forced
to this extremity. For the tempting inference is an instance of what Russell called
the fallacy of verbalism, which “consists in mistaking the properties of words
for the properties of things” (Russell 1923, p. 147). Russell had in mind the
inference from vague terms to vague objects, but the point applies equally to
the inference from vague complement sentences to vague thought contents. On
our account, what we do in such a case is no more mysterious than in any use
of a vague predicate. Instead of applying a vague predicate to an object, we
employ it in a sentence used putatively to give the content of an attitude. We
fail to say something true, but we convey useful information nonetheless.37 In
general, we need no more fine-grained a picture of someone’s attitudes than we
need of our environments. The fact that there are vague terms in our languages
which we perforce employ in sentences characterizing attitude contents gives
us no more reason to think our concept of a thought is of something with a
vague content or that could have a vague content (something we frankly do not
find fully intelligible) than it does to think that our logic must not be bivalent
because not all of our sentences are fully meaningful.

It would not do, though, to leave the impression that there are no chal-
lenges here for us. We take it that thought contents are not vague, indeed, that
it does not make sense to think of them so. And our conception of how vague
terms are introduced is articulated against the backdrop of a conception of
thought as not likewise vague, for we wish to say that we can explain how the
phenomenon of vagueness comes about by appeal to intentions with regard to
the use of terms not fully determining extensions for those terms. The chal-
lenge is to show that we can tell a story that makes sense of this in light of the
difficulties presented by the pervasiveness of vague terms in natural language
and our forced use of them in lieu of any precise replacement to describe our
attitude contents. This is evidently an important challenge. We do not, how-
ever, undertake to meet it in the present context. What we think we need is a
deeper understanding of the primitive sources of representation that underlie
the introduction of linguistic representations. Achieving this understanding and
applying it to the present discussion is too large a task to undertake here.

Let us return finally to our own free use of vague terms in this paper. While
we do not endorse “the words of the poet: ‘Who speaks of vagueness should
himself be vague’,”38 it is certainly difficult to avoid the use of vague terms in
discussing any subject in a natural language. As Michael Dummett has aptly
said, “The great difficulty in discussing vagueness is that vagueness resembles
dust, soot or sand: It gets into everything” (Dummett, 1995, p. 207). Our view
is that there is a kind of talk involving vague words which is appropriate to our
practice, but which we must carefully eschew if we want to get clear about the
vagueness phenomena. So, with respect to a standard class of predicates that
have been our focus of attention, we have refrained from engaging in our usual
practice with these words. This has forced us to say things in certain ways that,
ultimately, are conducive to getting clear about vague predicates. However, this
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is not to say that we have not engaged in our ordinary communicative practices
with respect to other terms, ones which were not our chosen subjects of discus-
sion. So, with respect to a family of “front line” vague predicates we have re-
frained from the practice of the use of these terms, but in the process of our
theorizing, we have employed certain “second-tier” vague terms. In using these
terms we have just been speaking normally—participating in the usual lan-
guage game.

Nonetheless, we have heard from an epistemicist39 the objection that he
can have understood nothing of what we’ve said, on the assumption that what
we say is true. We are confident that this is not so, for we are right, and he did
understand us, as his objection shows. But in light of the charge it is perhaps
worthwhile pointing out that neither someone who takes the middle position
nor an epistemicist is in any better position than we are in this respect. First,
the epistemicist of course must deny that we know what propositions our sen-
tences express. And the defect in our understanding on this view mirrors ex-
actly what we think of as the defect in our semantics for vague predicates. Thus,
the epistemicist is open to the charge equally that if he is right we do not know
what he is saying. Of course, it is open to epistemicists to say that our igno-
rance is not complete, and that we know something about the likelihood of the
sentences we use expressing one or another among the many propositions com-
patible with the vague grasp we have on what the sentences we use express.
Thus, we can communicate information using sentences even if we do not un-
derstand what propositions they express. We would not wish to deny this, but
only to insist that if this response is open to the epistemicist, a parallel re-
sponse is open to us: our practices do put constraints of a sort on how the world
can be, given an appropriately assertable sentence containing one or more vague
predicates. This enables us to communicate information. We are in no better or
worse position to make this point than is the epistemicist, so there is no com-
fort for him in raising an objection on this point. Second, someone who admits
that vague terms are semantically defective but wishes to say some uses are in
true sentences, some in false, and some in sentences that are neither true nor
false has already admitted that none of these sentences are semantically com-
plete, and, hence, none of them express propositions. The middle position theo-
rist then is in exactly the same position that we are with respect to this objection.

IX

To summarize, we have argued that the default position on vague terms,
namely, that they are semantically vague, is the correct position. It would be
astonishing if this were not true. This fact poses no threat to the thought that
the logic of natural languages is classical logic, i.e., that the semantics of nat-
ural languages and the characterization of its logical terms assigns to well formed
semantically complete sentences either truth or falsity (ignoring complications
of context sensitivity). That there are some vague terms in a language does not
show that all are, and gives no support to the thought that we must accept a
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non-classical logic. Nor does it pose any threat to the thought that we can use
vague terms in our ordinary language practices to good effect. Vagueness is no
mystery, or, at least, should not be. It does not force us to think either things or
thoughts are vague because we happen to use vague terms to describe them.
Our language concepts are simple; our language practices complex. The sorites
arguments are, of course, not sound, but not unsound either. Their appeal and
paradoxicality is explicable in terms of our default position. The minor premise
is well within our practices in using the vague term in question; the conclusion
well without. The step premise which causes the difficulty seems compelling
not because it is well within our practice in using vague terms, but because it is
a misbegotten material mode attempt at expressing a formal mode truth about
the way in which our practices in the use of vague terms give out when we
come to incremental changes along relevant dimensions of variation. We have
argued that if one accepts that vague terms are semantically vague, then vague
terms apply to nothing and fail-to-apply to nothing. There is no middle ground
here. Either one accepts our result or denies boundarylessness by asserting there
are first-order or second-order boundaries. If one rejects boundarylessness, then
one is faced with the unenviable task of explaining why we cannot know the
borderlines even in principle. We have argued that our position is ontologically
neutral, and does not force us to deny anything we would otherwise assert in
participating in our usual practices. We have argued vagueness engenders no
difficulties for our ability to communicate information using vague terms, and
does not undermine our ordinary argumentative practices under the pretense
that our terms are not semantically vague.40

APPENDIX

The appendix presents a proof of THEOREM given in section VII. THEO-
REM* follows from THEOREM, and has the conclusion we draw with the aid
of THEOREM as its consequent.

THEOREM:
IF (i) for all n, ‘bald’ applies ton iff ‘bald’ applies to n 1 1, and

(ii) for all n, ‘bald’ fails-to-apply ton iff ‘bald’ fails-to-apply to n 1 1,
THEN (iii) ‘bald’ applies to everyn,

(iv) ‘bald’ fails-to-apply to everyn, or
(v) ‘bald’ neither applies nor fails-to-apply to anyn.

Proof:

AD For all n, if ‘bald’ applies ton 1 1 then ‘bald’ applies ton. [given]
FU For all n, if ‘bald’ fails-to-apply ton then ‘bald’ fails-to-apply ton 1 1. [given]
AU For all n, if ‘bald’ applies ton then ‘bald’ applies ton 1 1. [given]
FD For all n, if ‘bald’ fails-to-apply ton 1 1 then ‘bald’ fails-to-apply ton. [given]
1 Suppose ‘bald’ applies to somem. [supp]
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2 ‘bald’ applies to everyn , m. [from 1, AD]
3 ‘bald’ applies to everyn . m. [from 1, AU]
4 ‘bald’ applies to everyn. [from 1,2,3]
5 If ‘bald’ applies to somen, then ‘bald’ applies to everyn. [from 1–4]
6 Suppose ‘bald’ fails-to-apply to somem. [supp]
7 ‘bald’ fails-to-apply to everyn . m. [from 6, FU]
8 ‘bald’ fails-to-apply to everyn , m. [from 6, FD]
9 ‘bald’ fails-to-apply to everyn. [from 6,7,8]
10 If ‘bald’ fails-to-apply to somen, then ‘bald’ fails-to-apply to everyn. [from

6–9]
V Either ‘bald’ applies to somen, ‘bald’ fails-to-apply to somen, or ‘bald’ neither

applies nor fails-to-apply to anyn. [truth of logic]
C Either ‘bald’ applies to everyn, ‘bald’ fails-to-apply to everyn, or ‘bald’ neither

applies nor fails-to-apply to anyn. [from 5,10,V]

THEOREM*:
IF (i) for all n, ‘bald’ applies ton iff ‘bald’ applies to n 1 1, and

(ii) for all n, ‘bald’ fails-to-apply ton iff ‘bald’ fails-to-apply to n 1 1,
(iii) there is somen such that ‘bald’ does not applyn,
(iv) there is somen such that ‘bald’ does not fail-to-applyn,

THEN (v) ‘bald’ neither applies nor fails-to-apply to anyn.

Notes

1. See, for example, (Parsons 1987), (Tye 1990), (Zemach 1991), (Parsons and Woo-
druff 1995).

2. Epistemicism is said to originate with the Stoics. It was reintroduced this century
by (Cargile 1969). The most sustained defense of this position is (Williamson 1994).
Other defenders are (Campbell 1974) and (Sorenson 1988).

3. See Sainsbury (1991, 1999) for a discussion of this feature of vague predicates,
to whom we owe this apt phrase. (See Horgan (1990, 1994) for similar argu-
ments.) Boundarylessness entails that there are no higher-order borderlines as
well as no first-order borderlines. There are no borderlines at all for boundaryless
predicates. Often the phenomenon of vagueness is discussed under a certain ideal-
ization, that there are clear positive cases, clear negative cases, and borderline cases
of vague predicates—and that all cases fall neatly into one of these categories.
Supervaluational theories, for example, presuppose this. But there is no clear
dividing line between cases we intuitively feel it is acceptable to use a vague
predicate with respect to and those we feel uncertain about. Imagine (what we
would call) a heap of finely ground white pepper a grain of which is removed at
a time. It is clear enough we will not be able to say at which point the removal
of a grain of pepper results in our moving from a positive case for the use of
“is a heap” to a borderline case. The same applies to any higher-order borderline.
This is the central feature of the “semantic profile” of the predicates we are inter-
ested in.

4. We offer a general argument for the general claim and a proof in the case of vague
predicates that exhibit the feature of boundarylessness.
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5. The modernlocus classicusof discussion of vagueness is (Russell 1923). While
Russell was on the right track, he sets the tone for most discussion this century by
assuming some applications of vague predicates express truths, some falsehoods,
and some neither. All varieties of many valued logics, including supervaluationist
views, when treated as capturing semantic facts about uses of natural language sen-
tences, likewise accept this assumption. (Hallden 1949) is an early example of the
application of a three-valued logic to the semantics of vague sentences. (Fine 1975)
is the classical discussion of supervaluationism. Representatives of degrees of truth
and fuzzy logic approaches are (Goguen 1969) and (Machina 1972). See also more
recently (Forbes 1983; Horgan 1994; Horgan 1995).

6. PaceDummett (1995, p. 211), this is not to abandon a two-valued semantics. For
being neither true nor false is notanother semantic valuea sentence may have anal-
ogous to truth and falsity. It is the sentence’s failing, like a horse, to be something
that qualifies for having a semantic value.

7. We have heard it objected that this need not be a defect, since having semantically
incomplete terms in natural language may be just what we need given the exigen-
cies of our practices. This is like saying that having a beat up car with missing
hubcaps and a rusting trunk lid need not be a considered a defect if one has to park
it on the streets in Manhattan. These are defects, but useful in some circumstances.
Likewise, semantic defects can sometimes be useful. Even nonsense words have
their utility. (They make good passwords, for example.) But it doesn’t follow that
semantic incompleteness is not a defect relative to the presuppositions of our se-
mantic predicates.

8. Semantic completeness is not the same thing as its following from the facts about a
practice whether or not a term applies, fails-to-apply, or neither applies or nor fails-
to-apply. A term is semantically complete if the aggregate intentions (and other rel-
evant facts) with respect to its use determine for any case whether it applies, fails-
to-apply, or neither. But if the meaning determining practice is radically defective,
as it is with nonsense terms that are accorded merely a grammatical category, it can
hardly be said that the term is semantically complete, though the facts about the
practice, namely, that it does not determine any applicability conditions, determine
that the nonsense term does not apply or fail-to-apply to anything. Unger’s argu-
ment against the possibility of incomplete terms in (1979b) comes to grief on fail-
ure to note this distinction. It may be that Unger’s failure likewise to distinguishnot
applying from failing-to-applyhelped him along, since the conclusion might seem
to follow if one failed to distinguish not applying from failing-to-apply and, from
concluding that it followed from the facts about the practice that a term did not
apply, concluded that it failed-to-apply, which would require the practice’s deter-
mining in our sense semantic completeness.

9. There presumably will be (waiving concerns about physical indeterminacy) a defi-
nite fact about such things as what the number of grains is of a certain size in a
certain arrangement that is the average of the number at which actual English speak-
ers (would) withhold application of ‘heap’ (fixing enough conditions). This does
not mean that our practices determine a rule that says that fewer than that number
(in that configuration) no longer determines a heap. Forthere would be such a fact
whether or not our meaning-determining practices left it open.

10. When we speak of practices in contexts in which it is clear we are concerned with
what rules govern the applicability conditions of a term, we mean meaning-
determining practices; henceforth we drop the modifier.
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11. Compare (Quine, 1985, p.168):

Are we then to withhold the term ‘physical object’ from the very things that
have been its prototypes—desks and mountains? Yes and no. A certain adjust-
ment is required, and the place where I would make it is in the interval be-
tween formal logic and the terms to which it is applied. Consider, to begin
with, the classical notion of the extension of a general term. The extension of
the term ‘desk’ is conventionally thought of as the class of its denotata, thought
of as physical objects. Realistically we may recognize rather an extension fam-
ily, as I shall call it. It is a family of vaguely delimited classes, each class
being comprised of nested physical objects any of which would pass indiffer-
ently for one and the same desk. When we bring formal logic to bear on dis-
course of desks, then, we adopt the fiction that the extension is some one
arbitrary and unspecified selection class from that family of classes; it selects
one physical object from each. Similarly, and more obviously perhaps, for moun-
tains. This strikes me as the reasonable way to accommodate vagueness: not in
a logic of vagueness, but in the account of the application of a logic of precision.

12. It may well be worth noting at this point that this does not commit us to the material
mode formulation of the position which Timothy Williamson (1994) has called ‘ni-
hilism’, that, e.g., nothing is a heap, no one is bald, etc. Vague predicates neither ap-
ply nor fail-to-apply to anything. We could infer ‘No one is bald’ from ‘“bald” fails-
to-apply to anyone’, but not from ‘“bald” neither applies nor fails-to-apply to anyone’.
This is one point at which we can see how confusion can arise from failing to attend
to our three-fold distinction. We will return to this point when we discuss Unger’s
arguments from vagueness to negative ontological conclusions in section VIII.

13. Our discussion focuses on indicatives, but the remarks extend with appropriate ad-
justments to imperatives and interrogatives.

14. Crispin Wright (1976, p. 223) says, “... Frege seems not to have considered, or not
to have thought worth considering, the possibility that vague terms might require a
special logic.” What is meant here by ‘a special logic’? It is not explained. Is it a
special set of non-classical logical terms? But then why should Frege think vague
terms required their own special set of logical terms? And required in what sense?

15. It is surprising how routinely this distinction is overlooked. Supervaluationism and
virtually every multi-valued approach to vagueness fail to mark it. A particularly
clear early example is provided by a paper by Max Black (1937), in which what is
essentially a model of speakers’ dispositions to apply or withhold a vague term is
taken to provide a guide to the semantics of the language. One would think that
vagueness had a strange power to cloud the mind of anyone who turned his atten-
tion to it. Hempel (1939), responding to Black, is a notable exception.

16. We will suppose this is so despite Lewis Carroll’s having something in mind. The
stanza of “Jabberwocky” from which this is taken appeared originally inMischmasch,
a magazine written by and for the Carroll family in 1855, when Carroll was 23. It
originally read “And ye mome raths outgrabe,” and Carroll explained that it meant
“and the grave turtles squeaked out” (Carroll 1960, p. 192). He apparently changed
his mind when he included this stanza in “Jabberwocky” inThrough the Looking
Glass. The relevant words there receive the following explanation:

“And then ‘mome raths’?” said Alice. “I’m afraid I’m giving you a great deal
of trouble.”
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“Well, a ‘rath’is a sort of green pig: but ‘mome’ I’m not certain about. I think
it’s short for ‘from home’—meaning that they’d lost their way, you know.”
“And what does ‘outgrabe’ mean?”
“Well, ‘outgrabing’ is something between bellowing and whistling, with a
kind of sneeze in the middle: however, you’ll hear it done, maybe—down in
the wood yonder—and, when you’ve once heard it, you’ll be quite content.”
(Carroll 1960, pp. 270–2)

Despite this, we’re inclined to say thatin Englishthese are nonsense words. In any
case, the point is unaffected.

17. Suppose we introduce a function defined over the real numbers that takes a pair of
real numbers to their sum:f (x, y) 5 x 1 y. Suppose someone asks, what is the
value of the function for̂Bush, Cheney&? The answer is nothing. Let us then rep-
resent this as ‘N’, and give the following table to represent the facts where ‘r1’ and
‘ r2’ represent real numbers.

Now suppose someone staring at this table mistakes it for, or confuses it with, a
definition of the function with ‘N’ representing yet another value the function has
for the pair^Bush, Cheney&. We would have here a mistake analogous to that made
in thinking that sentences are three-valued because they aren’t true or false if they
contain nonsense words (mutatis mutandisfor various “multi-valued” models of
vagueness). The mistake would be exactly the same if we adopted a Fregean view
according to which the sentential connectives expressed functions from the truth-
values, the True and the False, to one or the other.

18. For our purposes, it is enough to identify expressing a complete sense with being
grammatically well-formed from semantically complete terms for a non-context-
sensitive declarative sentence, and being grammatically well-formed from seman-
tically complete terms interpreted relative to contextual parameters that fix the
contributions of its context sensitive elements for a context-sensitive declarative
sentence. Grammatical well-formedness here will require attention to the appropri-
ate categories of terms, so that, e.g., ‘The Milky Way galaxy is divisible by 2’ will
not count as well-formed. Note that a predicate whose rules give rise to a contra-
diction will fail to have an extension, and so will not count as semantically com-
plete, though, so to speak, through being over endowed rather than under endowed
with meaning.

19. Discussion of the principle of bivalence is supposed to trace back at least to Aris-
totle and his discussion of future contingents. (BV) is a reasonable (sentential) ver-
sion of the principle that exercised Aristotle in those passages. Future contingent
sentences express complete senses, but it was at issue whether they had truth-
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values since which value they would have to have evidently depended on things yet
to happen.

20. Our use of vague predicates is tolerant with respect to small variations along rel-
evant dimensions. The key point we urge is that this should not be misunderstood
as a license on the part of our practices to apply the term to any case that differs
only incrementally along a relevant dimension of variation if it applies to the given
case. This would make the practice incoherent, rather than simply incomplete. It is
failure to distinguish the practice giving no guidance from its providing a license
to move from one case to an incrementally different one which is the source of
much of the confusion about the sorites arguments. Sainsbury (1999, p. 260) makes
a related point, distinguishing between its not being mandatory to withhold a vague
predicate from one of two members of pair that differ incrementally if the predi-
cate is applied to the other and its being mandatory not to withhold it. The latter
would express a positive rule; the former can be explained by the practice’s sim-
ply giving no guidance. Peter Unger’s arguments in (1979a) and (1979b), for ex-
ample, come to grief on failure to mark this distinction. Unger argues from tolerance
to the step premise, then runs the sorites arguments in both directions, and con-
cludes that since a contradiction results, the term is “inconsistent,” and nothing
falls in the extension of any such predicate. Michael Dummett (1975) also takes
tolerance to sanction the step premise, and concludes likewise that this means our
practice is incoherent. Dummett singles out observational predicates for special
attention, arguing that it is a rule for their use that if they apply to a thing they
apply to a thing indiscriminable from it, so that this together with the non-transitivity
of perceptual discrimination leads to paradox. But he extends the claim to all vague
predicates, whether observational or not. See note 34 for further discussion. If we
are right, these reactions are unwarranted. Each fails to take seriously enough the
thought that the practice attached to these predicates simply does not answer every
question we might have about their applicability conditions. (Crispin Wright has
used the term ‘tolerance’ to describe predicates as having attached to them a pos-
itive rule to the effect that application to one item is licensed if it differs rele-
vantly incrementally from another to which application is licensed (1976). Wright
does not endorse this view, rather, he argues against what he calls the governing
view of language in part on the grounds that it is committed to taking the step
premise to express a positive rule, and so landing us with predicates governed by
rules which sanction the derivation of contradictions. Again, see note 34 for rele-
vant discussion.)

21. The shift to the formal mode is essential in getting clear about the appeal and fal-
laciousness of the sorites reasoning. Consider Galen’s recounting of the inevitabil-
ity of the step premise in the argument of the heap: “And I know of nothing worse
and more absurd than that the being and not-being of a heap is determined by a
grain of corn” (On Medical Experience16.1–17.3 translated in (Long and Sedley
1987, 222–25)). To use a term to express something is to engage in a practice that
presupposes the term is semantically complete. If one overlooks the distinction be-
tween using a term and talking about it, in trying to express the fact that our prac-
tice does not say that individual grains make the difference between whether ‘heap’
is to apply or fail-to-apply, one will inevitably express it ontically, and then all is
lost, for this is in effect to take the silence of our practice for positive advice. As
Russell says, “The influence of symbolism on philosophy is mainly unconscious; if
it were conscious it would do less harm” (1923, p. 84).
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22. A sorites argument can also be formulated using the minor premise and a series of
conditionals which are of the form ‘if a man with N hairs on his head is bald, then
a man with N1 1 hairs on his head is bald’. The diagnosis goes the same way here.
These material mode conditionals we are drawn to accept because they seem, as a
group, expressive of the vagueness of ‘bald’. But this is to mistake no instruction
about incremental changes in the number of hairs on someone’s head for a positive
rule. Our usual practice works because we avoid using the predicate in circum-
stances in which the practice gives us no guide. The sorites arguments generate
trouble because they invite us to engage in our usual pretense about completeness,
but in areas where the pretense breaks down.

23. If ‘bald’ neither applies nor fails-to-apply to anyx, then ‘applies’ and ‘fails-to-
apply’ fail-to-apply to ^‘bald’, x& for any x. ‘applies’ then applies tô’fails-to-
apply’, ^ ‘applies’, ^ ‘bald’, x&&&, and to^’fails-to-apply’, ^ ‘fails-to-apply, ^ ‘bald’,
x&&&, for anyx, and so on.

24. Russell makes this mistake in his (1923). Russell argued that logical connectives in
natural languages must be vague because they were defined in terms of the seman-
tic predicates ‘true’ and ‘false’ (‘p or q’ is true if ‘p’ is true or ‘q’ is true and other-
wise false), and the semantic predicates were perforce vague in application to a
vague language. Russell says, “Now ‘true’ and ‘false’ can only have aprecisemean-
ing when the symbols employed—words, perceptions, images, or what not—are
themselves precise. We have seen that, in practice, this is not the case” (p. 64). And

... it is possible to discover prehistoric specimens concerning which there is
not, even in theory, a definite answer to the question, “Is this a man?” As ap-
plied to such specimens, the proposition “this is a man” is neither definitely
true nor definitely false. Since all non-logical words have this kind of vague-
ness, it follows that the conceptions of truth and falsehood, as applied to prop-
ositions composed of or containing non-logical words, are themselves more or
less vague. (p. 65)

The argument intended here seems to be the following (we suppress relativization
to a language).

(i) There is a range of objects m1, ... mj such that it becomes more and more
difficult to answer the question ‘Is mi a man?’ as one moves from m1 to
mj , (though the fault lies not in any failure in our knowledge of how the
relevant portions of the world are or the meanings of the terms in the
sentence—assume this qualification repeated below).

(ii) To the degree that it is difficult to answer the question ‘Is mi a man?’, it is
to the same degree difficult to say whether ‘mi is a man’ is true (or false).

(iii) Therefore, there is a series of sentences, ‘m1 is a man’, ‘m2 is a man’, ...
‘m j is a man’, to which the application of ‘is true’ (‘is false’) is doubtful
in the same way and to the same degree as is the application of ‘is a man’
to m1 ... mj . [(i), (ii)]

(iv) Therefore, ‘is true’ (‘is false’) is vague in the same way and to the same
degree as ‘is a man’. [(iii)]

If what we have said in the text is correct, the appearance that (ii) is correct is an
illusion. It is difficult only so long as we continue to labor under the usual pretense
that ‘is a man’ is a precise predicate: give this up, and the answer is clearly and
determinately that no sentence in the series ‘m1 is a man’, ... is true or false.
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25. So far as we can see, no precisification of vague semantic predicates could fail to
place all pairs of vague terms and objects in the third category. But suppose that
this is not true (somehow). Still it will be admitted that the argument for the THEO-
REM will be sound on any precisification of the terms in it. If an argument sound
on all of its precisifications is to be thought a good one, then even someone who
wants to insist natural language semantic terms are vague should admit that the
argument is a good one.

26. If anyone doubts there are or can be such series, we refer him to the opening para-
graph of Cargile’s “The Sorites Paradox” (1969). Moreover, such series, of course,
need not be of spatio-temporal objects. A sorites argument can be run on the pred-
icate ‘is a large number’.

27. We have carefully not characterized boundarylessness in terms of iterations of the
operator ‘it is indefinite that’. How is such an operator to be explained? What is
indefinite and in what sense? It is difficult to see what could be intended other than
‘it is indefinite whether it is true or false that’, where it is taken not to mean that it
is definitely neither, but rather it is in some sense undetermined. (It might be main-
tained to be primitive—in that casewe do not understand sentences containing it,
which is a good enough reason not to use it in characterizing anything.) And what
is it that is at issue? A sentence or a proposition? On our view, according to which it
is never undetermined whether a sentence is true, false, or neither true nor false, if
sentences are the object, no application of the operator yields a true sentence. If
propositions are said to be the object, at best an application could yield a false sen-
tence when applied to a sentence that contains no vague terms. When applied to a
sentence containing vague terms, theresultingsentence would be in our view nei-
ther true nor false, just as the contained sentence is. There is then no room for this
operator in our account. If we are right, presuppositions are introduced with these
operators that have made it difficult to see the matter clearly. If we interpret ‘it is
indefinite that’ simply as ‘it is neither true nor false that’, then if we take expres-
sions that come after this operator to be used in the sentence in a way that requires
predicates to contribute their extensions to fixing truth conditions, then again no
sentence of the form ‘it is indefinite thatf’ will be true or false if f contains a
vague predicate, and neither will any sentence in which this is used, including sen-
tences formed from it by iterating the operator. If we take the position off to be
metalinguistic, on the other hand, then every sentence of the form ‘it is indefinite
thatf’ will be either true or false, and so likewise any sentences formed from it by
one or more applications of the same operator.

28. A note is perhaps in order about the so-called contextualist response to sorites argu-
ments. (See (Raffman 1994) for an example.) These accounts are most popular when
the problem of vagueness is confounded with the failure of transitivity of perceptual
discrimination, and so are typically advanced when an author is talking about the
vagueness of color terms or other terms picking out determinates of perceptual de-
terminables. Contextualists suggest that what appears to be semantic vagueness can
be diagnosed as semantic context sensitivity of the relevant terms and our failure to
attend to shifts in context. No one has advanced any clear account of what rules would
attach to our predicates that would determine relative to any context what the bor-
derline for that context would be. This would have to take the following form:

For any contextual parametersc1, ... cn, any speakerS and time t, and any
objectx, z applies in L tox relative toSat t andc1, ... cn iff Z( x, S, t, c1, ...,cn),
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where ‘Z(x, S, t, c1, ..., cn)’ stands in for a precise metalanguage predicate with
argument places for object, speaker, time, and each relevant contextual parameter.
Does anyone pretend to be in a position for, say, ‘bald’, to say what is to go in for
‘Z( x, S, t, c1, ..., cn)’ that determines relative to any context exactly the breakpoint
number of hairs? Of course not, and this is unsurprising since it is clear that we
don’t understand there to be such a rule. Take a particular concrete context in which
we are faced with a man with, oh, just so much hair on his head—one of the puz-
zling cases. Now that it is clear that we have fixed the context, is it clear exactly
how many hairs it takes for someone relative to that context to be bald, and so, after
we ascertain the facts, whether this man is bald? Not at all! It is no help. Even if
these terms exhibit some kind of context relative interpretation, which we think is
doubtful, it is clear enough it does not eliminate the phenomenon. The reason these
suggestions arise in the case of phenomenal sorites arguments is that there is some
work for context to do here, and that is in making sense of the possibility of failure
of transitivity of indiscriminability. How can A appear indiscriminable from B with
respect to F and B from C for S if A and C are discriminable? Would S not then
have inconsistent perceptual representations of the world? How are we to make sense
of that, in, e.g., the case of color? The answer is to relativize the perceptual judg-
ments of indiscriminability to temporally indexed contexts. There is no difficulty
about saying that at t A appears indiscriminable with respect to F from B for S, at
t9 Þ t B appears indiscriminable from C, and att0 Þ t9 or t A appears discriminable
from C for S. At each time our perceptual representations are consistent. Across
time they are not. But the latter entails no single phenomenal experience whose
content is inconsistent.

29. One move here might be to urge that all our vague terms are like natural kind terms,
and have their extensions fixed in some complicated way by the things to which we
actually apply them. We have a model of this in the case of a term like ‘gold’ or
‘water’. The extension is that set of things which are alike with respect to the prop-
erty F of kind K which is such that most members of the set of extension-fixing
paradigms have F and their having F explains their having the phenomenal proper-
ties by which we identify them. The kind K is determined by the kind of theory
appropriate for the kind term in question. For biological kinds, it would be biolog-
ical theory—genetic code; for kinds like ‘gold’ or ‘water’, the relevant theory is
chemistry, and we look for same chemical structure. This provides us with a means
of making sense of how we could discover the extensions by empirical investiga-
tion. Could this model be used for vague terms generally? It is not easy to see how.
Consider ‘table’. What we would need is some way of making sense of a relevant
kind K which determines a range of properties from which the way the world actu-
ally is selects an appropriate one which determines where the borderlines are for all
the dimensions of variation relevant in the practice for the use of the term. What
could this be? How plausible is it that we intend such terms to be hostage to how
certain empirical investigations turn out? Where we have no idea what empirical
investigations would be relevant, this is a sign that it is not part of our practice to
hold the extensions of such terms hostage to empirical investigations.

30. The most elaborate attempt is surely Timothy Williamson’s inVagueness(1994).
However, at best his solution, not itself unproblematic, would yield contingent ig-
norance of borderlines, not necessary ignorance. See Ray (1999) for a critique of
Williamson’s argument.

31. See section 5 of Horgan’s (1994) for further criticism of the hidden facts theory.

Vagueness and the Sorites Paradox/ 457



32. See (Williamson 1992) and (Williamson 1994) for a forceful expression of this view.
33. Our remarks applymutatis mutandisto non-declaratives of course. For a general-

ization of the truth-theoretic approach to semantics to non-declaratives, see (Lud-
wig 1997).

34. As has been observed by (Dummett 1975), the non-transitivity of perceptual indis-
criminability for many observational properties also makes vague terms a natural
fit for us. If we cannot tell differences when they are small enough without special
tests, then there will be no point in trying to make our practices sensitive to such
differences for ordinary purposes. Dummett suggests that the non-transitivity of in-
discriminability will inevitably lead us into troubles because we operate using ob-
servational predicates with the assumption that if a predicate applies to a thing it
applies to a thing indiscriminably different. We don’t see, however, why this should
be thought to be a rule of meaning determined by our practices. We recognize in
general the possibility of a gap between perceptual representation and reality. This
is enough to allow that there may be an indiscriminable difference between things.
It would be strange if our meaning determining practices were at odds with this. In
cases in which applying such a rule would get us into trouble we can in fact deduce
that there are indiscriminable differences. If A and B are indiscriminable with re-
spect to color and B and C are also, but A and C are discriminable, we can infer A
and B and B and C differ, though not discriminably so. That our concepts even of
observables allow this degree of objectivity to the properties we take ourselves to
perceive is supported by our recognition that individuals can differ in discrimina-
tory abilities. Sue may be able to distinguish tones or tastes Abe cannot. We do not
think Abe and Sue inhabit different worlds. Sue has access to properties Abe does
not. So likewise we can make room for the thought that there may be differences in
determinates of observable properties that none of us can discriminate. This is of a
piece with thinking of the properties we have access to in perception as objective.
Notice furthermore that this idea presents no difficulties to us when we are consid-
ering comparatives such as ‘x is more violet thany’. Given the evidence about dis-
criminability of A, B and C above, and assuming C looks more violet than A, we
would straightforwardly conclude that B is more violet than A and less violet than
C. There is no conflict with our concepts of color properties in this judgment. All of
this is, furthermore, compatible with there being purely observational predicates,
pace(Wright 1976). A predicate is purely observational if one can tell it applies to
a thing by looking. Failure of transitivity of sameness of appearance looks like a
threat to this, since it is natural to think that it requires us to say any two things that
look alike in relevant respects when compared receive the same designation. But it
does not require this. A predicate can be purely observational if the requirement on
its application is that it look the same with respect to F (some determinable prop-
erty) as some paradigm, and one can acquire a disposition to apply the predicate on
the basis of whatever mechanism is in place which yields judgments of sameness of
F when explicit comparisons are made. We can see no reason why this should be
impossible. In this case, the application of the predicate need not involve any ex-
plicit comparison with the paradigm, of course, though our exposure to it guides us
in evaluating its look. Somethingx may then fall under it which when compared
with another thingy looks to be the same F, thoughy does not fall under it, because
our judgment abouty activated by sensitivity to the determinate property of the
paradigm is thaty is not the same with respect to F. The point is that whatever
mechanism underlies the difference in judgments in cases of explicit comparison
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can be internalized to provide competence in the application of a predicate directly
on observation.

35. An acceptable precisification of a set of terms must among other things respect what
Kit Fine has called ‘penumbral connections’, such as, e.g., expressed by our prac-
tice of withholding ‘red’ from anything we are willing to call ‘orange’ and vice
versa. This is of a piece with our treating these different predicates as expressing
distinct determinates of a determinable. The notion of an acceptable precisification
is itself vague, though it may be that it could be given a purely behavioral sense
that was precise. We say something to ameliorate worries about this below.

36. In our view, most formal treatments of vagueness masquerading as semantics for
vagueness are better understood as aiming at modeling something like appropriate
use, or something in the area. Typically, however, the models read too much struc-
ture into the use. The trouble is that our practices under specify use. They don’t
specify degrees of appropriateness of use of any sort that could be captured cor-
rectly even by a continuum of values. Edgington (1999) notes this explicitly and
makes a good case for the utility of such models even so, though she is not entirely
on board with our way of thinking about vagueness.

Edgington develops an account in terms of degrees of truth, or verities, to use
her helpful technical term, which models the semantic facts about vague sentences
on analogy with degrees of belief or credences in propositions. She aims to make
sense in terms of this model of arguments being valid though their conclusions are
not acceptable because their unverity is high while the unverity of their individual
premises may not be anywhere near so high. We think much of what Edgington
has to say can be usefully exploited with a slight reorientation for our purposes.
On her account, a natural language argument can be seen to be valid iff the unver-
ity (1—the verity of a proposition) of the conclusion cannot be higher than the
sum of the unverities of the premises. The relation of the verities of molecular
sentences to their components is modeled on the relations between the probabili-
ties of molecular sentences and those of their components (this gives up the usual
“truth”-functionality of degrees of truth models of vagueness—Edgington makes a
convincing case for this). If we read ‘verity’ (under an idealization, of course) as
degree of appropriate assertability, we can get a model that allows us to call all
arguments valid while admitting that the conclusion may not be appropriately as-
sertable. For if Edgington is correct, on this model, a sorites argument consisting
of a minor premise and a series of conditionals yielding an unacceptable conclu-
sion will be valid but this will be consistent with the conclusion receiving a low
verity. (We must assume here a finite sorites series between end points whose ver-
ities are between 1 and 0.) For each conditional (taken to be equivalent to the
negation of the conjunction of the antecedent and negation of the consequent) will
have small unverity equal to the difference in degree of assertability of a sentence
predicating the relevant predicate of an item of the first sort and the degree for a
sentence predicating it of an item of the second sort, say,e. Assuming the unverity
of the first premise is zero, and the number of steps in the argument isn, the
unverity of the conclusion must be less than or equal ton × e. For large enoughn,
of course, no matter how smalle (assuming it divides the space between the end-
points evenly), this can be close to 1, and correspondingly the verity can be quite
low. Indeed, if we start at one endpoint of a series and move to the other, which is
treated as having a verity of 0, the sum of the unverities will be 1. Edgington
extends the point to the case involving a universally quantified step premise over
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the domain of the sorites series, more or less by fiat, arguing the verity of the
quantified step premise must be zero for consistency.

37. If our own account of the semantics of attitude sentences is correct (Ludwig and
Ray 1998), sentences attributing attitude reports will all be false, rather than neither
true nor false (waiving worries about terms not in the complement clause). This is
because we endorse a sophisticated sententialist account that requires sameness of
content between complement clauses or completions of them interpreted relative to
contexts and attitude states for the truth of an attitude report. Since the words in the
complement clause, though they must be understood to understand the report, do
not contribute to the truth conditions of the attitude sentences, their vagueness does
not infect the truth conditions of the whole sentence.

38. This is from Russell’s (1923, p. 147), a literary joke on Russell’s part, after Samuel
Johnson’s rejoinder, “you might as well say, ‘Who drives fat oxen should himself
be fat’,” to Henry Brooke’s line inGustavus Vasa(thought to be directed at Robert
Walpole) “Who rules o’er free men should himself be free.” We are indebted to
Roland Hall for identifying the allusion. The annotation in (Slater 1988, p. 522) on
this line cites a line from Henry Brooke’s playThe Earl of Essex, which is a variant
of the line fromGustavus Vasa, “To rule o’er Freemen, should themselves be free.”

39. Eugene Mills raised this objection to us when an earlier version of this paper was
presented at the Inter-University Center conference on Vagueness in Bled, Slove-
nia, June 1998.

40. We would like to thank Patricia Blanchette, Eugene Mills, Piers Rawling, Cara Spen-
cer, and audiences at the 1998 Bled Conference on Vagueness, the 1999 Pacific
Division APA meetings, the 1999 Society for Exact Philosophy meetings, the 1999
Florida Philosophical Association meetings, the University of Missouri, St. Louis,
Wayne State University, Notre Dame University, and Webster University for com-
ments and suggestions on earlier versions of this paper.
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