test items were to the items they saw at training as well as to the test item’s similarity to agent prototypes (Dowty, 1991). It seems that not all agents are equally good agents, a surprising result if there is true role-filler independence.

The authors correctly point out that connectionist models “simulate compositionality, but fail to preserve identity of the original representational elements” (target article, sect. 2, para. 7). The authors do not consider the possibility that human compositionality may be simulated as well (Dekker, Otto, & Summerfield, 2022; Lahav, 1989).

Lastly, logical operators such as AND, IF, and OR are a “hallmark of LoT architectures” (target article, sect. 2, para. 10). Yet children under the age of about five have a notoriously difficult time learning categories based on even the simplest logical rules (Rabi, Miles, & Minda, 2015; Rabi & Minda, 2014). Adults are better (and certainly better than other animals!), but arguably rule-based reasoning is far more difficult than it should be if such logical operators actually underlie much of our perception and reasoning (Goldwater, Don, Krusche, & Livesey, 2018; Lupyan, 2013; Mercier & Sperber, 2017).

It is true that at least for stimuli composed of easy-to-verbalize and recombine features such as circles and triangles of various colors used by Piantadosi, Tenenbaum, and Goodman (2016) adults can do well, showing patterns of behavior well-explained by the use of logical operators. However, such behavior is fragile in ways unexpected if these operators underlie our everyday cognition. Formally simple operations like XOR are notoriously difficult for people (Shepard, Hovland, & Jenkins, 1961). Even on simple rules like IF A, performance strongly depends on factors like verbal nameability of the constituents (Zettersten & Lupyan, 2020).

Ironically, Piantadosi, cited in support of hard-coded logical connectives (Piantadosi et al., 2016) was explicit that their data concern adults (“our results are not about children,” p. 22) making the claim that logical operators underlie our core cognitive processes suspect. He later went on to argue that “primitives” like AND and OR need not in fact be primitives and can be learned (Piantadosi, 2021). I would add that such learning may be supported in part by natural language (Lupyan & Bergen, 2016).

To be fair, not all the evidence the authors use in support of the LoT is linguistic. A considerable weight is placed on the construct of object files that are somehow meant to explain perception in terms of LoT. Although object files may be a useful construct for understanding certain perceptual generalizations, there is good reason why research in perception treats visual representations as analog/iconic representations (Block, forthcoming).

In a town inhabited by highly educated people with a Western philosophical bent, LoT is a sensible starting point in thinking about how cognition works. In towns inhabited by the rest of us, it is a curious game that some learn to play. The most fun games are often those that transport us to imagined worlds. The world of the LoT hypothesis is likely one of these.
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Abstract
The target article signal boosts important ongoing work across the cognitive sciences. However, its theoretical claims, generative value, and purported contributions are – where not simply restatements of arguments extensively explored elsewhere – imprecise, noncommittal, and underdeveloped to a degree that makes them difficult to evaluate. The article’s apparent force results from engaging with straw rather than steel opponents.

In any case, the downfall of pure-associative models has not occasioned the uncontested reign of propositional alternatives. Leading propositional theorists continue to uncover effects more naturally explained by nonpropositional processes, or at least uneasily assimilated into prevailing propositional theories (e.g., Van Dessel, De Houwer, Gest, Roets, & Smith, 2020; see also Byrd, 2021). As a recent meta-analysis by Kurdi, Morehouse, and Dunham (2023, p. 1) explains, no current theory is well-poised to predict and explain the disorienting array of findings, and the time for “existence proof demonstrations” of propositional effects has passed. Yet in lieu of synthesizing the disarray, the target article consists in just such a grab bag of existence proofs, trumpeting all and only recent successes for propositional approaches – while ignoring evidence of their shortcomings and boundary conditions, and deferring long-standing concerns about how LoTs are implemented in the brain and integrated with other processes.

The authors nevertheless advertise LoTH’s “unificatory power” (target article, sect. 1, para. 7), specifically its provision of a lingua franca mediating between psychological domains (perception, higher-order thinking, so-called “system 1,” etc.). But if each of these domains involves proprietary LoTs and who knows how many other representational formats, the question still remains how these diverse representational formats interact with each other (within each psychological domain, rather than between domains). If non-LoTs interface with LoTs after all, what explanatory traction is gained by noting how LoTs pop up in lots of distinct psychological locales? And if a thousand other representational formats are abloom across the mind (target article, sect. 2, para. 2), why couldn’t some of them mediate between domains, too? What we have here is not unification but proliferation, not explanation but more to explain.

No doubt the authors would cite their six core LoT properties as significant theoretical contributions. But the conceptual and causal interrelations of these properties (which are invoked in seemingly random combinations from one case study to the next) are muddled at best. Do they represent a homeostatic property cluster, as the authors claim, or are they tied more tightly together? The authors stress that representations involving discrete constituents need not be structured like sentences, but they “usually interpret” sentence-like representations “as requiring” discrete constituents (target article, sect. 2, para. 8). They then grant that successive properties on their list necessitate others, for example, predicate–argument structures and logical operators “requiring role-filler independence” (target article, sect. 2, para. 9). To the extent that property B requires property A, it is completely trivial to predict that A will show up wherever B does, and only slightly less trivial to predict that B will appear alongside A above chance. The mere prediction that properties “should tend to cooccur” (target article, sect. 2, para. 12) is weak, vague, and unconstrained, allowing theorists to underscore cooccurrences and ignore (or explain away) noncooccurrences. We “usually require” fewer degrees of freedom from our theoretical frameworks. We are also compelled to ask whether the six properties offer anything substantively novel or illuminating, or simply stick new labels on the analytic entailments contained in the original LoT view.

The target article at times positions itself as a lone voice of logic in an associationist wilderness, fighting the good fight for a nearly forgotten rationalist cause while flanked on all sides by zombie empiricisms that refuse to stay dead. Yet the article’s principal value consists in signal-boosting others’ important ongoing work. The question, then, is what it would mean to take up the authors’ proposals over and above what the exemplary researchers being cited are already doing.
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Abstract

We propose that episodic thought (i.e., episodic memory and imagination) is a domain where the language-of-thought hypothesis (LoTH) could be fruitfully applied. On the one hand, LoTH could explain the structure of what is encoded into and retrieved from long-term memory. On the other, LoTH can help make sense of how episodic contents come to play such a large variety of different cognitive roles after they have been retrieved.

Quilty-Dunn et al. convincingly show that language-of-thought hypothesis (LoTH) is alive and kicking in contemporary cognitive science. One domain they do not discuss, however, is episodic memory and imagination (i.e., episodic thought). This is not surprising: Traditionally, episodic thought has been widely viewed in terms of iconic forms of representation. Nonetheless, we believe that episodic thought is ripe for being theorized in terms of LoTH. Most importantly, LoTH generates novel perspectives on how humans achieve such remarkable productivity and flexibility when thinking about other places and times.

Recent research on episodic memory and imagination suggests that different kinds of episodic thoughts (past memories, future imaginations, counterfactual imaginations, etc.) are cognitively not individuated through their contents (Addis, 2020, 2018; Mahr, 2020; Schacter et al., 2012); that is, episodic contents are “taxonomically neutral” with respect to their cognitive role as imaginations or memories. For example, Mahr, Greene, and Schacter (2021); see also De Brigard, Gessell, Yang, Stewart, & Marsh, 2020) found that participants’ ability to recall the contents of a previously imagined event only weakly predicts their ability to recall whether this event was about the future or the past. This finding suggests that whether a given episode is taken to represent the past or the future (say) is not determined by what is retrieved from memory (i.e., episodic content) but by processes that occur before or after such retrieval (Mahr, 2020).

With this in mind, we propose that there are two main ways in which LoTH can be cashed out in episodic thought. On the one hand, LoTH can help to conceptualize the structure of episodic contents: What is encoded into long-term memory and how these contents are later retrieved in the service of the construction of both episodic memories and imaginations. According to the “constructive episodic simulation” hypothesis (Schacter & Addis, 2007), episodic retrieval consists in the flexible recombination of the elements of previously encoded experiences. Although there is good evidence to support this idea (see, e.g., Schacter & Addis, 2020, for a review), it remains unclear what mechanisms allow such flexible recombination of episodic elements in the service of episodic simulation. These processes are most commonly thought of in terms of associative inference (Addis, 2020; Carpenter & Schacter, 2017; Horner & Burgess, 2013) even though – as Quilty-Dunn et al. point out – LoT-style representations like scene-grammars (Võ, 2021), object files (Zimmer & Ecker, 2010), and event files (Hommel, 2004) play a role in structuring the information encoded into long-term memory. Similarly, these representations might play a role in structuring what content is retrieved and how it is composed. The fact that episodic contents could thus exhibit LoT properties – contributing to the flexibility and productivity of episodic simulation – has so far been underexplored. For example, evidence for the influence of “schemas” in episodic encoding and retrieval (Irish & Piquet, 2013; Renoult, Irish, Moscovitch, & Rugg, 2019), which also play a role in episodic simulation of future scenarios (Wynn, van Genugten, Sheldon, & Schacter, 2022), might be understood in this light (e.g., Draschkow, Wolle, & Vo, 2014; Võ & Wolfe, 2013).

On the other hand, LoTH can help to understand how episodic contents come to play their respective cognitive roles. In the minds of adult humans, episodic contents can fill a variety of different roles – for example, as imaginations of past counterfactuals (De Brigard, Addis, Ford, Schacter, & Giovanello, 2013) or representations of event types (Addis, Pan, Vu, Laiser, & Schacter, 2009). A complete theory of episodic simulation requires an account of how “taxonomically neutral” episodic