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Abstract
This paper aims, first, to argue against using opaque AI technologies in decision making processes, and second to suggest that 
we need to possess a qualitative form of understanding about them. It first argues that opaque artificially intelligent technolo-
gies are suitable for users who remain indifferent to the understanding of decisions made by means of these technologies. 
According to virtue ethics, this implies that these technologies are not well-suited for those who care about realizing their 
moral capacity. The paper then draws on discussions on scientific understanding to suggest that an AI technology becomes 
understandable to its users when they are provided with a qualitative account of the consequences of using it. As a result, 
explainable AI methods can render an AI technology understandable to its users by presenting the qualitative implications 
of employing the technology for their lives.

Keywords  Understanding · Opacity · Normativity of Technology · Decision Making · Virtue Ethics · Artificial 
Intelligence · Explainable AI

1  Introduction

In recent years, philosophers of science and ethicists of 
technology have paid special attention to artificial intelli-
gence (AI). One of their concerns is that AI systems that 
depend on machine learning techniques instantiated in neu-
ral networks produce outputs such that even their makers 
do not know why a given pattern has been extracted from a 
given dataset. These AI systems are called “opaque”, “non-
transparent”, “black boxes”, or “unintelligible” (see [1, 2], 
and for a distinction between three kinds of opacity, see 
[3]). While I particularly consider the opacity of machine 
learning, what I mean by “opacity” in this paper is a more 
generic term for any artificially intelligent technology that 
is not understandable to its users when the understanding 
of that technology is morally relevant. This opacity raises 
epistemological and ethical questions. The epistemological 
question concerns the question of whether and how we can 

understand AI technologies. The ethical question is about 
the normative implications of the opacity/understandability 
of AI technologies for our lives.

In a recent article, Claus Beisbart and Tim Räz [4] sug-
gest that philosophers of science should engage with these 
tasks concerning the interpretability of artificial intelligence: 
they should “(i) clarify the notion of interpretability, (ii) 
explain the value of interpretability, (iii) provide frameworks 
to think about interpretability, and (iv) explore important 
features of it to adjust our expectations about it.” Beisbart 
and Räz bracket moral concerns in this suggestion of theirs. 
I think, however, that philosophy of science and technology 
ethics cannot be separated in properly addressing the issue 
of understanding in AI, and thus philosophers of science 
(and epistemologists) should develop relevant accounts of 
understanding that consider moral concerns from the begin-
ning, as I shall do in this paper. Section 2 will connect the 
epistemic understanding that we need to have about AI tech-
nologies with the role of understanding in having “moral 
perspective”. Furthermore, Sect. 3 will suggest that we need 
a qualitative form of epistemic understanding, because it can 
provide the consequences of using AI technologies for our 
moral lives. Thus, this paper integrates the epistemological 
and ethical aspects of the problem of understanding about 
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AI technologies (on the connection between ethics and epis-
temology of AI, see also [5, 6]).

The concepts of transparency, interpretability, explaina-
bility, and understandability are all used in the philosophical 
and scientific literature on machine learning. Among them, 
however, the notion of understandability is more fundamen-
tal. “Transparency” has a somewhat metaphorical meaning: 
a thing such as a box that allows you to see its inside is 
“transparent”. But if you can see the inside of the box and 
do not understand what is inside, it is not really transparent. 
Accordingly, for a thing to be transparent the thing should 
be, in some way and to some extent, understandable. Also, 
societies place a high value on “transparency” because of the 
profound significance of the human faculty of understand-
ing. People want to understand social and political courses of 
action that may influence their lives, so they demand trans-
parent procedures. “Interpretation” is also nothing but an 
extension of understanding. One can explicate an implicit or 
a succinct understanding of something in more detail so as to 
offer a relevant interpretation. Finally, “explanatory” strate-
gies and techniques that render AI “explainable” are desir-
able insofar as these tools can facilitate the aim of under-
standing (see [7]). Because of its importance, the notion 
of understanding is central to this paper.1 I use “opacity” 
as the opposite of understanding. Technologies that are not 
(completely) understandable are (to some extent) opaque.

The structure of the paper is as follows. Section 2 pre-
sents my main argument against opaque AI technologies, 
according to which they are suitable for those who do not 
care about realizing their moral capacity. This section also 
clarifies that my argument is not directed against opaque AI 
technologies per se, but against using them in decision mak-
ing processes that are relevant to our moral lives. Section 3 
suggests that the kind of understanding that we need to 
have about technologies is qualitative, and accordingly XAI 
methods, which aim to make AI systems understandable to 
humans, should provide a qualitative account of how using 
a technology influences our lives. As a result, even if AI 
remains opaque quantitatively/computationally, by using 
XAI methods that provide qualitative understanding, we 
may still reach some level of understanding needed for our 
ethical purposes.

2 � Against the opacity of AI technologies

My concern about opaque technologies, in particular, opaque 
AI, can be set out in the form of an argument as follows.

(1)	 Opaque AI technologies are suitable for users who do 
not care about the understanding of decisions (made by 
means of these technologies) that influence their lives.

(2)	 Those who do not care about the understanding of these 
decisions do not realize their moral capacity.

   �Therefore, opaque AI technologies are suitable for 
users who do not realize their moral capacity. This also 
implies that these technologies are inappropriate for 
those who prioritize realizing their moral capacity.

Although my argument against opacity may be more gen-
erally applicable to using any opaque technology, I particu-
larly intend to apply it to artificially intelligent technologies 
inasmuch as we outsource our decisions to them. Thanks to 
our capability of practical reasoning, we tend to critically 
analyze the reasons behind decisions that are relevant to our 
lives. However, the problem comes up when the reasons 
behind these decisions are unclear, and so critical assess-
ments of them cannot be made. The following two subsec-
tions explain the premises of my argument in detail.

2.1 � The first premise

The first premise assumes the normativity of technology. 
That is, for a functional system to work in a stable and 
reproducible manner, certain social and technical contexts 
should be established. I follow Hans Radder ([9], chapter 2) 
on the definition of technology and its inherent normativity. 
He characterizes “a (type of) technology as a (type of) arti-
factual, functional system with a certain degree of stability 
and reproducibility” ([9], p. 47). A collection of mutually 
interacting material entities constitutes a system. An arti-
factual, functional system is produced by humans to serve 
their purposes. A technological system is stable in the sense 
that it carries out its function across different situations and 
times, and is reproducible in the sense that it belongs to a 
type of systems, all of which can exhibit the same func-
tion. The normativity of technology can be understood as a 
result of this definition. For a type of technology to function 
stably and reproducibly, the relevant techno-social context 
should be appropriate. Given the necessity of this “should”, 
technology is thus inherently normative: “technologies are 
inherently normative because their stable and reproducible 
realization in some region of space and time requires that 
the people in that region should behave in such a way as 
to enable, and not disturb, the intended functioning of the 
technology” ([9], p. 58). The claim that technologies make 
certain requirements on people should be comprehended at 

1  Despite Carl Hempel’s ([8], p. 413) early dismissal of ‘understand-
ing’, which he considered to be an insignificant by-product of expla-
nation, understanding is nowadays a central concept in philosophy of 
science. Moreover, understanding is an essential capacity of human 
characters, and as Sect. 2 will clarify, one needs it to be virtuous. AI 
systems are problematic when they are designed without taking our 
human ability to understand into consideration.
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the same time at the personal and social level. The stable and 
reproducible realization of a technology requires us to have 
certain personal characteristics and certain social-political 
conditions to be established. AI technologies are obviously 
kinds of technology, so they are normative as well, and our 
personal characters and socio-technical conditions must be 
appropriately changed to fit them if those technologies are 
to realize their full potential.

Now my claim is that people who do not care about the 
understanding of the reasons for decisions that are made by 
opaque AI technologies are among the conditions for the full 
realization of these technologies. Humans typically ask for 
the reasons for decisions that impact their lives. However, 
the questions raised by humans interested in understand-
ing opaque AI technologies cannot be answered, and if the 
potential/intended users insist on their questions before using 
these technologies, they will indeed disturb the proper func-
tioning of these technologies. On the other hand, those who 
do not care to understand reasons for decisions are among 
the suitable conditions for these opaque technologies to 
function effectively. In this sense, in order to use opaque AI 
technologies their users are discouraged from understand-
ing the decisions made by means of these technologies, and 
thus they are discouraged from developing their capability 
of understanding. The users can enjoy the efficiency of these 
opaque technologies without going to the trouble of asking 
serious questions about the reasons behind the decisions 
made by means of them.

The first premise can also be supported by an idea of 
Michel Foucault expressed in his Discipline and Punish that 
power and the material artefacts that exert power (for exam-
ple, the Panopticon prison) constitute certain subjects. For 
Foucault, ideas, artefacts, and institutions provide the world 
in which human subjects live, and through them, power 
shapes human subjectivity. “Technology can be seen as one 
of these sources of power that help to shape the subject” 
([10], chapter 4). An implication of this Foucauldian analy-
sis of subject-constitution for our discussion is that opaque 
AI technologies constitute subjects who do not concern 
themselves about the reasons for decisions. In particular, the 
efficiency of artificially intelligent technologies establishes 
(seemingly legitimate) powers of shaping subjects/characters 
that willingly devolve their reasoning abilities to machine 
algorithms and techniques.

According to the first premise, opaque AI technologies 
are suitable for users who do not care about understanding 
reasons. These technologies make it less likely or more dif-
ficult for the users to understand the reasons behind the deci-
sions made by these technologies. This claim of mine does 
not imply that we always have to understand the complicated 
systems behind technologies. We barely understand how an 
LED screen works or many of us use cars without under-
standing how they work, but we can use these technologies 

for morally acceptable purposes. Similarly, one can use an 
AI technology without understanding the complicated, com-
putational system behind it. Subsection 2.3 will clarify that 
my argument is not against opaque AI technologies them-
selves, but rather against using them in decision making con-
texts that are relevant to our moral lives. Section 3 will also 
clarify that the kind of understanding that is essential for my 
argument in this section is qualitative. We need to evaluate 
the qualitative implications of using artificially intelligent 
technologies for our lives.

2.2 � The second premise

The second premise explains why the constitution of agents 
who do not care about the understanding of decisions that 
are relevant to their lives is undesirable. Such agents do not 
realize their capacity of practical wisdom, or what Shan-
non Vallor ([11], chapter 6) calls “technomoral wisdom”, in 
which “technomoral virtues”—i.e., virtues that are neces-
sary to live a good life in the age of emerging technologies—
are integrated. One of these technomoral virtues is “moral 
perspective”, which Vallor defines “as a reliable disposition 
to attend to, discern, and understand moral phenomena as 
meaningful parts of a moral whole” ([11], p. 149). A per-
son who is insensitive to the understanding of reasons for 
decisions does not discern or understand moral phenomena 
appropriately. This person can neither pay serious atten-
tion to morally relevant factors, nor grasp the importance 
of these factors in the broader context of a decision. Indeed, 
the moral perspective explains the connection of “under-
standing” and “practical wisdom” by highlighting the key 
role of the former in the latter. Moreover, because the moral 
perspective is “an essential disposition of a virtuous per-
son” (2016, pp. 149–150), those who have an insufficient 
moral perspective are unable to practice other virtues such 
as justice, honesty, care, and civility. As a result, those who 
lack adequate understanding cannot cultivate (technomoral) 
virtues.

As a result of this virtue framework, the critical under-
standing of decisions is central to the moral lives of humans. 
Thus, opaque artificially intelligent technologies are undesir-
able insofar as they undermine practical/technomoral wis-
dom. In a recent talk entitled “Thinking outside the black 
box: AI and the shrinking space of moral reasons”, Vallor 
([12]) reaches a similar conclusion. She says: “the personal 
and public space of moral reasons is contracting as the 
power and socio-economic utility of sophisticated machine 
algorithms expands”. This conclusion is drawn on the basis 
of her use of Wilfrid Sellars’s and Robert Brandom’s con-
cept of the “space of reason”. My argument does agree with 
this use, but I have a further point to make. The first prem-
ise of my argument sheds light on a deeper implication of 
the shrinking space of moral reasons: the contraction of the 
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moral scope of the characters deploying these technologies. 
It is not the case that highly moral characters can live, albeit 
with difficulty, in a narrow moral space of reason. Rather, 
characters themselves become less morally sensitive in such 
a narrower space.

The logical result of both premises is that opaque AI 
technologies are suitable for users who do not realize their 
moral capacity. This result simply implies that these tech-
nologies are inappropriate for those who prioritize realiz-
ing their moral capacity. As a consequence, the demand for 
understandability of AI technologies is necessary for people 
and communities to take care of their practical wisdom. In 
order to have a society with practically wise personalities, 
we should avoid using (and designing) opaque technologies 
in our decision making processes and should take steps to 
use (and design) understandable ones.

2.3 � Decision making and use contexts

This subsection clarifies that my argument is not against 
opaque AI technologies themselves, but rather against using 
them where our understanding of these technologies is mor-
ally relevant and important to the implications of decisions 
made by means of them for our lives. In this regard, two 
terms are key: decision making and use contexts.

2.3.1 � Decision making

The main difference between AI technologies and other 
examples of technologies, such as LED screens, is that the 
former are the workhorses of decision making. For this rea-
son, as I mentioned earlier, my argument particularly applies 
to AI technologies, which are designed to systematically 
extract information (from data) that provides correlations, 
predictions, or interpretations that support decision making 
processes. We need to understand decisions that influence 
our lives, in particular decisions that are laden with moral 
concerns. In many cases of AI technologies, such as facial 
recognition (as a technology of surveillance), stock market 
predictions, social media analyses, medical methods of diag-
nosis, signature and handwriting analysis, university admis-
sions and job placements, understanding reasons behind 
decisions made by AI is completely relevant to our lives.

Consider job placement processes, in which some level 
of explanation seems to be necessary all the time. For a 
more concrete example, consider a recent piece of news, 
according to which Iran’s Ministry of Science, Research, 
and Technology will deploy an AI technology in its faculty 
recruitment process. According to the Deputy Head of the 
Planning and Executive Center of the Ministry, “with the 
activation of the AI system, better monitoring will be done 
in recruiting faculty members, which prevents making arbi-
trary judgements” ([13], my translation). It remains unclear 

how this system may prevent arbitrary decisions and actions, 
in particular those amounting to discrimination, while bias 
might be even reinforced by AI (see [14], chapter 9). Apart 
from this, this new system is obviously relevant to the lives 
of many applicants, and thus it should always be understand-
able. The applicants need to know the criteria behind the 
decisions made by the system and to assess whether the deci-
sion making process is fair.

My emphasis on decision making processes coheres with 
my suggestion in the next section that an AI technology 
can become understandable if a qualitative account of the 
consequences of its use can be provided. We should enjoy 
qualitative understanding to make decisions that carry good 
implications for our lives. I will come back to the “qualita-
tive” aspect of the job placement example in Sect. 4.

2.3.2 � Use contexts

To highlight the importance of use contexts in the ethical 
assessment of technologies, I would like to compare the 
conclusion of my argument with a similar claim made by 
Nathan Colaner [15]. He argues that unexplainable systems 
are dehumanizing, because they threaten (I) our participa-
tion in decision making processes, (II) our knowledge of 
how AI systems influence us, and (III) our opportunity to 
actualize ourselves through making decisions. These claims 
are compatible with, yet different from, mine. In particu-
lar, Colaner’s third claim that “people are not able to fully 
actualize themselves unless they are able to meaningfully 
participate in the decision making procedure” (2021, p. 6) 
is comparable to the conclusion of my argument. Still, there 
is a main difference, which I shall clarify in what follows.

He claims that explanations can be “intrinsically” valu-
able. That is, apart from their instrumental usefulness in 
promoting other values—such as fairness, trust, accountabil-
ity, and manageability—they can be valuable in themselves: 
“By definition, instrumental approaches seek an explana-
tion to attain some other value. It is also possible to argue 
that explanations are valuable in themselves—intrinsically 
so—rather than only deriving their value from the hope that 
they will help us gain some other value” ([15], p. 3). I think, 
on the other hand, it is highly problematic to assume that an 
explanation can be valuable in itself, regardless of its use 
context. An explanation that is used for the purpose of a 
terrorist attack cannot be good merely because the explana-
tion increases the terrorists’ participation in decision mak-
ing processes, or increases their relevant knowledge or their 
opportunity of actualizing themselves. It is always necessary 
to consider how this explanation is used in the whole con-
text. That is to say, the explanation can only be good when 
its implications in a context of use are ethically acceptable.

It is, thus, untenable to consider understandable AI to be 
“intrinsically” valuable. In general, the value of a (type of) 
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technology depends on its use as an instrument in human 
contexts. The functional role of a technological artefact, 
including an AI technology, implies that the artefact is valu-
able if its function in a context of use supports a moral value 
(cf. [16]). In this sense, technological artefacts can only be 
instrumentally valuable. Accordingly, the (undesirable) 
effect of an opaque AI technology on the human condition 
is indeed produced as a result of its use as an instrument in 
context, and therefore it does not hold water to claim that 
opaque AI is intrinsically bad “regardless of whether the 
outcome of having explainable systems is desirable” ([15], 
p. 2). My argument entails that the characters who do not 
concern themselves with the understanding of reasons for 
decisions are indeed the results of employing opaque AI 
technologies. Thus, a difference between the conclusion 
of my argument and Colaner’s third claim concerns what I 
stated earlier: I do not argue against opaque AI technologies 
themselves, but against using them where morally relevant 
factors rely on our understanding of these technologies.

3 � For a qualitative understanding of AI 
technologies

The previous section has argued that opaque AI technologies 
are suitable for users who do not realize their moral capacity. 
The kind of understanding that is important for the sake of 
my argument is qualitative because, in order for the users 
of AI technologies to decide and act wisely, they need to 
evaluate the qualitative consequences of using these tech-
nologies for their lives. On the other hand, to make morally 
and practically wise decisions, they do not necessarily need 
to understand the complicated, computational structure of 
that technology.

The present section clarifies this qualitative account of 
understanding and suggests that XAI methods can make an 
artificially intelligent technology understandable inasmuch 
as they provide qualitative consequences of using that tech-
nology. Accordingly, these methods should render the deci-
sion making process of an artificially intelligent technology 
qualitatively understandable to its users.2 Before presenting 
my preferred view of understanding, I evaluate a related 
claim made by John Zerilli et al. [18] in the next subsection. 
Although I agree with some of their concerns, my view can 
overall be considered as an alternative to theirs.

3.1 � Limitation of intentional stance explanation

Zerilli et al. [18] argue that the justification of action at the 
level of practical reason is preferable to that of action at 
the level of “the architectural innards” of a decision tool. 
According to them, we justify human action based on folk 
concepts, attitudes, beliefs, and desires rather than on the 
physical or biological structures of the brain. In like man-
ner, a justification of neural networks that implement deep 
learning algorithms should be provided at the level that Dan-
iel Dennett [19] calls the “intentional stance”: “This is the 
stance from which we understand ordinary human behaviour 
and engage in practical reasoning” ([18], p. 669). It is rea-
sonable that our understanding of the physical structure of 
the brain and the architectural innards of neural networks are 
usually irrelevant to the justification of behaviors of humans 
and machines. However, it remains unclear why we should 
assume that different explanation styles—such as input influ-
ence-based explanations, demographic-based explanations, 
case-based explanations, and sensitivity-based explanations 
[20]—employ intentions, attitudes, beliefs, and desires in 
their outputs. For instance, consider these two sensitivity-
based explanations.

> If 10% or less of your driving took place at night, you 
would have qualified for the cheapest tier.
> If your average miles per month were 700 or less, you 
would have qualified for the cheapest tier.
([20], p. 6)

In what sense are the concepts used in these two sen-
tences expressed at the intentional level? According to the 
Dennettian view of Zerilli et al., the answer would be thus: 
as if the artificially intelligent machine “believes” that these 
two sentences are the case. In this answer, the intentional 
stance is attributed to machines metaphorically. But I do not 
think that this metaphorical attribution is necessary. In what 
follows I suggest an alternative view, according to which 
the decisions made by means of machines should be quali-
tatively understandable. The concept of qualitative under-
standing conveys this intuition that our understanding of AI 
systems need not depend on computational descriptions of 
their architectural innards. Thus, my alternative view agrees 
with Zerilli et al.’s account that the justification of action 
at the level of the architectural innards of a decision tool is 
neither necessary nor helpful. However, my view does not 
need to assume explanation styles to (metaphorically) have 
intentions, attitudes, beliefs, and desires.

Qualitative understanding can usually be stated in simple 
terms, and in this regard I also share Zerilli et al.’s concern 
that excessively detailed and lengthy explanations are not 
usually helpful in providing understanding. Despite their 
account, at the same time, qualitative understanding should 

2  In addition to being a solution to the problem of opacity, XAI can 
improve the exploratory potential of machine learning and data-
driven scientific inquiry: “Explainable AI is a promising new tool for 
scientific exploration, and is likely to profoundly impact data-driven 
scientific research” ([17], p. 237).
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not necessarily be stated in terms of folk concepts. It may 
also be stated by using scientific and technical terms. Under-
standing is agent-dependent in the sense that a system is 
understandable or opaque to human agents. In other words, 
understanding is obtained by different stakeholders, who 
may expect different forms of understanding (see [21]). In 
particular, developers may need technical explanations to 
gain relevant understanding of a given system. In the argu-
ment of Sect. 2, I paid special attention to the (end) users of 
technologies, who typically prefer non-technical explana-
tions. However, this does not mean that qualitative explana-
tions cannot use technical terms more generally, and thus it 
would be unreasonable to restrict an explanatory understand-
ing to an untechnical one expressed just by folk concepts. 
The next subsection elaborates the general elements of the 
qualitative kind of understanding I advocate. To do this, I 
draw on discussions on scientific understanding.

3.2 � Drawing on scientific understanding

The literature on scientific understanding concerns the 
understandability of theories to scientists, and so it is dif-
ferent from our discussion on the understandability of AI 
technologies to their users. Still, it is important to note that, 
generally speaking, scientific practices are not completely 
different from other human activities. They tend to be more 
systematic (see [22]), but not to be “entirely distinct or dis-
connected from the range of abilities that support ordinary 
human life” ([23], p. 18). As a result, scientific understand-
ing is not incomparable with other forms of understanding 
incorporated in practices such as solving everyday problems, 
negotiation, management, conflict resolution, and judicial 
decision making. This view paves the way for the use of 
“scientific” understanding as a guide in other contexts (and 
vice versa: for the use of “non-scientific” understanding as a 
guide in scientific contexts). In particular, what this subsec-
tion suggests is that the project of developing XAI methods 
could draw inspiration from how scientists make opaque 
phenomena or models understandable.

There are several theories/models in science that are 
predictively successful, although they are faced with the 
“black box” problem. Scientists usually formulate models 
to make these black boxes understandable. For example, 
computer simulations make weather predictions based on 
complex calculations that are hard to understand, but to 
make them understandable, meteorologists have developed 
“PV thinking”, whose goal “is to provide qualitative under-
standing … by means of a relatively simple picture” ([24], 
p. 106). Another example is the construction of so-called 
“bag models” to make quantum chromodynamics (QCD) 
understandable (2017, pp. 112–113). I see the project of 
developing and using XAI methods as being in a similar 

vein. XAI developers desire to make opaque AI understand-
able by constructing simple understandable models.

In spite of this similarity, we should be cautious about 
applying accounts of scientific understanding to AI, to which 
all aspects of these accounts are not applicable. In particu-
lar, I do not claim that ordinary people should always have 
a theoretical, model-based sort of understanding. In what 
follows, among philosophical accounts of scientific under-
standing (see [25]), I specifically refer to Henk de Regt [24]. 
He asserts that his theory applies to the natural sciences, and 
that “further research should reveal to what extent the theory 
possesses a wider validity” ([24], p. 11). I do not claim that 
his theory is applicable in detail to artificially intelligent 
technologies. I think, instead, that there are some elements in 
his account that are relevant to our discussion in this paper.

In the first place, the point I made in the introduction—
that understanding is a human capacity—is taken seriously 
in his account: “One can use the term ‘understanding’ only 
with—implicit or explicit—reference to human agents” 
([24], p. 19). According to him, “understanding, in con-
trast to explanation, necessarily involves a subject. Thus, if 
information is considered as contributing to understanding, 
it must be in principle accessible to the understanding sub-
jects; persons who use the explanation must be able to know 
or grasp the information” ([24], p. 84). This does not imply 
that understanding should be reduced to a merely subjective 
feeling, or to “eureka” or “aha” experiences, which is nei-
ther a necessary nor a sufficient condition for understanding 
([24], pp. 20ff.). But it simply means that the understanding 
of phenomena, models, and systems should be obtained by, 
and be within, the human capacity of understanding.

In the second place, De Regt’s theory of understanding 
highlights the role of contexts (see chapter 4 [24]). He con-
vincingly argues that there are no universal standards of 
understandability. That is, standards such as causality, visu-
alizability, and unifying power apply only to certain cases. 
Thus, “there is a variety, even a plurality, of explanatory 
strategies to attain the aim of understanding” ([24], p. 85). 
Similarly, I suggest that there may be various methods to 
render AI technologies understandable. One could under-
stand a technology based on the causal relations between the 
different features of its system, or based on a visual diagram 
that explains its operation, or based on the resemblance of its 
workings to a more general, unified picture/theory, to name 
but a few methods. This pluralist account of understanding is 
more useful than a monist account that confines our capacity 
of understanding to within a certain line of reasoning.

The contextual theory of understanding is also in line 
with my ideas in the previous sections. The relevance of 
moral factors, and their importance, rely on the context of a 
decision. For this reason, “moral perspective” is always con-
textual, in the sense that we should discern particular aspects 
of the context to have a morally adequate perspective. 
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Furthermore, as said in my criticism of Colaner, an XAI 
method is morally valuable if its function in a context of 
use supports a moral virtue. Therefore, moral perspectives, 
and moral virtues that are relevant in a context, may specify 
what kind of understanding we need, and in turn what kind 
of standards of understanding can be employed.

The third, and most important, feature of De Regt’s the-
ory of understanding concerns its emphasis on the qualita-
tive property of understanding. His Criterion for the Intel-
ligibility of Theories follows: “A scientific theory T (in one 
or more of its representations) is intelligible for scientists (in 
context C) if they can recognize qualitatively characteristic 
consequences of T without performing exact calculations” 
([24], p. 102).

Two steps should be taken to make this criterion useful 
for the understandability of AI technologies. The first step 
is to clarify how it can help us to establish a criterion for the 
understandability of artificially intelligent technologies. The 
second step is to specify which aspect(s) of this criterion is 
important for agents who are not necessarily scientists. We 
should be careful to apply only the relevant aspect(s) of this 
theory of understanding to AI technologies.

Regarding the first step, it should be clarified what it 
means to possess a qualitative recognition of an AI technol-
ogy without having exact calculations. My response is that 
an AI technology can be recognized qualitatively when our 
recognition of it does not depend on the computational pro-
cesses that take place at the level of its architectural innards 
(so, in this regard, I am sympathetic to Zerilli et al.). Causal 
reasoning, visual representations of significant mechanisms, 
and discovering continuity/resemblance between the AI 
technology and other understandable systems can provide 
kinds of qualitative understanding, but there may be sev-
eral other conceptual tools. Understandability is a pragmatic 
and context-dependent property (see [24], p. 141), so the 
achievement of the understandability is related to the char-
acteristics of that technology, its contexts of use, and the 
questions and purposes of those to whom the technology 
should be intelligible.

Regarding the second step, I would think that the core of 
De Regt’s criterion, that is, the proposal that understanding 
is “qualitative”, is the aspect that is particularly relevant to 
the understandability of AI technologies. According to his 
criterion, agents “can recognize qualitatively characteristic 
consequences of T without performing exact calculations”, 
but what might be the nature of the qualitative consequences 
of an AI technology? This question may have different mean-
ing for, and thus its answer will depend on, the agent/stake-
holder to whom the technology should be understandable. 
For instance, AI scientists and developers should possess 
some qualitative sense of how the system produces its out-
puts. The (end) users, on whom I concentrate in this paper, 
should understand how the technology will affect their 

courses of actions and plans. In this regard, and as far as the 
argument of Sect. 2 is concerned, I would like to highlight 
the point that the consequences are not merely epistemologi-
cal, but can be moral as well. Virtuous characters possess 
prudential judgment, that is “the cultivated ability to deliber-
ate and choose well, in particular situations, among the most 
appropriate and effective means available for achieving a 
noble or good end” ([11], p. 105). Although virtue ethics is 
in tension with merely consequentialist normative ethics, 
having the ability in prudential judgment requires being able 
to consider some foreseeable consequences of a decision. 
Prudent users examine the moral consequences of using an 
AI technology in order to see whether it is an appropriate 
tool to achieve good purposes. As a result, these users need 
to be aware of the morally relevant, qualitatively character-
istic consequences of using the technology. XAI designers 
and developers should accordingly provide the users with 
this qualitative kind of understanding. They may themselves 
need explanations that deploy technical terms. However, 
first, these explanations may be achieved even without hav-
ing the detailed knowledge of the complex computational 
systems of opaque technologies. And second, as far as my 
argument in this paper is concerned, the purpose of their 
explanations is to ultimately shed light on the consequences 
of using the AI technology for the users’ lives.

4 � Conclusion

Let us consider the job recruitment example once again. 
Further to the argument of Sect. 2, in the use context of 
an opaque job recruitment technology, the users accept the 
outputs of the system without raising questions, challenges, 
or complaints that disturb the functioning of that technology. 
Thus, several morally relevant issues remain unaddressed 
unless the new technology becomes understandable. The 
questions of whether this technology is fair, which charac-
teristics of applicants are more important for the decision 
process of this new system, whether these characteristics are 
weighted in a way appropriate to the job requirements, and 
similar questions, cannot be dealt without having a qualita-
tive understanding of the technology. On the other hand, 
XAI methods render such a technology understandable inso-
far as they can provide the users with the awareness of the 
qualitative consequences of its use. Applicants want to be 
aware of, for instance, what parts of their CVs may increase 
or decrease their chances of acceptance, and whether the 
new technology justly selects the most qualified candidates. 
They do not need to know the complex computations it 
performs. They understand the technology when they can 
explore the concrete impact of its implementation on how 
their personal and professional characteristics are assessed.
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For another example, consider Hang the DJ, the fourth 
episode of the fourth season of the Black Mirror series. In 
this episode, Amy and Frank use an artificially intelligent 
dating technology that pairs up couples but puts an expira-
tion date on relationships in order to finally, through numer-
ous relationships, find their ultimate compatible partners. 
But when they ask about the decisions made by this tech-
nology, its answer is merely: “everything happens for a rea-
son”. This response indicates that the technology is opaque,3 
which is frustrating for the users and weakens their trust 
in the technology. My argument in this paper is primarily 
concerned neither with this frustration nor with the trust of 
the users. I instead suggest that Amy, Frank, and other users 
of this dating technology do not enjoy the opportunity of 
realizing their capacity of understanding. This opaque tech-
nology is just suitable for those who do not care about the 
realization of this capacity. Furthermore, the kind of under-
standing that a user of such dating apps need is qualitative. 
The user expects to understand why s/he is paired up with P 
(the suggested partner), and why a specific expiration date 
is calculated. If the user seeks a long-term relationship, for 
instance, such an explanation is required: “signs of com-
patibility cannot be found between you and P, because you 
do not have common goals and interests in terms of where 
to live, how to spend spare times, and how many children 
to have. In similar cases, the disagreements between part-
ners have not been settled amicably. The prediction of the 
system, based on the analysis of other relationships, is that 
your relationship will not last very long.” Or: “you and P 
match, because your physical characteristics, approaches in 
solving conflicts, sexual expectations, and plans for work 
and life fit together. In similar cases, the relationship has 
happily lasted for many years. For this reason, you should 
stay in this relationship.” Or this less certain piece of advice: 
“According to the analysis of the system, you should think 
seriously about the following three questions (i) do you have 
a realistic plan to grow together, (ii) do you really allow 
your partner freedom to do what you don’t like, and (iii) do 
you respect your partner’s family, even if you do not enjoy 
spending time with them? Your relationship will be frag-
ile unless you can address the challenges relevant to these 
three questions.” These explanations help the user to under-
stand why a piece of advice is offered and how (the reasons 
behind) the advice can influence their decisions and actions. 
They can then accept, reject, or just partly follow the advice, 
and so through an active engagement with the technology, 
they can still realize their capacity of understanding. These 

simple examples serve to illustrate how a qualitative form of 
understanding looks like. In practice, however, more com-
plex situations require more sophisticated and detailed, yet 
still qualitative, explanations.

This paper has argued that human moral capacity cannot 
easily be realized in the context of using opaque artificially 
intelligent technologies. It has then suggested that when an 
opaque AI technology is employed in decision making pro-
cesses, it must be augmented with pertinent XAI methods 
that provide qualitative understanding. XAI methods encom-
pass different approaches, some of which are explicitly 
designed to explain opaque AI models including machine 
learning. These methods can achieve the goal of enhanc-
ing the understandability of an opaque AI technology if 
they enable its users to grasp the qualitative implications of 
implementing the technology in their daily lives.
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