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Abstract
In this paper, we argue that because of the advent of Artificial Intelligence, the secret ballot is now much less effective at 
protecting voters from voting related instances of social ostracism and social punishment. If one has access to vast amounts 
of data about specific electors, then it is possible, at least with respect to a significant subset of electors, to infer with high 
levels of accuracy how they voted in a past election. Since the accuracy levels of Artificial Intelligence are so high, the 
practical consequences of someone inferring one’s vote are identical to the practical consequences of having one’s vote 
revealed directly under an open voting regime. Therefore, if one thinks that the secret ballot is at least partly justified because 
it protects electors against voting related social ostracism and social punishment, one should be morally troubled by how 
Artificial Intelligence today can be used to infer individual electors’ past voting behaviour.
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1  Introduction

In the past decade, many academic publications have been 
devoted to showing how Artificial Intelligence (AI) has 
had a disrupting influence in many important public policy 
domains.1 These domains include law enforcement (pre-
dicting future crime spots), college admission (predicting 
which students are likely to drop out), incarceration (pre-
dicting which inmates are likely to reoffend when released) 
and epidemiology (predicting outbreaks of disease around 
the world).2 Recently, several articles have shown how AI 
has entered the domain of politics, and sometimes with wor-
rying effects (Christiano 2021; Erman and Furendal 2022; 
Sønderholm et al. 2021). One example of such an effect is 

that algorithms can be used to spread fake news which, in 
turn, can undermine some electors’ ability to reach informed 
conclusions on political issues (Christiano 2021: 1). Another 
example is microtargeting. Microtargeting is often an effec-
tive tool in changing behaviour or opinion because the algo-
rithms used in microtargeting are trained on data about what 
members of the targeted group are likely to be moved by. 
Microtargeting can, for example, be used in get-out-the-vote 
campaigns and in efforts to shape political opinion in a cer-
tain direction. Microtargeting can pose a threat to democracy 
because it can be used to manipulate electors. Messages sent 
to electors can be emotional in nature and thereby trigger 
anger or fear (Christiano 2021: 5). Microtargeting can be 
particularly problematic when the groups targeted are consti-
tuted by low-information electors who are not deliberatively 
sophisticated. When such groups are targeted, microtargeting 
can contribute to political inequality (Christiano 2021: 1).

In this article, we add to the emerging literature in politi-
cal philosophy on how AI affects politics and how AI can 
be a threat to our democratic institutions. We have a narrow 
focus in virtue of zooming in on the relationship between the 
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Christin 2021, Skeem and Lowenkamp 2020, Khemasuwan and Colt 
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secret ballot and AI utilized to infer the past voting behav-
iour of individual electors.

The secret ballot is an entrenched political institution in 
liberal democracies. In referendums and elections in such 
democracies, electors cast their votes in secret. The secret 
ballot is often taken to be an integral part of the fairness and 
legitimacy of democratic elections. This view has famously 
been expressed by Robert Dahl who claims that countries 
without the secret ballot cannot be judged to have fair and 
free elections (Dahl 1998: 96). A similar verdict is reached 
by Dennis Thompson, who attributes the reduction of illicit 
voter influences to the success of the secret ballot (Thomp-
son 2002: 66). The institution of the secret ballot is even 
encoded in the United Nations’ Universal Declaration of 
Human Rights:

The will of the people shall be the basis of the author-
ity of government; this will shall be expressed in peri-
odic and genuine elections which shall be by universal 
and equal suffrage and shall be held by secret vote or 
by equivalent free voting procedures (United Nations 
(General Assembly) 1948: article 21).

Multiple justifications have been offered for the secret 
ballot.3 We focus on just two of the most common ones. The 
first justification is that the secret ballot protects electors 
against being ostracized because of having voted in a par-
ticular way.4 This includes electors being ostracized by their 
neighbours, family members and/or co-workers because they 
have voted in a way that goes against the political views of 
the ostracizing party. Let us call this phenomenon ‘social 
ostracism’. The second justification is that the secret ballot 
protects electors against being formally punished for having 
voted in a particular way.5 This includes employers firing 

employees, or not hiring them in the first place, because they 
have voted in a way that goes against the employer’s political 
views. It also includes landlords evicting tenants from their 
tenancies, or not letting the tenancy out to them in the first 
place, because they have voted in a way that goes against 
the landlord’s political views. Let us call this phenomenon 
‘social punishment’.

Neither social ostracism nor social punishment involves 
influencing electors ex ante to vote in a particular way. It 
only involves punishing electors ex post for having voted in 
a particular way. Other common justifications for the secret 
ballot concern the ex ante influencing of electors. One such 
justification is that the secret ballot prevents vote buying 
because open voting makes it possible to pay someone ex 
ante to vote in a particular way, and then verify ex post 
whether the elector in question voted accordingly. While 
the prevention of vote buying and other forms of influencing 
voters ex ante to vote in particular ways are indeed an impor-
tant justification for the secret ballot, we shall not address 
them at any length in this article. The reason is that even 
very accurate AI predictions cannot guarantee that a particu-
lar voter will indeed vote in accordance with the prediction. 
A voter may fit the profile of someone who tends to vote for 
a particular party, and still vote for a completely different 
party. A vote buyer can therefore not be guaranteed that the 
vote seller in fact votes as agreed upon. But even though 
vote buying and other types of ex ante influences of voters 
have not become possible because of the advent of AI, social 
ostracism and social punishment may indeed become more 
common due to the advent of AI. The reason is—as we shall 
argue—that these types of ex post punishment of voters do 
not require that the ballot is completely revealed or that the 
AI is completely accurate.6

3  See (Mares 2015: 3–4, Elklit and Maley 2019: 65, Lever 2007, 
2015). See (Brennan and Pettit 1990, Sturgis 2005, Engelen and Nys 
2013) for arguments for open voting.
4  Elklit and Maley, for instance, write: “The secret ballot remains 
important in protecting voters from forms of pressure, especially 
within families, that fall into something of a grey area between ille-
gal coercion and legitimate persuasion”(Elklit and Maley 2019: 66). 
Similarly, Vandamme writes: “As I already suggested, there are pru-
dential reasons for defending the secret ballot. They make us prefer 
secret ballots for their beneficial effects on vulnerable voters. If, for 
example, we believe that the voices of vulnerable people are of pri-
mary importance in the democratic quest for justice, we might want 
to make sure that they will be in a position to defend their legitimate 
interests or express a judgement free from domination” (Vandamme 
2018: 392). A voter is certainly not free from domination if she 
knows that the price for voting in accordance with her political pref-
erence is that she will be looked upon with disdain by her co-workers 
and excluded from social activities at her workplace.
5  Elklit and Maley write: “Second, the secret ballot can be seen as 
an instrument that protects voters from the possibility of violence or 
other coercive action intended to influence their voting decision or to 
punish them for having voted in a particular way (or indeed for hav-
ing voted at all)” (Elklit and Maley 2019: 65). Manin claims that 

6  Our argument also potentially affects other common justifications 
of the secret ballot. For example, Annabelle Lever has defended the 
secret ballot on the grounds that voting is a private matter and that 
open voting therefore violates electors’ privacy rights (Lever 2007, 
2015).

open voting in general elections has three undesirable implications, 
one of which is that it increases the importance of private rewards 
and punishments in elections (Manin 2015: abstract). J. S. Mill also 
recognized this justification for the secret ballot. At one point he 
writes "Thirty years ago it was still true that in the election of mem-
bers of Parliament the main evil to be guarded against was that which 
the [secret] ballot would exclude—coercion by landlords, employers, 
and customers” (Mill 1861: chapter 10). Coercion by, say, a landlord 
can take either of two forms. First, it can be an ex ante threat to the 
effect that the tenant will be evicted if she does not vote in accord-
ance with the landlord’s precepts. Second, it can be an ex post punish-
ment to the effect that the tenant will be evicted if she has not voted 
in accordance with the landlord’s precepts.

Footnote 5 (continued)
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Historically, the secret ballot has protected electors from 
social ostracism as well as social punishment. By voting in 
secret, members of the electorate could hide their voting 
behaviour from their employer, landlords, and family—and 
by doing so avoid social ostracism and social punishment. In 
this paper, we argue that for a significant subset of electors, 
the secret ballot is now much less effective at protecting indi-
vidual voters against social ostracism and social punishment. 
The reason is that AI and the mass-collection of personal 
information by companies/organizations that interact with 
their customers/members via online platforms, now make it 
possible to accurately infer how specific electors have voted. 
For some electors, it is now possible to infer, based on just a 
few data points and with extraordinary accuracy levels, how 
they have voted. Given that this is now possible, the act of 
casting your ballot in secrecy is no longer sufficient for oth-
ers not to have a high credence in how you voted. Even when 
casting your vote is done in secret, it does not mean that your 
vote is de facto secret, because other people can accurately 
infer ex post how you voted. While the secret ballot in the 
past did protect electors against social ostracism and social 
punishment, it no longer does so because it is now possible 
to make some electors’ ballot de facto non-secret using AI. 
Of course, the secret ballot never protected electors against 
all instances of social ostracism and social punishment. Peo-
ple can easily be socially ostracized or socially punished for 
reasons unrelated to their voting behaviour. Nevertheless, 
because of the advent of AI, electors are now less protected 
against social ostracism and social punishment than they 
used to be. Moreover, people can be socially ostracized and 
socially punished for reasons related to their voting behav-
iour, even without the use of AI. We often have a relatively 
accurate picture of people’s political orientation based on 
their personal appearance, consumption patterns, accom-
modation choice, arrangement of family life and choice of 
hobbies. However, with the advent of AI, it is now possible 
to infer with much higher levels of accuracy the political 
orientations of individuals. And, it is now possible to infer 
the political orientations not only of people with whom we 
interact with in person or online, but also of millions or 
hundreds of millions of people whom we have never met 
and never will meet.

The article is structured as follows. In section II, we 
explain how AI can be used to infer how a specific elector 
has voted in an election. In section III, we explain how this 
possibility makes the secret ballot ineffective in protecting 
a significant subset of electors against social ostracism and 
social punishment. In section IV, we discuss and reject an 
objection to our argument. Finally, in section V, we make a 
few concluding remarks.

2 � How AI can be used to infer 
how a significant subset of electors have 
voted

In this section, we explain how AI can be used to infer how 
some electors have voted in an election. But first, let us 
briefly describe a voting situation that renders it probable 
that AI can be used to make accurate inferences about how 
some electors have voted. Throughout the article, we shall 
assume that we find ourselves in the following situation: 
recently there was a referendum on a state constitutional 
amendment intended to ban same-sex marriage. Electors 
faced a binary voting choice: they could either vote for a 
ban on same-sex marriage, or they could vote against it. 
Moreover, the referendum took place in the United States 
(US), where there are publicly available voter registration 
lists in place.7 These voter registration lists contain informa-
tion about individual electors, including information about 
whether the elector in question participated in a specific 
election. In every state, the list contains the full voting his-
tory of all electors in that state (Sønderholm et al. 2021: 
121). This means that after the referendum, a data analytics 
company could purchase access to the voter registration list 
to confirm that a specific elector voted in the referendum.

In a scenario like the one described above, where the vot-
ing choice is binary, and where it is possible to verify that 
a specific elector has voted, it will ceteris paribus be easier 
to accurately infer how a specific elector has voted than it 
would be in an election, in a country without voter registra-
tion lists, where electors faced a non-binary voting choice.8 
Our argument does not rest on whether we find ourselves in 
the scenario described above. We only assume that we do, to 
showcase in what type of real-life situation someone might 
decide to use an AI to predict past voting behaviour, and in 
what type of situation doing so might be particularly fruitful.

So, how can a data analytics company infer how a specific 
elector voted in the referendum? Suppose that a data analyt-
ics company scrapes publicly available data from millions 
of electors’ social media profiles, and purchases access to 
all voter registration lists in the US. This gives the com-
pany access to data about electors’ ethnicity, religion, gen-
der, sexuality, age, job, income, address, space–time loca-
tion, authored blog posts, Facebook likes, music and movie 
downloads, marital status, family size, language skills and 
education level. The company then trains a machine learning 

7  For an overview of the content of these lists, and where to purchase 
access to them, see http://​voter​list.​elect​proje​ct.​org/​home (Accessed 
May 3, 2022).
8  Elections where three or more parties/candidates are on the ballot 
constitute elections where electors face a non-binary voting choice. 
The same is true of elections where there are two parties/candidates 
and where electors have the option of returning a blank ballot.

http://voterlist.electproject.org/home
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model to find statistical correlations in the data set, which in 
turn might reveal significant statistical correlations between 
non-political features like, say, marital status, and voting 
behaviour in past elections. Once the model has been trained 
and tested, the company can then use the model to make 
inferences about specific electors’ past voting behaviour.

Let us consider a concrete example. The data analytics 
company might decide to use the model to infer how a spe-
cific elector—call her Mary—voted in the referendum on 
same-sex marriage. By running the model, it turns out—
strangely enough—that certain non-political data points 
about Mary are strong predictors of voting behaviour. 
For example, the car that Mary drives reveals a relatively 
accurate picture of Mary’s political views. If Mary drives 
a sedan, she is much more likely to have voted for the Dem-
ocrats than for the Republicans in a previous Presidential 
election. If Mary drives a pickup truck, she is much more 
likely to have voted for the Republicans than for the Demo-
crats in a previous Presidential election.9 And if Mary voted 
Republican in the most recent election, she is highly likely to 
have voted against same-sex marriage in the referendum. If 
she voted for the Democrats in the most recent election, she 
is highly likely to have voted in favour of same-sex marriage 
in the referendum.

If the data analytics company has access to tens of thou-
sands of data points about Mary, they are likely to have a 
very accurate picture of who Mary is, and how she voted 
in the referendum. While an individual data point like the 
car she drives is a strong predictor, combinations of tens of 
thousands of data points can drive up the accuracy of the 
prediction significantly. Combinations of various data points 
about Mary can render it probable, with a high degree of 
accuracy, how Mary voted in the referendum.10

Already in 2014, David Nickerson and Todd Rogers 
published a paper in Journal of Economic Perspectives, in 
which they showed that it is possible to accurately predict 
voting behaviour at the individual level (Nickerson and Rog-
ers 2014). That is, AI models not only make it possible to 
predict the voting behaviour of groups of voters, but also of 
particular voters. With techniques similar to those used by 
Nickerson and Rogers, various websites, like Google and 
Facebook, now routinely employ AI models specifically 
designed to predict individual people’s voting behaviour 

(Hinds and Joinson 2019). Links we click on online, news 
we read, posts we ‘like’ on social media sites etc., gener-
ate an accurate digital picture of our political orientation, 
which, in a de facto two-party system like the one in the 
US, is highly correlated with voting for a particular party 
(Peters 2022). Even the pictures of ourselves that we (or 
someone else) post online may be used to predict our voting 
behaviour. An already infamous study published in Scien-
tific reports by Michal Kosinski found that existing facial 
recognition software can predict the political orientation of 
individual voters, because the faces of conservatives and 
liberals apparently differ enough to predict with relatively 
high levels of accuracy if individual people belong to one or 
the other group (Kosinski 2021).

To illustrate just how easy it is to predict the voting 
behaviour of individual electors without using obviously 
political data, and without using facial recognition software, 
consider the voting prediction tool developed by The Econo-
mist and YouGov. Although this prediction tool does not 
qualify as an AI, it illustrates just how few (and seemingly 
trivial) data points it takes to predict the voting behaviour 
of individual electors with very high levels of accuracy. 
According to The Economist and YouGov prediction tool, 
there is a 97 percent chance that an elector votes for the 
Democrats, if she fits the following description: is a black 
female, who does not believe in reincarnation, is an athe-
ist, is heterosexual, is between 45 and 64 years old, is not a 
regular church-goer, is married, has children, has a college 
degree, earns $30–64 thousands a year, lives in a city in the 
Midwest and speaks Spanish.11 Assuming that this predic-
tion tool is roughly correct, the probability of 97 percent is 
reached by having access to a relatively limited number of 
data points about an individual elector. Imagine how accu-
rate the inferences can be if a data analytics company has 
access to tens of thousands of data points about Mary. If we 
assume, as we do throughout the paper, that we are dealing 
with a binary voting choice, in a setting where voter registra-
tion lists are publicly available, and where the data analytics 
company has access to massive amounts of data about Mary, 
we contend that the company can infer how Mary voted in 
the referendum with a very high level of accuracy.

It is important to note that the level of accuracy with 
which a data analytics company can infer how specific elec-
tors voted in an election varies from elector to elector. The 
more stereotypical an elector is, the easier it is to infer her 
voting behaviour. For some electors, the company might be 
able to infer with almost certainty how they voted, while for 

11  The interested reader can try The Economist prediction tool herself 
at: https://​www.​econo​mist.​com/​graph​ic-​detail/​2018/​11/​03/​how-​to-​
forec​ast-​an-​ameri​cans-​vote (Accessed May 4, 2022). The Economist 
prediction tool is not an AI in any way, but it highlights how few data 
points it requires to reach high levels of predictive accuracy.

9  See (Gebru et al. 2017).
10  A recent study shows that based on Facebook likes alone, it is pos-
sible to predict individual electors’ voting intentions in a multi-party 
system with 60-70 percent accuracy (Kristensen et al. 2017). A recent 
article asks “Can we predict the voting behavior of Facebook users 
from their public Facebook profile?”(Idan and Feigenbaum 2019: 
816). One model has an accuracy score of 82,5% when it comes to 
predicting whom an elector would vote for in the 2016 US Presiden-
tial election (Idan and Feigenbaum 2019: 823).

https://www.economist.com/graphic-detail/2018/11/03/how-to-forecast-an-americans-vote
https://www.economist.com/graphic-detail/2018/11/03/how-to-forecast-an-americans-vote
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other electors, the company will end up with significantly 
lower credence in how these specific electors voted. How-
ever, note that this is compatible with our claim that for 
a significant subset of electors, the secret ballot no longer 
protects against social ostracism and social punishment.

It is also important to note that we are not dealing with 
predictions about how people are going to vote in future 
elections. As the—by now—infamous scandal involving 
Facebook and Cambridge Analytica showed, political par-
ties and other political organizations are interested in using 
AI to predict how individual electors are going to vote in an 
upcoming election and then use microtargeting to persuade 
them to vote in a particular way. While it may indeed be pos-
sible to predict future voting behaviour relatively accurately, 
it is ceteris paribus easier to infer how individual electors 
voted in the past, than it is to predict how they are going to 
vote in the future. This is one factor that explains why it is 
possible to reach levels of accuracy approaching 100% when 
it comes to inferring past political behaviour.

Even though we shall not discuss the issue of predicting 
voting behaviour in future elections, we should stress that a 
solid picture of how individual voters have voted in previous 
elections may give a relatively solid picture of how people 
will vote in future elections. Indications of how individual 
voters will vote in the future is of course useful information 
that can be used to manipulate or convince voters to vote 
in particular ways. Moreover, punishing voters ex post for 
having voted in a particular way may well effect how, and if, 
they decide to vote in the next election. So, ex post punish-
ment (and even the prospect of such punishment) of voters 
may well serve, in itself, as a way to manipulate voters ex 
ante in the next election.12 However, we restrict the scope 
of our claim to only include past voting behaviour, because 
AI-inferred indications of how individual voters will vote 
in future elections cannot be used to force people to vote in 
particular ways, or to verify ex post if they voted for the can-
didate agreed upon. As things are now, AI-driven methods of 
inferring individual voter behaviour are primarily, although 
not exclusively, an issue related to the secret ballot when it 
comes to past elections.

Our argument is still interesting and important, even 
though it is restricted in the ways described above. This 
is so because of the normatively entrenched nature of the 
secret ballot. The secret ballot is a jewel in the crown of 
liberal democracies (up there with the one-person-one-vote 
principle), and any undermining of the secret ballot for a 
significant subset of electors is likely to be met with alarm.

3 � Why the secret ballot no longer protects 
all electors against social ostracism 
and social punishment

Let us now revisit Mary by going through two hypotheticals 
involving her. Hypothetical I shows why the secret ballot no 
longer protects electors like Mary against social ostracism, 
while Hypothetical II shows why the secret ballot no longer 
protects electors like Mary against social punishment.

Hypothetical I: Mary is a tenant in a privately-owned 
apartment complex named ‘St. John’s Apartments’. 
The landlord is devoted to Catholicism and wishes 
that his tenants share his faith. Promotional material 
for St. John’s emphasizes that it is a place where peo-
ple of faith can feel at home and that a commitment 
to Catholicism is something that unites the tenants. 
In interviews with prospective tenants, the landlord 
emphasizes the Catholic faith of the tenants, shows St. 
John’s chapel, and mentions that a local priest comes 
by several times a week and that tenants help each 
other with transportation to Mass on Sundays. At some 
point, Mary’s landlord becomes suspicious of his ten-
ants’ religious commitments. Having read about the 
recent developments in AI, he decides to contract with 
a data analytics company and asks it to find out if the 
tenants voted in the referendum on same-sex marriage, 
and if so, what they voted. The company purchases 
access to the publicly available voter registration lists, 
and it scrapes vast amounts of publicly available data 
about Mary and the other tenants from their social 
media profiles. It also purchases data about the ten-
ants from other companies. By agreeing to the terms 
and conditions for use of the services of these other 
companies, the tenants have typically allowed these 
companies to sell the data they collect about their cus-
tomers. For a long time, Mary has been trying to hide 
her real political beliefs in the offline world, but she 
has expressed her progressive views on online political 
fora. Having gained access to all the tenants’ data, the 
company then runs a machine learning model on all 
the data. It turns out that Mary voted, and that there 
is a 92% chance that she voted in favour of same-sex 
marriage. For all the other tenants who voted, there 
was, for each of them, a high likelihood that they voted 
against same-sex marriage. Receiving the result about 
Mary, the landlord shares the information about her 
with the other tenants of St. John’s, and he lays out 
all the information about Mary that the company 
utilized in arriving at its prediction about how Mary 
voted. After the report about Mary’s voting behaviour 
is shared among the tenants, things are different for 
Mary. She is socially ostracized by the other tenants. 

12  Thanks to an anonymous reviewer for bringing this point to our 
attention.
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They neither talk to her, invite her to social gatherings, 
or offer her a lift to mass on Sunday. They do not even 
look at her. This quickly becomes unbearable for Mary 
who moves out after three months. Mary did indeed 
support same-sex marriage through her voting, but 
the tenants of St. John’s do not know this. They only 
have access to the information presented to them, and 
for them a 92% probability of “culpability” is enough 
to sway them to think that Mary supports social- and 
legal change that is antithetical to their most deeply 
held convictions. For them, the difference between, 
say, a 92%, 95% and 99.1% probability of a certain 
event having occurred is insignificant in their decision-
making about how to treat Mary.13 So, having heard 
that there is a 92% probability that Mary did vote in 
favour of same-sex marriage is enough for them to 
treat Mary as if they knew that Mary did vote in this 
manner.
Hypothetical II: up until the point where the landlord 
receives the report about Mary, everything is the same 
as in Hypothetical I. The landlord does not share the 
report with the tenants of St John’s. Rather, he wants 
to evict Mary but worries that evicting her for (likely) 
having voted in a particular manner is legally imper-
missible and makes him vulnerable to a lawsuit from 
Mary. Therefore, he officially evicts her for some triv-
ial but legally sound reason that has nothing to do with 
Mary’s alleged voting behaviour.14 Mary concludes 
that she cannot do anything about the landlord’s deci-
sion and moves out after three months.

What happens to Mary in Hypothetical II is an example 
of an, unfortunately typical, kind of discrimination where 
the real reason an employer fires a female employer is that 
she is pregnant, and wants to take maternity leave, but where 
the official reason for firing her is a different one that nei-
ther refers to pregnancy nor maternity leave. The two hypo-
theticals in conjunction show that for electors like Mary, the 
secret ballot no longer protects her from social ostracism 
and social punishment. Had Mary lived in an age where AI 
did not exist, it is less likely that Mary would have suffered 
the fate that she suffers in the two hypotheticals. The two 
hypotheticals are empirically unrealistic if they were sup-
posed to depict events from before the advent of AI. So, if 
one thinks that the secret ballot is justified because it pro-
tects electors against social ostracism and social punishment, 

then one should be troubled by how AI can be used to infer 
individual electors’ voting behaviour today. AI can be used 
to undo, for a significant subset of electors, what the secret 
ballot originally was (successfully) put in place to secure 
for all electors.15

One might worry how plausible it is that a landlord would 
contract with a data analytics company to screen tenants 
(including potential ones) for particular types of voting 
behaviour. Judging from recent trends in the US renting 
market, it seems to be very likely. Data analytics companies 
routinely provide landlords with services that help them 
screen potential tenants using AI. These companies screen 
potential tenants based on all sorts of criteria decided by 
the landlords, such as credit history, criminal records, and 
eviction checks. Although the data analytics companies do 
not explicitly say so, it is easy to imagine that one of these 
criteria they could screen for could be political orientation 
or outright voting behaviour.16 Mary’s landlord could easily 
contract with one of these data analytics companies, and ask 
them to find out how Mary voted in previous elections. And, 
if the landlord would not like Mary’s voting behaviour to be 
the official reason for evicting Mary, he can ask the company 
to find more innocent features of Mary that he can use as a 
reason for evicting her. According to NBC News, it is not yet 
legally settled what types of data may be included in a tenant 
screening process, and what types of data may be predicted 
based on the input data.17 But even if it turns out that it is 
illegal for landlords to predict the voting behaviour of ten-
ants, it is probably naive to think that landlords will not do 
so anyway. After all, as noted above, it is also illegal in most 
jurisdictions to fire women because they are pregnant, but 
it is still a commonly known problem that employers do so 

13  For a great overview of empirical studies showing how bad people 
generally are at probabilistic reasoning, see (Reani et al. 2019).
14  For example, Mary was trivially late with her latest payment of 
rent or Mary has failed to furnish her balcony according to the exact 
regulations of St. John's. According to the lease, both offences are 
grounds for eviction.

15   AI constitutes a relatively new technology, and we conjecture that 
such technology will become more accurate, powerful and accessi-
ble in the future when it, with increased speed and reduced costs, can 
analyse an increased number of data points. It is likely that there will 
be some diminishing marginal accuracy at some point because each 
extra data point will begin to correlate so highly with already exist-
ing data that each new point does little to increase accuracy. How-
ever, this does not undermine our main point: namely that a future 
Mary’s landlord can contract with a data analytics company that has 
at its disposal an improved AI technology as compared to the tech-
nology of the company Mary’s landlord contracts with. See (Parikh, 
Obermeyer, and Navathe 2019: 810) for an example of the impressive 
development path of AI-based predictive algorithms within the field 
of medicine.
16  See for example this: https://​newmi​llspr​opert​ies.​com/​artif​icial-​
intel​ligen​ce-​rental-​marke​t/#:​~:​text=​Using%​20Art​ifici​al%​20Int​ellig​
ence%​20Ren​tberry%​2C%​20in,to%​20rec​ommend%​20app​ropri​ate%​
20ren​tal%​20pri​ces (Accessed May 3, 2022).
17  See https://​www.​nbcne​ws.​com/​tech/​tech-​news/​tenant-​scree​ning-​
softw​are-​faces-​natio​nal-​recko​ning-​n1260​975 (Accessed May 3, 
2022).

https://newmillsproperties.com/artificial-intelligence-rental-market/#:~:text=Using%20Artificial%20Intelligence%20Rentberry%2C%20in,to%20recommend%20appropriate%20rental%20prices
https://newmillsproperties.com/artificial-intelligence-rental-market/#:~:text=Using%20Artificial%20Intelligence%20Rentberry%2C%20in,to%20recommend%20appropriate%20rental%20prices
https://newmillsproperties.com/artificial-intelligence-rental-market/#:~:text=Using%20Artificial%20Intelligence%20Rentberry%2C%20in,to%20recommend%20appropriate%20rental%20prices
https://newmillsproperties.com/artificial-intelligence-rental-market/#:~:text=Using%20Artificial%20Intelligence%20Rentberry%2C%20in,to%20recommend%20appropriate%20rental%20prices
https://www.nbcnews.com/tech/tech-news/tenant-screening-software-faces-national-reckoning-n1260975
https://www.nbcnews.com/tech/tech-news/tenant-screening-software-faces-national-reckoning-n1260975
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anyway, and simply find legally innocent ways to officially 
justify their decision.

The tenant screening industry is growing, and nearly all 
landlords now use some sort of tenant screening software.18 
So, while the two hypotheticals involving Mary may seem 
far-fetched at first sight, they are in fact rather realistic, and 
we will probably see more similar real cases in the future.

4 � An objection

Here is one objection to our argument: it was never the secret 
ballot that protected electors against voting related instances 
of social ostracism and social punishment in the first place. 
Rather, it was the employment laws and rent acts that have 
been in place for a long time. Even in the absence of the 
secret ballot, current employment laws prohibit employers 
from firing employees because of their voting behaviour, 
and current rent acts prohibit landlords from evicting tenants 
because of their voting behaviour. So, even if the secret bal-
lot no longer protects specific electors from social ostracism 
and social punishment because of the existence of AI, we 
should not be too worried because current employment laws 
and rent acts still protect electors from social ostracism and 
social punishment.

At least three replies to this objection are available to us. 
The first reply is that current employment laws and rent acts 
may protect electors against social punishment, but they do 
not protect electors from social ostracism. It may protect 
them against being formally fired or evicted, but it does not 
protect them against being ostracized by co-workers, family 
members, or friends. As Hypothetical I shows, even if Mary 
is not formally evicted from her apartment, she still suffers 
from the social consequences of other people knowing that it 
is likely that she voted in favour of same-sex marriage. In the 
absence of the secret ballot, current rent acts thus do noth-
ing to protect Mary from social ostracism; she is socially 
ostracized anyway.

The second reply is that current employment laws and 
rent acts do in fact not even protect electors against social 
punishment. As Hypothetical II shows, current employment 
laws and rent acts can be easily bypassed. The landlord sim-
ply lies about the real reason for why Mary is evicted. So, in 
the absence of the secret ballot, current rent acts do nothing 
to protect Mary from social punishment; she is socially pun-
ished by being evicted from her apartment anyway.

The third reply is that not all electors are protected by 
employment laws and rent acts in the relevant way. To be 
protected by employment laws in the relevant way, you must 

be an employee. And to be protected by rent acts in the rel-
evant way, you must be a tenant. But not all electors are 
either an employee or a tenant. For instance, some electors 
are employers, and some electors are landlords. So, at least 
for those electors who are neither an employee, nor a tenant, 
it is a problem if the secret ballot no longer protects against 
social ostracism and social punishment. This is so because it 
leaves them even more unprotected against social ostracism 
and social punishment.

What these replies show is that—just like the secret bal-
lot—current employment laws and rent acts do not protect 
electors from social ostracism and social punishment. The 
advent of AI leaves some electors more unprotected against 
social ostracism and social punishment. Of course, before 
the advent of AI, it was also possible to infer, with varying 
levels of accuracy, how particular electors had voted using 
simple statistical calculations. But with AI, the speed and 
accuracy at which it is now possible to infer how electors 
have voted leaves many electors much more unprotected 
against social ostracism and social punishment.

5 � Concluding remarks

We have argued that because of the advent of AI, the secret 
ballot does not effectively protect all voters from voting 
related instances of social ostracism and social punishment. 
Because AI makes it possible to infer with high levels of 
accuracy how (some) individual voters have voted, friends, 
family members, co-workers, etc. can now use this knowl-
edge to socially ostracize people. And, landlords, employers, 
etc. can now use the knowledge to socially punish people. 
As mentioned, social ostracism and social punishment that 
is related to voter behaviour was possible even before the 
advent of AI. But with AI, it is now possible to reach levels 
of predictive accuracy that are much higher, and it is now 
possible to infer the voting behaviour of millions of people 
relatively easy and cheaply. Therefore, the secret ballot now 
leaves voters much less protected from social ostracism and 
social punishment than they used to be. This is important in 
itself, but it is also important because risks of social ostra-
cism and social punishment are some of the most important 
justifications for introducing the secret ballot into our demo-
cratic institutions in the first place.19
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