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Abstract 

An AI-based “patient preference predictor” (PPP) is a proposed method for guiding healthcare 

decisions for patients who lack decision-making capacity. The proposal is to use correlations between 

sociodemographic data and known healthcare preferences to construct a model that predicts the 

unknown preferences of a particular patient. In this paper, I highlight a distinction that has been 

largely overlooked so far in debates about the PPP–that between algorithmic prediction and decision-

making–and argue that much of the recent philosophical disagreement stems from this oversight. I 

show how three prominent objections to the PPP only challenge its use as the sole determinant of a 

choice, and actually support its use as a source of evidence about patient preferences to inform human 

decision-making. The upshot is that we should adopt the evidential conception of the PPP and shift 

our evaluation of this technology towards the ethics of algorithmic prediction, rather than decision-

making.  

Keywords:  patient preference predictor, artificial intelligence, capacity, medical decision-making.  

 

 

1 Introduction 

A well-worn aphorism in politics states that, “advisers advise, ministers decide.” We can think of advice 

here as taking the form of predictions like, “policy A is likely to result in consequences x and y.” The idea 

that we should distinguish between sources of advise and decisions is now well entrenched in many 
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areas of politics and beyond, including the growing field of AI ethics.[1-5] However, one debate 

in which this distinction has been somewhat overlooked concerns the design and implementation 

of the so-called patient preference predictor (PPP). This is a proposed AI system that would 

predict the healthcare preferences of individuals on the basis of known sociodemographic 

information about them, in order to guide medical decisions that they lack capacity to make for 

themselves.  

 

The PPP promises to improve our ability to provide incapacitated individuals with healthcare that 

is aligned with their preferences, but it has proven controversial in the years since it was first 

proposed and a range of objections have been levelled against it. The aim of this paper is to show 

that much of this debate stems from a failure to pay proper attention to the distinction between 

algorithmic predictions and algorithmic decisions. 1 I will show that, once we conceive of the PPP 

as making probabilistic predictions that are used as evidence to inform human decision-making, 

rather than as making these decisions directly, a number of the most prominent objections to this 

sort of technology lose their bite. This means that the most promising interpretation of the 

proposal for a PPP is as a source of evidence about patients’ preferences and our evaluation of it 

should therefore be focused on the ethics of algorithmic predictions.  

 

The remainder of the paper will proceed as follows: Section 2 introduces the PPP and the 

motivation for developing it. Section 3 presents three types of objection to the proposed use of 

the PPP. Section 4 explains the distinction between predictions and decisions made by AI systems 

and applies this distinction to the PPP in particular. In Section 5, we return to the three objections 

to show how they no longer challenge the PPP once we think of it as having a predictive, evidential 

role. Section 6 concludes with some reflections on where this leaves the broader debate.  

 
1 Numerous advocates of the PPP already think of it as making predictions rather than decisions. See p.10 for a brief 
discussion and references.  
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2 Predicting Patients’ Preferences  

For situations in which individuals lack the capacity to make a particular decision about their own 

healthcare, there are two distinct guiding principles that predominate in medical ethics and law: 

the substituted judgement standard and the best interests standard. The substituted judgement 

standard states that one ought to make the decision that the incapacitated individual would have 

made if they had capacity to do so for themself. The best interests standard states that one ought 

to choose the option that will best promote the wellbeing of the individual on behalf of whom the 

choice is being made. On either view, the preferences of the individual are important. The 

substituted judgement standard can be thought of as the recommendation to choose the option 

that the patient would prefer. On the best interest standard, the satisfaction of an individual’s 

preferences is typically taken to be at least good evidence for, and perhaps even constitutive of, an 

individual’s wellbeing. So, whether guided by the substituted judgement or best interests standard, 

decision-makers have good reason to take a patient’s preferences into consideration when making 

decisions about their healthcare.  

 

It is troubling, therefore, that evidence appears to show that surrogate decision-makers are not 

very accurate in their predictions of patients’ preferences.[6-13] Given the growing development 

of AI systems to make predictions in medical specialities including oncology,[14-18] 

cardiology,[19-23] and ophthalmology,[24-26] to name but a few, one might hope that similar 

technological solutions could be found to the problem of predicting the healthcare preferences of 

patients who lack capacity. Rid and Wendler have proposed and defended the use of an algorithm 

for this very purpose.[27-29] Their proposal is to develop a “patient preference predictor” (PPP) 

based on known correlations between individuals’ healthcare preferences and sociodemographic 

data. This would then be used to predict the unknown preferences of incapacitated patients, on 

the basis of their own sociodemographic characteristics.[27,29-32] It is claimed that not only would 

such a system outperform the accuracy of surrogate decision-makers alone, but it would also 
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alleviate the distress that many surrogate decision-makers experience as a result of uncertainty 

about what the patient would want.  

 

Despite the appealing features of this proposal, it faces a number of pressing objections. In what 

follows, I will describe three such objections, before moving on to show how their force can be 

undermined by a particular conception of the role of a PPP in the decision-making process.  

 

3 Objections to the PPP  

3.1 Bare Statistical Evidence 

The first objection we will consider mirrors a well-known objection to the use of so-called “bare 

statistical evidence” in legal judgements. The apparent problem with bare statistical evidence in 

the law is illustrated by the following case. Suppose that a person’s car is hit by a bus and damaged. 

This person is owed compensation by whichever bus company operated the bus that caused the 

collision. The case goes to court, but it is unknown which bus company was responsible. 

Moreover, the only available evidence that is relevant to the question of which bus company was 

responsible for the damage is the fact that 80% of the buses that drive on the road where the 

collision took place are operated by the Blue Bus Company and the remaining 20% are operated 

by the Red Bus Company. Although this makes it more likely than not that the Blue Bus Company 

was responsible, it is generally thought that they ought not to be found liable on the basis of this 

statistical evidence alone. This insufficiency of statistical evidence holds even though (1) the 

relevant standard of proof is the balance of probabilities (rather than the more demanding standard 

of beyond reasonable doubt), and (2) it would be deemed appropriate to find the Blue Bus 

Company liable on the basis of eye-witness testimony, even if eye-witness testimony was known 

to be accurate less than 80% of the time (i.e. even if the statistical evidence yielded a higher 

probability than the eye-witness testimony of it being a Blue Bus Company bus).  
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Sharadin suggests that the use of a PPP faces an analogous challenge to the problem of bare 

statistical evidence in legal proceedings.[33] Making decisions by using a PPP, so the argument 

goes, involves an objectionable reliance on statistical evidence in just the same way as in the bus 

company case. Pushing the analogy further, one can think of advance directives as playing a similar 

role to eyewitness testimony: there is something special about advance directives which means that 

they can form the basis of decisions that purely statistical evidence cannot, and this would hold 

even if we suppose that the PPP more accurately tracked patients’ preferences at the time of 

treatment than advance directives.  

 

There are various explanations of what is thought to be wrong with making legal decisions on the 

basis of bare statistical evidence, but one such explanation that carries over naturally to the context 

of medical decision making is that using statistical evidence treats people as though they are unable 

to diverge from statistical likelihoods and make autonomous choices for themselves. It is as though 

a person’s membership of a particular group determines the decisions they would make, rather 

than their own autonomous agency. Sharadin suggests something along these lines when arguing 

that the problem may be treating people as though their preferences are caused by their 

demographic features.[33] 

 

Finally, it is worth noting that Sharadin also offers a potential “debunking explanation” of our 

intuitions about bare statistical evidence, as a possible strategy for avoiding the objection. 

Ultimately, he argues for the conditional view that if there is a problem with bare statistical evidence 

in legal settings, then there is an equivalent problem with the PPP. We will return to this point in 

Section 5. 
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3.2 Advantages of surrogate decision-making 

An alternative family of criticisms of the proposed use of the PPP stem from the claim that there 

are reasons to keep decision-making in the hands of surrogates that are not based on their ability 

to accurately identify what the patient themselves would have preferred. The central justification 

for the PPP is the claim that it would be able to predict individuals’ preferences with greater 

accuracy than family, friends, and doctors, who are notoriously inaccurate in this regard. But if 

there are non-accuracy based considerations that support surrogate decision-making, then this 

justification may be undermined or outweighed.  

 

For example, Um argues that people may trust their nearest and dearest to make decisions on their 

behalf not only because such people are likely to know their preferences, but because their 

relationship has produced a form of shared agency.[34] A surrogate’s decisions may be a continued 

manifestation of this shared agency and therefore offer an important way of preserving the 

patient’s autonomy when they are no longer able to decide for themselves. This argument reflects 

a broader set of views in medical ethics that challenge the “atomistic” conception of autonomy 

that separates a person from their deepest connections with other people.[35-36]2 These views are 

captured by Hardwig: “There is no way to detach the lives of patients from the lives of those who are close to 

them. Indeed, the intertwining of lives is part of the very meaning of closeness.”(p.5)[37] On this sort of view, 

involving the close friends and/or family of an individual is crucial for upholding that person’s 

autonomy.  

 

Even if one does not accept this picture of group agency and autonomy, the special status of 

surrogates can be justified on more theoretically modest grounds, given that entrusting a surrogate 

to make decisions on one’s behalf is itself an expression of one’s preferences. Therefore, an 

 
2 This literature often focuses on patients’ families, but a person’s nearest and dearest needn’t be family and these 
arguments should not be thus constrained.  
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individual’s autonomy can be respected once they are unable to decide for themselves by 

proceeding in accordance with their preference to have a particular individual make decisions on 

their behalf.[39-40]   

 

3.3 Endorsed Reasons  

The last challenge to the use of a PPP, presented by Stephen John, stems from the idea that respect 

for autonomy does not require the simple satisfaction of one’s preference, but rather demands 

proper recognition of a person’s capacity for rational deliberation.[41-42] This means that, when 

a choice must be made on behalf of an incapacitated patient, it should be decided on the basis of 

reasons that the patient would endorse as such in their own deliberation.  

 

The problem for PPPs is that they would not do this, since they work with demographic facts, 

such as age and gender, that do not usually feature as reasons in people’s own deliberation. The 

sorts of considerations that people usually consider when making significant healthcare decisions 

are things like what it will be like to experience the available options and their possible outcomes, 

and what effects these may have on one’s daily life, work, and relationships. Conversely, these 

decisions are not usually made on the basis of what would be preferred by the majority of people 

to whom one is demographically similar. Therefore, if this is the correct conception of autonomy, 

then the claim that PPPs may support decision-making that respects patient autonomy faces a 

serious challenge. This is especially pressing given the central role that autonomy plays in 

motivating the case for a PPP.  

 

It is important to note that John does not claim that this line of reasoning entirely rules out the 

use of PPPs. Rather, he suggests that it puts constraints on the kinds of category that a PPP can 

legitimately draw on, allowing only those that would be endorsed as reasons in the agent’s own 
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deliberation. However, in the following sections I will show that we need not accept even this 

more cautious conclusion.  

 

4 Predictions and Decisions 

In the literature on AI ethics a simple, but important distinction is drawn between the predictions 

and the decisions that an algorithmic system may deliver. This distinction has often been 

overlooked, but is increasingly taking hold as relevant for understanding the normatively salient 

features of such systems.[1-5] 

 

Beigang provides a precise characterisation of predictive models and decision functions, but for 

present purposes an informal explanation will suffice.[1] A predictive model takes specific values 

for a range of input variables and outputs a probability distribution over the possible values that 

the variable of interest could take. This can be interpreted as telling us the conditional probabilities 

of the possible values for the variable of interest, given the known input data. A decision function 

takes this probability distribution and applies a decision rule to select an element from the relevant 

option set. The decision rule may require an explicitly stated utility function, in order to apply a 

rule such as maximise expected utility, or it may just operate with a threshold rule. This very simple 

model is illustrated in Figure 1.  

 

 

Figure 1. Model of a system with an in-built decision-function. 
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For example, an AI system may be used to read mammograms as part of a breast cancer screening 

programme. We can separate this system into a predictive model, which estimates the probability 

that the patient has breast cancer, and a decision rule, which recommends either “refer to 

specialist” or “do not refer” on the basis of that probability. Applying this to the PPP, a predictive 

model would take the relevant demographic information about the patient as input and provide a 

probability distribution over the possible preference orderings as output. This would tell us a 

conditional probability for each of the relevant possible preference orderings over treatment 

options that the patient could have, given the stated demographic information.3 A decision rule 

would take this probability distribution and recommend a single treatment option to be pursued. 

For example, we could employ a threshold decision rule stating that the patient should be given 

any treatment option that has a probability greater than 0.5 of being what the patient would prefer 

to receive.  

 

The point made by Beigang is that the conceptual distinction between predictive models and 

decision functions is crucial for the ethical evaluation of AI systems, because the sorts of ethical 

considerations that bear on predictions are different from those that bear on the decisions that are 

ultimately made.[1] However, we could go further than this and design systems that are purely 

predictive, without any in-built decision function. For example, the mammogram reading system 

could simply state the probability of breast cancer, and leave the decision of whether or not to 

refer to a specialist up to the doctor and patient. Birch et al., for example, argue that AI tools in 

healthcare should either take into account information about specific patients’ values and risk 

attitudes, or should do without in-built decision functions altogether and just produce probabilistic 

 
3 An interesting further question, which cannot be explored in detail here, is: what interpretation of probability 
makes the most sense in this context? This is one instance of a more general question about whether the 
probabilities employed by different types of AI systems should be interpreted as more like credences, frequencies, 
propensities, or something else. In the case of preference prediction, it seems natural to think of the probabilities as 
expressing either frequencies in a reference population, or degrees of evidential support, but either view would 
require a full defence. 
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predictions that can inform human decision-making.[2] This alternative model is illustrated in 

Figure 2. 

Figure 2. Model of a system without an in-built decision function. 

 

What I propose here is that the PPP should be thought of as a purely predictive model, without 

any in-built decision function. That is to say, it should be designed to do what it says on the tin: 

predict, not decide. This probabilistic prediction can then be incorporated into a broader decision-

making process, which may be sensitive to a wider range of relevant considerations.  

 

This idea is not completely absent from the existing literature on PPPs. Rid and Wendler  note 

that their proposed PPP should be thought of as only making a prediction, and that this does not 

settle the question of how such a prediction should be used in decision-making.[29] Rid and 

Wendler [29] and Jardas, Wasserman, and Wendler [32] mention a number of different models of 

decision-making informed by the prediction of a PPP, while Ferrario et al. provide a more detailed 

exploration of some ways in which such a prediction might be incorporated into clinical shared 

decision-making.[31] However, in their critiques of the PPP, some authors implicitly assume that 

it would deliver decisions, rather than predictions. Accordingly, adopting the purely predictive 

conception of the PPP provides a way of avoiding the objections presented in Section 3, to which 

we shall now return our attention. 
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5 Avoiding the Objections 

5.1  Bare Statistical Evidence Revisited 

To address this objection, we first need to clarify an ambiguity in the legal scholarship on the 

problem of bare statistical evidence. There are two versions of this problem, which arise from two 

distinct legal concepts: the admissibility and sufficiency of evidence. Admissibility is a matter of 

whether a type or specific piece of evidence should be allowed to be considered by a judge or jury. 

For example, witness testimony given as a result of torture, and physical evidence obtained by 

unlawful seizure are generally considered inadmissible. Sufficiency, on the other hand, is a matter 

of whether a piece of evidence is enough on its own to settle a particular legal question. If that 

piece of evidence were the only known fact relevant to the question, could the court reach the 

certitude required to answer it one way or the other? When we plug in these different legal 

concepts, we get different versions of the problem of bare statistical evidence: one says that bare 

statistical evidence ought not to be admissible, while the other says that it ought not to be 

considered sufficient. So which is the right way to think of the problem and, consequently, what 

is the precise nature of the analogous challenge to the PPP?  

 

In the early literature on bare statistical evidence in the law, some authors argue that it should be 

generally inadmissible.[43-44] That is to say, it should be excluded altogether from legal 

proceedings. However, taking such a strong line on statistical evidence would rule out many types 

of evidence that neither should, nor in practice are, considered inadmissible. For example, Lewis 

Ross shows that DNA evidence is properly understood as a form of statistical evidence and that, 

while there may be some restrictions on the use of DNA profiling in legal proceedings, this form 

of evidence should not be ruled generally inadmissible on the basis that it is statistical in nature.[45] 

The more plausible view is that DNA profiling, along with other forms of statistical evidence, 

should be admissible (absent independent reasons for inadmissibility), but that it should not be 

considered sufficient on its own to settle a legal judgement. Accordingly, much of the debate about 
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bare statistical evidence now concerns when, if ever, it can provide sufficient grounds for a legal 

decision.[46]  

 

This clarifies the problem for the PPP: if the analogy between healthcare and legal contexts holds, 

the most we should conclude is that the statistical evidence provided by a PPP is admissible, but 

not sufficient on its own to settle a choice. If the PPP was making decisions, then those decisions 

would necessarily be made on the basis of statistical evidence. And if bare statistical evidence ought 

not to be sufficient to settle a choice, then this would be a problem. However, if we think of the 

PPP as one source of evidence, as I have suggested, then it is entirely possible for a decision-maker 

to take other sources of evidence into consideration alongside the output of the PPP, thereby 

avoiding the problem with the sufficiency of bare statistical evidence. So, the analogy with this 

well-known problem in legal theory does not provide a general objection to the development and 

use of the PPP, but rather suggests that it should be thought of as one source of relevant 

information, which should be integrated with others in order to inform decisions.  

 

A question remains about how to approach choices in which a PPP provides the only evidence 

about a patient’s preferences, if they are completely unable to express their values and preferences, 

and there are no available family, friends, or advance directives to provide further information. 

The problem of bare statistical evidence, understood as a challenge to the sufficiency of the PPP 

for decision-making, surely has traction in these cases. However, these are also the cases in which 

the potential advantages of the PPP appear to be greatest. This is because the general lack of 

evidence about patient preferences is likely to compound the problem that the PPP was intended 

to solve: inaccurate prediction of patient preferences. It is natural to think that less evidence will 

lead to less accurate predictions, and studies bear this out: physicians’ predictions alone are less 

accurate than those informed by evidence from advance directives [47] and family members.[47,48] 
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Indeed, this has led some authors to claim that cases in which no other evidence is available are 

precisely those in which the use of the PPP would be least problematic.[32,49]  

 

I am inclined to be more cautious here and conclude that, when the PPP is the only available 

source of evidence, exactly how the pros and cons balance out may ultimately depend on the 

particular details of any given case. This further strengthens the analogy with the legal evidence. It 

has been suggested that bare statistical evidence is rightly considered sufficient in the types of legal 

case in which it has distinctive benefits, because a paucity of non-statistical evidence would 

otherwise lead to unjust decisions.[45,50] Accordingly, Ross argues that whether or not the use of 

bare statistical evidence to fill so-called “epistemic gaps” is justified, “depends on weighing the relevant 

reasons rather than entertaining any categorical prohibition on statistical evidence.”[50, p.326] 

 

The broader lesson here is that, although the problem of bare statistical evidence does tell us 

something relevant about the nature of the PPP as a source of evidence, it does not provide a 

general argument against its use in this way. Rather, it highlights some potential limitations to its 

use, of which those designing, regulating, and implementing such systems should be aware.  

 

5.2  Advantages of surrogate decision-making revisited  

In responding to the family of objections that highlight non-accuracy-based reasons to favour 

surrogate decision-making, the first thing to note is that these reasons do not hold true of all 

surrogates. We can divide cases into those in which there is an available surrogate who has the 

relevant feature (e.g. has entered into a form of shared agency with the patient, has been explicitly 

nominated as a surrogate by the patient, is uniquely placed to recognise the multifaceted nature of 

the patient etc.), and those in which there is not.  
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In the cases in which there is no surrogate available who would realise the relevant advantages, 

these objections have no force against the use of a PPP. In this context, the accuracy-based reasons 

in favour of using a PPP stand unopposed by non-accuracy-based reasons to the contrary. It is 

simply not the case that all people have formed the kind of relationship with their next of kin that 

generates a form of shared agency, or makes the latter uniquely placed to recognise their 

multifaceted nature. And it is clearly not true that all people have expressed a wish for some 

particular person or group of people to make choices on their behalf. So, this family of objections 

does not provide a general objection to all contexts in which a PPP may be used.  

 

What about cases in which there is a surrogate available? The simple thing to note here is that 

surrogate decision-making and the evidential use of the PPP that I have suggested are not mutually 

exclusive. A surrogate decision-maker may take in a range of different pieces of information prior 

to making a decision, such as the perspective of other friends and family, and healthcare 

professionals’ views about what people tend to prefer in similar situations. There seems to be no 

reason to think that they cannot also consider a prediction from the PPP as one piece of evidence 

alongside these others, and still secure the distinctive advantages of surrogate decision-making.  

 

Might the use of the PPP have negative effects on surrogate decision-making, even if only 

considered as providing a piece of evidence? For example, Ferrario et al.,[31] Rid and Wendler,[28] 

and Tretter and Samhammer [38] all consider the possibility that surrogate’s confidence may be 

undermined if their view conflicts with a prediction from the PPP, and this might plausibly limit 

some of the distinctive advantages of surrogate decision-making. This is a worry worth taking 

seriously, but it is an empirical question that should be investigated through trial and observation. 

Like any new healthcare technology, it should undergo rigorous testing before being used more 

widely. If it appears to have downsides in practice, we should attempt to understand the dynamics 
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that produce them, investigate whether changes could eliminate or mitigate them, and carefully 

consider how any unavoidable downsides weigh up against any benefits.  

 

5.3  Endorsed reasons revisited 

There are two points to be made in response to the objection from endorsed reasons. First, it is 

plausible that using the PPP might indirectly help surrogates to accurately identify the reasons that 

a person would endorse in their own deliberation. It can be very difficult to adopt a perspective 

different from one’s own, and information from the PPP might help surrogates to do this. Once 

they are told the PPP’s prediction, a surrogate can draw on their specific knowledge of the patient 

and undertake a kind of inference to the best explanation, in order to identify reasons that (1) 

would explain this preference ordering and (2) they think would be endorsed as reasons within the 

patient’s own deliberation. Of course, there is no guarantee that this process would infallibly lead 

to decisions made solely on the basis of patient-endorsed reasons, but no such guarantee is 

available for surrogates without a PPP either, and it is hard to see why we should think that the 

evidence provided by a PPP would make it harder to identify such reasons.  

 

Second, one can accept that it is important to act on the basis of endorsed reasons without thereby 

accepting the view that identifying the option of that an individual would have chosen is of no 

importance whatsoever. Not all of the reasons that a person endorses support the option for which 

they have an overall preference. I prefer to have a COVID-19 vaccination than not, due to the 

reduced risk of catching and spreading the virus, but I do still take the risks and side-effects of 

vaccination to be relevant considerations (reasons I endorse) in my deliberation. This means that 

one can make choices on behalf of another person on the basis of reasons that they would endorse, 

but end up making a choice that is not aligned with their preferences. Without further argument, 

it is far from obvious to me that this would be better than deliberating on the basis of non-

endorsed reasons, but arriving at the option that the patient would actually prefer. And both 
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possibilities are clearly worse than choosing on the basis of reasons they would endorse and 

selecting the option that they would prefer. I am not claiming to show that accuracy about 

preferences is more important than acting for endorsed reasons. Rather, I am claiming that even 

if acting for endorsed reasons matters, so too does accuracy about preferences. And, by hypothesis, 

the PPP helps with the latter.  

 

To see how the PPP might help surrogates to achieve the goal of attending to both endorsed 

reasons and overall preferences, consider a case in which a surrogate knows the sorts of reasons 

that a person would endorse, but does not know how these reasons balance out in a particular 

choice. For example, one might know that an individual towards the end of life cares about having 

the chance to live longer and that they care about avoiding time in hospital and invasive medical 

treatments, while remaining uncertain about whether, in a particular context, this person would 

prefer to be hospitalised for life-sustaining treatment, or receive palliative care in a hospice. We 

might think of this as the surrogate knowing that various conditionals are true of the patient, such 

as, “if they would prefer to be hospitalised, the reason for this is that they want to extend their 

life” and, “if they prefer not to be hospitalised, the reason for this is that they want to avoid invasive 

medical treatment.” If the PPP can provide a reliable prediction of their preference, then the 

surrogate can make a decision that is justified in reference to reasons that they would endorse and 

is aligned with their overall preferences.  

 

The key takeaway from these points is that even if we accept the view that acting on the basis of 

patient-endorsed reasons is important for proper respect for autonomy, this does not mean that 

there is no value in the PPP as a source of evidence about patient preferences.  
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6 Conclusion  

The arguments of this paper do not provide a general defence of the PPP. Rather, the conclusions 

to be drawn are as follows. First and foremost, we should think of the PPP as playing an evidential 

role to support human decision-making, by making predictions about patient preferences, rather 

than making decisions about which options to pursue. Second, once we think in this way, we can 

see that the objections from bare statistical evidence, non-accuracy advantages of surrogates, and 

endorsed reasons do not undermine the proposal for a PPP.  

 

Lastly, we should refocus our attention away from arguments that concern the PPP as a direct 

decision-making tool, and towards the considerations that are relevant to the evidential role of the 

PPP instead. Some of these considerations will be instances of more general questions within the 

ethics of predictive AI, such as whether certain protected characteristics should be excluded from 

the input data,[50-52] whether there is a significant degree of differential accuracy across salient 

groups,[3,52-53] and how these issues relate to existing ideas about the ethics of belief.[4] Some, 

however, will be more specific to this particular technology. For example, it will be important to 

investigate what effect this sort of technology may have on surrogate decision makers, and to 

consider new questions arising from this empirical research, about how to mitigate any evident 

problems through design, regulation, and implementation. There is plenty more work to be done 

to determine how the pros and cons of the PPP balance out, but I hope here to have clarified what 

the target of such work should be.  
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