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Abstract: The  core  objective  of  this  project  is  to  recognize  and  reconstruct distorted facial images, 
particularly in the context of accidents. This involves using deep learning techniques to analyze the 
features of a distorted face and regenerate it into a recognizable form. Deep learning models are well-
suited for this task due to their ability to learn complex patterns and representations from data the 
input data consists of distorted facial images, typically obtained from MRI scans of accident victims. 
These images may contain various types of distortions  such  as  swelling,  bruising,  or  other  injuries  
that  affect  facial appearance.  By  using  MRI  images,  the  project  can  focus  on  medical applications  
where  accurate  facial  reconstruction  is  crucial  for  diagnosis  or identification  purposes.Two  
common  pre-trained  deep  learning  models, VGG19 and 3D CNN, are chosen for this project. VGG19 is 
a convolutional neural network (CNN) known for its effectiveness in image classification tasks, while 3D 
CNNs are capable of capturing spatial and temporal features from volumetric data like MRI scans. By 
leveraging these pre-trained models, the project can benefit from their learned representations and 
potentially achieve better reconstruction accuracy. The performance of the deep learning models is 
evaluated using metrics such as accuracy and error rate. Accuracy measures how well the models are 
able to reconstruct the facial features compared to the original images, while the error rate indicates  
the  frequency  of  incorrect reconstructions.  By quantifying these metrics, the  project  can  assess  the 
effectiveness of each algorithm in reconstructing distorted faces. The accuracy levels of VGG19 and 3D 
CNN are compared using the performance  metrics.  This  comparison  helps  in  identifying  which  
model performs  better  in  the  task  of  facial  reconstruction  from  distorted  images. Visualizing the 
results in the form of a graph provides a clear and concise way to understand the comparative 
performance of the algorithms. The ultimate goal of this project is to develop a system that can 
accurately reconstruct distorted faces, which can be invaluable in identifying accident victims or 
assisting in medical treatments. By providing a reliable method for facial reconstruction, this technology 
can potentially save lives and improve outcomes for individuals involved in accidents. 
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Introduction:   

The project helps to reconstruct the distorted face with a step-by-step process for the person 

who has undergone face distortion. In the first process of reconstruction, the distorted face is 

taken as input in the form of an MRI image. The distorted face is converted to MRI images 

because the MRI image has the exact detailed structures of every part of the face. The MRI scan 

uses the magnets and radio waves to produce the MRI images. The MRI is one of the powerful 

tools which helps to take images of the body parts which are underneath the skin. This method 

helps to find the distorted face with the help of MRI. The next step of this project is 

preprocessing in this stage the MRI image is converted into gray scaling for the easy 

identification of each part. The Gray scaling is helpful in differentiating each part by the 

brightest being white and the darkest being black. 

Gray scaling is used in MRI images because it is used to emphasize the structure without any 

distorted color. The important reason why Grayscale is used is because it simplifies the 

algorithm and reduces the computational requirements. The brightness varies from 1- 100 

between black and white. The lower level has a darker shade.The next process of this system is 

feature extraction. In this process the raw  data are divided into manageable groups. In this 

process Local binary pattern is used in which the  image  is  divided  into  pixel.  The  local binary 

pattern is  used  to  capture the structured pattern ad the Gary scale image. Each divided pixel 

is compared with the other the nearby pixel to identify the value. The identified values are 

arranged in a specific order.The next step of this project is a data set. The data set is known as 

the collection of data. In this data set the data set is divided into a 70:30 ratio. The 70% data is 

the training data and the remaining 30% data is known as the testing data. 

 The data set is divided in this format in order to cross-check the data. The 30% testing 

data is used to train the 70% of the data. In the next step, the CNN algorithm is used. The  CNN  

algorithm  is  the  type  of  network  architecture  for  deep  learning algorithms that are 

especially used in face recognition. CNN comprises three layers, a convolutional layer, a pooling 

layer and a fully connected layer. the major operation takes place in the convolutional layer to 

extract facial features where there is a kernel or filter inside this layer traversing across the 

entire image fields to see whether a feature is present in the image. After multiple iterations, 

the filter or kernel sweeps the complete image and the dot product will be calculated in each 

iteration between the kernel and input pixels. the final output will be feature extracted and the 

image will be converted into numerical values, which allows to extraction of features or 

patterns relevant to it. The final step is performance metrics. The performance metrics are used 

to measure the activities and the accuracy. At this level, the accuracy and performance are 

tested. The final result of the classification is tested with the performance metrics. 
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Architecture of VGG-19:   

The architecture of VGG-19 consists of five convolutional blocks, each of which is followed by a 

max-pooling layer. The convolutional blocks consist of two  or  three  convolutional  layers,  

each  of  which  is  followed  by  a  ReLU activation function. The max-pooling layers reduce the 

dimensionality of the feature maps, which makes the network more efficient. The  output  of  

the  fifth  convolutional  block  is  flattened  into  a  one- dimensional vector, which is then 

passed to two fully connected layers. The first fully connected layer has 4096 neurons, and the 

second fully connected layer has 1000 neurons. The SoftMax activation function is applied to 

the output of the second fully connected layer, which produces a probability distribution over 

the 1000 object classes in the ImageNet dataset. 

Architecture of 3D CNN: 

The architecture of a 3D CNN is similar to that of a 2D CNN. It consists of a series of 

convolutional layers, pooling layers, and fully connected layers. The convolutional layers extract 

features from the input data, the pooling layers reduce the dimensionality of the feature maps, 

and the fully connected layers classify the input data. The main difference between 3D CNNs 

and 2D CNNs is the use of 3D kernels. A 3D kernel is a filter that is applied to a 3D volume of 

data. It is typically a small cube of voxels, and it is used to extract features from the data. 

 

Fig. 1.1 Architecture diagram. 
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Input Image: 

The dataset, Face Reconstruction MRI Image dataset is implemented as input. The dataset is 

taken from dataset repository. The input dataset is in the format ‘.png, ‘.jpg. In this step, we 

read or load the input image by using the imread () function. In our process, we are used the 

tkinter file dialogue box for selecting the input image. 

Preprocessing: 

In this process, we resize the image and convert the image into gray scale.  To resize an image, 

resize () method can be called on it, passing in a two-integer  tuple  argument  representing  the  

width  and  height  of  the  resized image. Resizing images is a common task in image 

processing, and there are many different ways to do it. When resizing images for 

documentation, it's often  useful  to  maintain a consistent size for visual consistency. The 

function doesn't modify the used image; it instead returns another Image with the new 

dimensions. There are a number of different ways to convert an image to grayscale. The most 

common methods are: Average method: This method calculates the average of the red, green, 

and blue values of each pixel and replaces the original color values with the grayscale value. 

Luminance method: This method uses the luminance values of each pixel to calculate the 

grayscale value. The luminance of a pixel is a measure of its perceived brightness.        

Desaturation   method:  This   method  simply  removes  all  of  the  color information from the 

image, leaving only the shades of gray. 

Feature Extraction: 

In this process, we extract the features from pre-processed image. Standard deviation is the 

spread of a group of numbers from the mean. The variance measures the average degree to 

which each point differs from the mean. Local Binary Pattern (LBP) is an effective texture 

descriptor for images which thresholds the neighboring pixels based on the value of the current 

pixel. LBP descriptors efficiently capture the local spatial patterns and the gray scale contrast in 

an image. Local binary pattern (LBP) is a feature extraction technique used in computer vision 

to describe the texture of an image. It is a simple and effective method that has been used in a 

variety of  applications,  including  image classification, texture analysis, and face recognition. 

LBP works by comparing the intensity of a pixel to the intensities of its neighbors. If a neighbor's 

intensity is greater than or equal to the center pixel's intensity, then the corresponding bit in 

the LBP code is set to 1. Otherwise, the bit is set to 0. The order of the bits in the LBP code is 

determined by the order of the neighbors. The LBP code for a pixel is a binary number that 

represents the texture of the local neighborhood around that pixel. For example, if the LBP 

code for a pixel is 01010101, then this means that the intensities of the pixel's neighbors are 

arranged in the pattern.  
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Image Splitting: 

During the machine learning process, data are needed so that learning can take place. In 

addition to the data required for training, test data are needed to e valuate the performance of 

the algorithm in order to see how well it works. In this process, we considered 70% of the input 

dataset to be the training data and the remaining 30% to be the testing data. Data splitting is 

the act of partitioning available data into two portions, usually for cross-validator purposes.  

Image splitting, also known as image segmentation, is the process of dividing an image into 

smaller, more manageable pieces. This can be done for a variety of reasons, such as to reduce 

file size, to improve image compression, or to make an image easier to analyze by computer 

vision algorithms. There are a number of different ways to split an image. The most common25 

methods are: Spatial splitting: This method simply splits the image into a grid of smaller images. 

This is the most straightforward method, but it can be inefficient for images that have a lot of 

detail or that are not evenly sized. Color splitting: This method splits the image into separate 

channels for each color (red, green, and blue). This can be useful for images that have a lot of 

color variation. Texture splitting: This method splits the image into regions based on their 

texture. This can be useful for images that have different textures, such as a picture of a forest 

with trees, sky, and grass. Object splitting: This method splits the image into separate objects. 

This is the most complex method, but it is also the most accurate. 

Classification: 

In this process, we implement the deep learning algorithm such as VGG- 19 and CNN. VGG 

stands for Visual Geometry Group; it is a standard deep Convolutional Neural Network (CNN) 

architecture with multiple layers. VGG-19, also known as VGGNet-19, is a convolutional  neural  

network (CNN) architecture developed by the Visual Geometry Group (VGG) at the University of 

Oxford. It is a 19-layer deep CNN that has been shown to achieve  state-of-the-art  results  on  a  

variety  of  image  recognition  tasks, including image classification, object detection, and image 

segmentation. A Convolutional  Neural  Network  (CNN)  is  a  type  of  deep  learning algorithm 

that is particularly well-suited for image recognition and processing tasks. It is made up of 

multiple layers, including convolutional layers, pooling layers, and fully connected layers. 3D 

convolutional neural networks (3D CNNs) are a type of CNN that is designed to process 3D data, 

such as videos or medical images. They are similar to 2D CNNs, but they have an additional 

dimension for depth. This allows  them  to  capture  spatial  relationships  between  voxels  

(volume elements) in 3D data, which is important for tasks such as medical image analysis and 

video classification. 

Performance Metrics: 

The Final Result will get generated based on the overall classification and prediction. The 

performance of this proposed approach is evaluated using some measures like, Accuracy of 

classifier refers to the ability of classifier. It predicts the class label correctly and the accuracy of 
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the predictor refers to how  well a given predictor can guess the value of predicted attribute for 

a new data. 

AC= (TP+TN)/ (TP+TN+FP+FN) 

Conculsion: 

After performing the validation testing, the next step is output asking the user about the format 

required testing of the proposed system, since no system could be useful if it does not produce 

the required output in the specific format. The output displayed or generated by the system 

under consideration. Here the output format is considered in two ways. One is screen and the 

other is printed format. The output format on the screen is found to be correct as the format 

was designed in the system  

phase according to the user needs. For the hard copy also output comes  

 

Conclusion: 

After performing the validation testing, the next step is output asking the user about the format 

required testing of the proposed system, since no system could be useful if it does not produce 

the required output in the specific format. The output displayed or generated by the system 

under consideration. Here the output format is considered in two ways. One is screen and the 

other is printed format. The output format on the screen is found to be correct as the format 

was designed in the system phase according to the user needs. For the hard copy also output 

comes out as the specified requirements by the user. Hence the output testing does not result 

in any connection in the system.  
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