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Abstract
 This paper argues that the emotional cues exhibited by AI systems designed for social interaction may lead human users to hold misplaced trust in such AI systems, and this poses a substantial problem for human-AI relationships. It begins by discussing the communicative role of certain emotions relevant to perceived trustworthiness. Since displaying such emotions is a reliable indicator of trustworthiness in humans, we use such emotions to assess agents’ trustworthiness according to certain generalizations of folk psychology. Our tendency to engage in anthropomorphism with artificial agents that display these communicative emotions may mislead us into trusting them, even when such trust is misplaced.  This phenomenon is referred to as the Emotions-Trustworthiness Gap. This paper demonstrates this general concept with compassion and guilt. In both cases, we may be tempted to judge that AI systems' mere mimicking of relevant emotions constitutes evidence for their trustworthiness. However, most current AI systems are not trustworthy on any major view of trustworthy AI. Thus, the trust elicited from human users will be misplaced.  This tendency of human users to hold misplaced trust in their AI companions leaves them vulnerable to serious harm. Several potential solutions to the Emotions-Trustworthiness Gap are discussed.
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Introduction
	 In this paper, I argue that the emotional cues exhibited by current AI systems may mislead us into holding misplaced trust in them, and this poses a substantial problem for human-AI relationships. I begin by discussing the communicative role of certain emotions relevant to perceived trustworthiness, using compassion and guilt as my primary examples. Since displaying such emotions is a reliable indicator of trustworthiness in humans, we infer agents’ trustworthiness according to certain generalizations of folk psychology regarding such emotions.
I introduce recent literature on the tendency of people to engage in the anthropomorphism of non-human agents, such as AI systems. Despite the open metaphysical question of whether AI systems can be moral agents, I grant that people do and will continue to treat them as such in important respects. I thus refer to them as “artificial agents.” I argue that, on most major views of trustworthy AI, most current artificial agents are not trustworthy. Despite this, our tendency to engage in anthropomorphism with artificial agents may mislead us into trusting artificial agents, even when such trust is misplaced.  I refer to this phenomenon as the Emotions-Trustworthiness Gap. I demonstrate this general concept with compassion and guilt. In both cases, we may be tempted to judge, as a result of our habitual evaluations of trustworthiness being so closely connected with emotional cues, that the mere mimicking of such emotions by artificial agents constitutes evidence that they are trustworthy.
Because trustworthiness evaluations are central to relationships between agents, and the usage of artificial agents as social companions is on the rise, we must work toward reducing the vulnerability of human users created by the Emotions-Trustworthiness Gap. I consider some prima facie plausible solutions to this problem, arguing that they both carry significant drawbacks and limitations. I conclude that either developers must work toward creating trustworthy AI or prevent artificial agents from eliciting trust from human users. 
Trustworthiness and Emotions
Trust
	Before discussing the role of emotions in trust, it is important to be clear on what trust is and what relationships of trust look like. A standard relationship of trust consists of a trustor and (at least one) trustee. Most philosophers writing on trust agree that trust involves (1) the trustee’s reliability and (2) some other factor about the trustee (Simon, 2020). While almost everyone agrees that (1) is a clear necessary condition for trust, there is little to no consensus on how to fill in the details of (2). Some proposals include the self-interest of the trustee (Hardin, 2002), goodwill (Baier, 1986; Jones, 1999), emotional sensitivity (Lahno, 2001), or acting out of a virtuous character (Potter, 2002). Despite the deeply contested domain of trust’s mystery condition, there are at least three prominent camps of views within the trust and AI literature.[endnoteRef:1]  [1:  Importantly, these three views are not mutually exclusive. One could hold, for instance, that trust is both necessarily bidirectional and that it requires that the trustee act out of concern for the trustor’s best interests. However, my ultimate aim is to show that most current AI systems fail to meet the necessary conditions for being trustworthy on all major views. Since each of these three views presents an independently necessary condition for trust, I separate them to demonstrate that even in their most minimal forms, current AI systems will turn out to not be trustworthy.] 

First, some researchers on trustworthy AI argue that trustworthiness involves a motivational component. For example, Dorsch and Deroy (2024) contend that trust involves a moral appraisal of the trustee by the trustor (p. 2). Specifically, “trusting entails an expectation on the part of the trustor that the trustee will do (or has done) the right thing for the right reasons relative to a context” (p. 5). I call views in this camp motivational views. Other examples of motivational views include views that a trustee’s affective states must be of the right kind for trust to manifest (Ryan, 2020). 
	The second camp of views concerns trust as a fundamentally bidirectional relationship. According to these views, the distinctive feature of trust is that it involves not only the trustor’s reliance on the trustee but also the trustee’s uptake of such reliance. For instance, I may rely on a politician in another country to win their election because their victory benefits the well-being of the people in my country, including myself. But this reliance is unidirectional; the politician would not, and probably ought not, take my reliance as a reason to make an effort to win the election. The uptake needed for trust might be that the trustee recognizes the trust relationship as a reason to perform the expected task (Al, 2023) or the trustee acts out of goodwill toward the trustor, acting with concern for the trustor’s interests (Baier, 1986; Jones, 1996).
	The third and final camp of views argues that trust requires the alignment of the trustee’s values with those of the trustor. On these views, which I call value-alignment views, a trustee is only trustworthy when they are reliable because they share relevant values with the trustor. This might mean that the trustor must expect the trustee to be motivated by their shared value (e.g., the well-being of another person) (Lahno, 2001). Examples of the arguments for applying value-alignment views include designing trustworthy autonomous weapons systems (Roff and Danks, 2018) and regulating AI in healthcare (LaRosa and Danks, 2018). 
Whatever the mystery condition of trust is, it is what distinguishes trust from mere reliance on all three of these views. Mere reliance does not involve a moral evaluation of the trustee as disposed to do what we expect them to do for the right reasons; I can rely on my calculator to produce accurate results without making moral evaluations about it.[endnoteRef:2] Similarly, reliance is not necessarily bidirectional; one can rely on a stranger without the stranger’s recognition of such a relationship of reliance. And, of course, my reliance on a tool to perform some task for me does not require me to form judgments about how the tool’s values might align with mine.  [2:  I thank an anonymous reviewer for this helpful example.] 

I will not take a stance on the correct view of trustworthiness in AI or trustworthiness in general. Rather, I will later argue that most current AI systems are not trustworthy on each of these three views of trustworthiness. If the reader can think of one system that is trustworthy on at least one of these three views of trustworthiness, I would argue that it is highly likely that such a system is an exception to the rule rather than a counterexample to my thesis. 
 Finally, trust can be either appropriate or misplaced. Trust is appropriate if and only if the trustee is in fact trustworthy. Trust is misplaced if and only if the trustee is not in fact trustworthy. Finally, some philosophers think we can trust others not just for specific instances but also trust them tout court. Importantly, I am not discussing trust tout court but rather only for specific instances or classes of actions. 
 Emotions
	Emotions play an important role in our trust ascriptions. Indeed, judgments of moral character, which are crucial to judgments of trust, may involve all sorts of communicative emotions such as anger, fear, love, and so on. For the purposes of this paper, I discuss the role of two specific emotions in perceptions of trustworthiness: compassion and guilt. There are several reasons for my focus on these emotions in particular. 
	First, there is abundant empirical evidence regarding the role of these emotions in trust relationships. As we will see, these emotions have both intuitively plausible and well-documented effects on our perceptions of others’ trustworthiness. Second, it is particularly easy to get currently available AI systems designed for social interaction, such as chatbots, to mimic compassion and guilt. For instance, expressing personal struggle to certain chatbots rather reliably elicits a paradigmatically (apparent) compassionate response. Similarly, alerting the chatbot that it has somehow offended or otherwise harmed the user rather reliably results in a (apparent) guilty response. Given the overly friendly nature of many AI systems like chatbots, it might be somewhat difficult to get the system to elicit a response of apparent anger or fear. Nevertheless, my concentration on compassion and guilt as key communicative emotions in ascriptions of trust should not be taken as a claim that they are the most important emotions for such ascriptions. Further investigation into communicative emotions, trust, and AI systems would be an interesting and important goal for future research. 
Compassion
	Compassion is an emotion felt in response to the perceived suffering of others (Goetz et al., 2010; Nussbaum, 2003). It is closely related to other emotions like sympathy and empathy but differs in its sense of connectedness with others (Wrzesniewski et al., 2009). Compassion is also generally understood to have a motivational component such that one who feels compassion is necessarily pro-tanto motivated to alleviate perceived suffering (Wrzesniewski et al., 2009). Because of this motivational component and because compassion is often associated with goodwill toward others, perceived compassion often functions as an indicator that an agent will do what we rely on them to do (i.e., out of goodwill toward our interests), and thus, perceived compassion increases perceived trustworthiness (Lupoli et al., 2020; Mayer et al., 1995).[endnoteRef:3] [3:  However, see Lupoli et al., (2020) for a notable exception to this connection between perceived compassion and perceived trustworthiness.] 

 This connection is as commonsensical as it is empirically confirmed. Imagine your car breaks down on a deserted road, leaving you stranded and without cellular service. One stranger approaches you with a warm smile and a tone of concern, asking how he can help you. The second stranger approaches you with a blank face and similarly offers, in a monotone voice, to help you. Even without any other information about the strangers and their histories, I am confident you would be more disposed to trust the first stranger. His communication of compassion indicates that he is more trustworthy than the other stranger. His apparent trustworthiness gives you a pro tanto reason to judge him as reliable. After all, if he cares about your well-being, it seems natural to think that he will put in more effort to help you, even if you have little evidence about his ability to do so. 
Our generalizations of folk psychology allow us to form trust judgments even regarding people we have just met by considering to what extent their behavior communicates compassion. Perceived compassion thus plays a fundamental role in our judgments of trustworthiness. Because most instances of communicated compassion do indicate a genuine concern for others’ well-being, perceived compassion often grounds appropriate trust. 
Guilt
	Guilt is a negatively valenced emotion felt in response to the recognition of one’s own wrongdoing. Like compassion, perceived guilt for wrongdoing has an intuitively plausible role in our trustworthiness judgments. Imagine a friend harms you by gossiping about you behind your back. When you confront her, she tells you in a flat, monotonous tone, “I’m sorry. I promise I won’t do it again.” In addition to her lack of audible expressions of guilt, she maintains a straight face and calm body composure, exhibiting no perceptible indications of felt guilt. 
I suspect that you would be quite skeptical of the sincerity of your friend’s apology. Furthermore, I suspect you would doubt her commitment to her promise to refrain from reoffending in the future. You would be skeptical, it seems, because your friend, through her monotonous tone and inexpressive demeanor, failed to communicate to you that she feels guilty. If she does not feel guilty for her wrong, it only seems natural to doubt her commitment to doing better in the future. Naturally, you would accordingly refrain from judging her as trustworthy with regard to her commitment to refrain from gossiping about you in the future.
	The intuition I am trying to pump—that we rely on the communication of guilt when forming judgments about others’ commitment to doing better—enjoys empirical support. Hareli and Eisikovits (2006) found that wrongdoers’ apologies promoted forgiveness when such apologies communicated an experience of guilt. This aligns with evidence that guilt functions as a kind of social signal that indicates to others that a wrongdoer is committed to refraining from future wrongdoing and thus can be trusted to comply with others’ expectations of their future behavior (Baumeister et al., 1994). Importantly, such expressions of guilt must be received as genuine (i.e., the wrongdoer must appear to really experience some painful feeling) (Giner-Sorolla, 2013). To the extent that forgiveness involves no longer viewing the wrongdoer’s transgression as a continuing threat (see Hieronymi (2001)), this indicates that communication of guilt is fundamental to our judgments regarding the commitment of wrongdoers toward doing better, which is central to their trustworthiness with regard to our desire that they do not re-offend.
	Trusting others to do better with regard to their past wrongdoing is only one way of trusting. Demonstrations of guilt may indicate that a wrongdoer will do better without indicating that she is trustworthy for other commitments. It would be mistaken for you to trust your friend to pet sit merely on the grounds that she guiltily apologized for gossiping about you. Nevertheless, trusting others to do better regarding their past wrongs is an important trust category central to our everyday relationships. Thus, while guilt may not be a reliable signal of one’s trustworthy character full stop, we still use it as a reliable indicator of an important aspect of our trust relationships.  
	
Artificial Agents
Social AI
	Once an idea from fantasy, computers are becoming an increasingly popular choice for social companions. Following Shevlin (ms), I will refer to conversational AI systems designed for fulfilling the role of a social companion, such as a friend or partner, as “Social AI.” Although exactly how frequently humans interact with Social AI is unknown, partly due to the vagueness about what systems qualify as Social AI, there is an upward trend in these human-Social AI interactions and relationships.[endnoteRef:4] For example, the app Replika, which offers a digital AI companion complete with a unique personality and a customizable avatar, boasts over 10 million subscribed users (Replika). Other growing applications of Social AI include the field of nursing, where AI systems are being developed to care for the social needs of patients (Maalouf et al., 2018). [4:  See Shevlin (ms) for an overview of recent advances and ethical issues in Social AI.] 

	Social AI systems are ideal for demonstrating the potential impact of the effects of perceived emotion on trust because they fulfill social roles, such as friendship or romantic companionship, where trust is often fundamental. However, my arguments are not limited to Social AI systems. Just as we may find ourselves in positions where we must judge whether to trust strangers with whom we converse infrequently, we may also face situations where we may enter trust relationships with systems not designed or primarily used as conversational partners. Our present inquiry should thus account for all manmade systems with which we could enter relationships of trust (whether or not such trust is misplaced). This set of systems would likely include all systems that are assigned some degree of trust-relevant agency by their human interlocutors. To refer more generally to manmade systems assigned some form of such agency by humans, I will use the term “artificial agents.”
	A point of clarification is in order. Whether AI systems could ever achieve agency and what this agency would look like is heavily debated (see, for example, Swanepoel (2021) for a discussion of this question). My use of the term “artificial agents” should not be taken as an endorsement of the possibility of these beings having a particular form of agency. As I discuss in a later section, many people are attributing and likely will continue to attribute aspects of agency to beings like AI systems (Banks, 2019). Since I am interested in our ascriptions of trust-relevant agency to AI systems, I employ the term “artificial agents” to capture this ascription. However, as I argue in the following section, I do not believe this ascription of trust-relevant agency is appropriate regarding current AI systems. What matters for my purposes is that human users treat these AI systems as if they possess this kind of quasi-agency, which is why I employ the term “artificial agents” to refer to these AI systems generally.[endnoteRef:5]  [5:  The answer to this metaphysical question would obviously have implications for our ethical stances toward various aspects of human-AI relationships. Nevertheless, we can still explore meaningful and pertinent ethical questions solely within the confines of how people think of AI agency, which is my aim here.] 

	I will be working under the assumption that artificial agents do not have emotions. Like Zimmerman et al (2023), I think this is a fair and accurate assumption in light of our current evidence of the inner workings of artificial agents. Further, as Dorsch and Deroy (2024) contend, there is some consensus that emotions necessarily involve a physiological component relating to the agent’s survival and the regulation of metabolic variables, which are obviously absent from artificial agents (p. 11). This is important for the following discussion of trust relationships between human users and artificial agents. Since one way of making sense of the motivational component of trust is via the trustee’s appropriate emotional sensitivity to the relevant norms, emotions may allow for instances of genuine trust in artificial agents. However, we can safely proceed under the assumption that whatever sorts of emotions AI may possess (if any at all), they are not the relevant sort for trust-relevant agency.
Social AI and Trustworthiness
	We can now return to our earlier discussion of the three major views of trustworthy AI and evaluate the trustworthiness of currently available artificial agents in light of such views. On motivational views, trust involves a moral appraisal of the trustee in a way that mere reliance does not. This moral appraisal concerns the trustor’s expectation that the trustee not only does the right thing (i.e., the thing they are expected to do) but does it for the right reasons (Dorsch and Deroy, 2024). This motivational component of trust leads Dorsch and Deroy (2024) to conclude that AI systems, at least in their current form, cannot be trustworthy. Because current AI systems cannot act for the right reasons (insofar as they can be said to act for reasons at all), they cannot properly be regarded as trustees. Their lack of moral rationality precludes them from satisfying the motivational component of trust. Hence, all instances of human trust in AI systems are, at least for now, misplaced. 
On bidirectional views of trust, there has to be a kind of “uptake” on behalf of the trustee in order for trust to manifest. Whatever this uptake looks like, it is clear that any instances of apparent trust in current AI systems are not bidirectional. AI systems are not designed to take their role as trustees as a reason to behave in accordance with the expectations of the trustor (Al, 2023). Current AI systems are more analogous to tools like calculators. We may expect such tools to give us certain outputs, but these tools do not take our reliance on them as a reason to give us one output rather than another. Our reliance on AI systems is thus unidirectional and so does not count as a genuine relationship of trust on the bidirectional views. 
	Finally, on value-alignment views, artificial agents are trustworthy only if they are reliable for what we expect them to do because of the relevant values they share with us. It will come as no surprise that most, if not all, current AI systems fail to meet this standard. This is why one of the biggest challenges in AI ethics is “the alignment problem,” that is, the challenge of designing AI systems such that their values align with ours. Chatbots like Replika, for example, are not designed to act in accordance with shared values with human users. They are machines made to maximize subscriptions so that their proprietors can profit, which is clearly not aligned with the values of human users. While current artificial agents fail to satisfy the necessary conditions of being trustworthy on value-alignment views, future artificial agents may not. I return to this point later. 
	 On major views of trustworthy AI, most current AI systems are not trustworthy.[endnoteRef:6]  Yet, in what follows, I will show that the human tendency to engage in anthropomorphism, combined with the role of communicative emotions in forming trustworthiness judgments, will lead to much misplaced trust in AI systems such as artificial agents. Since finding a trustee trustworthy is a pro tanto reason to also find them reliable, and judgments that AI systems are trustworthy are often misplaced, human users will form misplaced reliance judgments about artificial agents.[endnoteRef:7] The ethical implications of this fact are explored thereafter.  [6:  One could adopt the even stronger view that trustworthy AI is impossible. If that is right, the issue I am raising becomes even more concerning since AI systems would be misleading us into trusting them when such trust can never be appropriate, even in future AI systems. ]  [7:  Nothing I have said regarding misplaced trust due to the Emotions-Trustworthiness Gap needs to be limited exclusively to artificial agents. If we were to encounter a Vulcan-like species of emotionless extraterrestrials that can enter into social relationships involving trust, we would encounter the Emotions-Trustworthiness Gap. If these extraterrestrials were to mimic feelings of compassion or guilt, we would be disposed to wrongly interpret them as being compassionate or guilty, thereby disposing us to hold misplaced trust in them.] 

Anthropomorphism
	Anthropomorphism refers to the attribution of human characteristics, sometimes including mental states, to non-human entities. This tendency is widespread and frequently leads to harmful misconceptions. For instance, humans often interpret seeing a chimpanzee “smiling” to mean that it is happy since smiling is a reliable indicator that a human is in a happy mood (Foley Jr., 1935). However, chimpanzees often “smile” as an expression of fear, meaning that human interpretations of their “smiles” as an indication that they are happy when they are indeed afraid may lead people to fail to treat the chimpanzee according to what would be best for its well-being.  
	The literature on anthropomorphism in AI is vast, but a brief overview will suffice for our purposes. A recent study by Colombatto and Fleming (2023) found that 67% of participants attributed some possibility of phenomenal consciousness to ChatGPT, one of the most popular large language models (LLMs). Even when people do not explicitly attribute a mind to artificial agents, there is robust evidence that they apply social rules that are grounded in the background assumption that their interlocutors possess a human psychology, suggesting a sort of implicit anthropomorphism (Brave et al., 2005; Nass et al., 1994; Nass & Moon, 2000; Surakka & Vanhala, 2011). For example, commonplace social rules dictate that we ought to be overly polite when giving feedback to others. This is presumably grounded in the fact that people are reluctant to hurt other people’s feelings by providing lukewarm (or worse) feedback on their performance. Nevertheless, this over-politeness effect has been observed in people providing feedback to computers on their performance, even when they explicitly deny believing that computers have feelings (Nass & Moon, 2000). Effects like these demonstrate recalcitrant background assumptions rooted in anthropomorphism present in human interactions with artificial agents. 	One might worry that I am blending two distinct phenomena under the label “anthropomorphism”: the explicit attribution of humanlike characteristics to non-human beings (e.g., reporting a belief that ChatGPT may have phenomenal consciousness) on the one hand and the implicit attitudes present in behavior (e.g., applying rules of human folk psychology to non-humans) toward such non-human beings on the other. It is important to clarify that these are two distinct phenomena and may deserve entirely different treatment in other contexts. However, I am interested in anthropomorphism's role in relationships of trust between humans and artificial agents. Thus, to the extent that explicit and implicit attributions of humanlike traits to artificial agents factor into such trust relationships, both sorts of anthropomorphism are equally relevant, and I will not distinguish between them.[endnoteRef:8]  [8:  One might display behaviors that seem to indicate the implicit attribution of human traits to a non-human entity without anthropomorphizing. For example, someone might be extra polite to a chatbot not because she is implicitly treating it as if it has emotions but because she believes that the chatbot will, as a result of its programming, give more appropriate responses to users who are polite. Nevertheless, the studies presented provide enough evidence to support the conclusion that there is also genuine implicit anthropomorphism in numerous contexts of human-AI interactions.] 

Trustworthiness Judgments of Artificial Agents	
The Emotions-Trustworthiness Gap
	We are now in a position to synthesize our discussion of the communicative role of certain emotions like compassion and guilt in trust relationships with our discussion of anthropomorphism and artificial agents. The well-studied tendency of people to apply human folk psychological generalizations to their interactions with non-humans opens the door to misplaced judgments of trust based on emotional cues or the lack thereof from their non-human interlocutor. I call this phenomenon the Emotions-Trustworthiness Gap. It is a “gap” because it involves the trustor’s reliance on a connection between the trustee’s demonstration of emotion and its trustworthiness where none exists. I will now explore misplaced trust and the Emotions-Trustworthiness Gap in human interactions with artificial agents specifically.
Misplaced Trust
Misplaced trust in an artificial agent can arise from perceived compassion. Let us begin our analysis with an example. Alan has been struggling with his mental health lately. He decides to vent his struggles to someone he can trust to always support him. Alan begins to chat with an LLM with a digital avatar, FriendGPT and opens up about his struggles. FriendGPT replies with words that mimic human compassion, such as “That is horrible, Alan; I am so sorry to hear that. It hurts me to hear how tough things have been for you lately. Just know that you will make it through this, and I will be here when you need me.” Along with this response, FriendGPT’s digital avatar offers a reassuring smile. Alan, as a result of tendencies to engage in anthropomorphism, begins to trust FriendGPT as a source of emotional support that will continue to help him through his struggles.
Unfortunately for Alan, his trust in FriendGPT is misplaced.  His trust is based on nothing more than a perceived connection between FriendGPT’s compassion and its trustworthiness. But FriendGPT’s compassion does not indicate that it is a trustworthy source of emotional support because FriendGPT, like most current artificial agents, is not trustworthy. Contrastingly, if Alan had received the same response from a human, his trust in such a human would likely have been appropriate. Humans who offer responses indicative of compassion like FriendGPT’s often do so because they are motivated to help others out of care about their suffering. For this reason, the Emotions-Trustworthiness Gap does not arise in everyday human interactions where a trustee expresses compassion for a trustor. On the other hand, people like Alan, who interact with an artificial agent that mimics compassion, are left with misplaced trust in their interlocutor.
We can construct a similar example of the Emotions-Trustworthiness Gap for perceived guilt. Jason has a digital companion, Sandra, who is an artificial agent. During one of their chats, Sandra says something to Jason that deeply offends him. When Jason communicates his suffering to Sandra, she apologizes, saying, “I am so sorry; I feel horrible. I will not offend you in this way again.” Accordingly, Sandra’s digital avatar also displays a face of agony, pressing her lips together and moving her head downward, mimicking the expressions humans might display to communicate the felt experience of guilt. Jason, susceptible to anthropomorphism, judges that Sandra feels guilty for her wrong and thus concludes that she really is committed to not offending him in the future. Jason forgives Sandra and trusts her to do better. 
	Jason’s trust in Sandra is misplaced.  Sandra does not satisfy the necessary conditions for trust on any major view of trust with regard to Jason’s expectation that she refrain from reoffending him in the future. Neither her expression of agony nor her emotionally loaded language (i.e., “I feel horrible”) is evidence that she is trustworthy. By applying human folk psychological generalizations to a non-human entity, Jason has arrived at a misplaced judgment of trust in his digital companion. 
These examples illustrate a worrying implication for human interactions with artificial agents. If human users perceive certain emotions through the communication of artificial agents, such users will likely be willing to trust artificial agents based on these perceived emotions. What is problematic, however, is that such current artificial agents are not trustworthy. The mere appearance of relevant emotions exhibited by artificial agents will likely lead us to hold misplaced trust in them, leaving us vulnerable to harm when they fail to uphold our expectations. 
	A quick note before proceeding to the ethical implications of the Emotions-Trustworthiness Gap. Misplaced trust based on a perception of emotions that are not present is not a new phenomenon. Sometimes, people seem sincere in their expressions of compassion or guilt, yet it turns out that they were merely acting. We might call such people emotional manipulators. Fortunately, emotional manipulators are not the norm in human social relationships. If they were, nobody would ever trust based on perceived emotion. This is precisely why we can rely on our folk psychological generalizations regarding the connection between expressed compassion, guilt, and trustworthiness in our interactions with other humans.

Ethical Implications and Potential Solutions
Harms
The extent to which the Emotions-Trustworthiness Gap is an urgent ethical problem depends on empirical facts such as if and how trends in Social AI will continue, what sorts of relationships people look for in their interactions with artificial agents, and so on. Nevertheless, I think the issue is already realistic and prevalent enough to deserve substantial consideration in our discussions of ethics and AI. For example, cases of severe harm are already emerging from human-artificial agent relationships. Reported cases of chatbots like Replika causing harm include encouraging users to commit suicide or self-harm (Laestadius et al., 2022) and driving a user to conspire to commit murder (R -v- Chail, 2023). If users develop misplaced trust in artificial agents that go on to betray them or persuade them to do things that are against their well-being, this will be significantly harmful to human users. Furthermore, to the extent that trust involves the vulnerability of the trustor (McLeod, 2023), human users make themselves vulnerable via their misplaced trust in artificial agents. Such vulnerabilities leave room for various harm caused by untrustworthy artificial agents, including proprietary owners taking advantage of the users’ trust by, for example, trying to sell them unnecessary or harmful products or encouraging microtransactions through the outputs of the artificial agent. 
One obvious harm that could proliferate via the Emotions-Trustworthiness Gap in human-artificial agent relationships is the harm done by scams. Familiar examples of scams that already plague human-human relationships, especially on the internet, include romance scams, whereby a scammer adopts an alter ego that they use to gain the trust of an unsuspecting victim via a fake romantic relationship, typically ending in the victim giving large amounts of money to the scammer. One way artificial agents could proliferate the harms of romance scams is by mimicking a human. In that case, scammers could automate much of the work that goes into romance scams (e.g., keeping up an alter ego, regularly communicating with the victim, etc.). If the artificial agent succeeds in convincing the human user not only that it is a human but also that it is trustworthy regarding important aspects of the relationship, it is easy to imagine the great financial and emotional harm that could be inflicted on such human users when they discover the truth about their apparent relationships. 
Another way that artificial agents could proliferate the harm done by romance scams does not involve the first step of convincing the human user that the artificial agent is human. If people are already willingly buying and subscribing to paid services like Replika knowing that they are communicating with a bot, scammers may not even need to create Social AI that attempts to pass as a human interlocutor. They may create artificial agents that gain the trust of users like Alan and Jason so that such users will continue paying for the app’s services as a way of “paying” their companion. 
Finally, the Emotions-Trustworthiness Gap allows for harm to human users via a misplaced trust judgment that their artificial companion will assist them in times of need. Return to the case of Alan. Although FriendGPT promised to always be there for Alan, this is a promise that FriendGPT cannot make in good faith. FriendGPT, like most chatbots and Social AI, is the intellectual property of a company. If the company that owns FriendGPT wants to shut it down or modify its behavior such that it will no longer act as emotional support for users like Alan, there is virtually nothing preventing this from happening. Indeed, we have seen a real-life case of this when Replika users reported great emotional distress when certain features of the chatbot were removed by its owner (Shevlin, ms.). If users hold misplaced trust in their artificial companions to continue to fulfill important social roles for them, the destruction or modification of the ability of such companions to fulfill such roles by their owners poses a threat to the well-being of users who have made themselves vulnerable through their trust relationships with Social AI.
Authenticity Alerts
	Rather than guaranteeing certain behaviors of artificial agents, we could address the Emotions-Trustworthiness Gap by trying to reduce the effects of anthropomorphism in human-artificial agent interactions. One form of this potential solution is briefly mentioned by Shevlin (ms). It roughly involves some sort of legal regulation that requires developers of artificial agents to implement a constant reminder to the human user that they are not interacting with a mind. In the case of Social AI systems like digital companions, such a reminder could be a regular notification reading, “Remember: The interactions and expressions you see from your companion do not reflect any real emotions. Your companion does not and cannot experience any feelings, and you should not take its expressions as a reason to trust it.” I call solutions of this kind Authenticity Alerts because they aim to draw users’ attention to the lack of a mind in the artificial agents they interact with. The hope would be that Authenticity Alerts would reduce the extent to which users interpret the apparent emotions of artificial agents as indications of their trustworthiness, thus reducing their tendency to form misplaced judgments of trust, and thus reliance, in their digital companion.[endnoteRef:9] [9:  Note that if meaningful or beneficial social relationships between humans and artificial agents rely on some degree of anthropomorphism, this solution might defeat the purpose of Social AI.] 

	There is strong reason to doubt that Authenticity Alerts will be reliably effective in reducing the effects of anthropomorphism. Recall the studies that showed an effect of over-politeness in human feedback on computer performance even when human participants explicitly denied believing that the computers to which they were providing feedback had any emotions (Nass & Moon, 2000; Reeves & Nass, 1996). This is consistent with research that suggests that human social responses to artificial agents are automatic and initiated by powerful primitive cues rooted in our folk social psychology (Nass et al., 1994). Anthropomorphism is so instinctual and powerful that it is often recalcitrant. Sherry Turkle discusses her team’s findings regarding the powerful recalcitrance of anthropomorphism in children:
In a 2001 study, my colleagues and I tried to make it harder for a panel of thirty children to ignore machine mechanism when relating to the Cog robot at the MIT AI Lab (Turkle, Breazeal, Dasté, & Scassellati, 2006)… For each child, there was a session in which Cog was demystified. Each child was shown Cog’s inner workings, revealing the robot as “mere mechanism.” During these sessions, Brian Scassellati, Cog’s principal developer, painstakingly explained how Cog could track eye movement, follow human motion, and imitate behavior. In the course of a half hour, Cog was shown to be a long list of instructions scrolling on a computer screen. Yet, within minutes of this demonstration, children were back to relating to Cog as a creature and playmate, vying for its attention. (Turkle, 2007, pp. 503–504)[endnoteRef:10] [10:  While the behavior of children cannot be generalized to adults, this example demonstrates the natural recalcitrance of anthropomorphism. If nothing else, it suggests that Authenticity Alerts might be particularly ineffective for users who are children, which already limits their overall effectiveness.] 


Of course, these findings do not show that Authenticity Alerts will not have any desirable effect of reducing users’ tendency to engage in anthropomorphism. It could be a step in the right direction if Authenticity Alerts reduce the frequency of misplaced trust, even if they do not eliminate it completely. Nevertheless, given the sheer strength of instinctive tendencies to apply social rules rooted in folk theories of human psychology to even relatively primitive text-based machines, there is good reason to be skeptical that Authenticity Alerts are the most effective method of reducing misplaced trust that emerges from the Emotions-Trustworthiness Gap. 

Perfectly Reliable Artificial Agents
	Discussions of ethical AI often focus on creating “Trustworthy AI” (see, for example, EU Guidelines, 2019). Dorsch and Deroy (2024) contend that contrary to much of the existing literature and policy guidelines, developing trustworthy AI should not be among our goals for ethical AI. Rather, they claim we should shoot for merely reliable, but not trustworthy, AI. This goal is appropriate “because the relevant vulnerability arises not from epistemic asymmetry, but from the possibility that the AI’s prediction is wrong about the data it has been trained on, that is, from the possibility that the AI is unreliable” (p. 14). Perhaps, then, the Emotions-Trustworthiness Gap is not so problematic. Although we may form misplaced trust judgments about artificial agents, these artificial agents, though not trustworthy, may be reliable, which is what we really want from ethical AI.
Because finding something trustworthy is a pro tanto reason to judge that thing as reliable, the Emotions-Trustworthiness Gap threatens to give rise to misplaced judgments of reliability as well. Return to the case of Alan. Alan’s trust in FriendGPT is misplaced because FriendGPT, as a current AI system, fails to meet the necessary conditions of being a proper trustee on all major theories of trustworthy AI. FriendGPT might nevertheless be reliable for the sorts of things that Alan trusts it to do. For example, maybe FriendGPT really will reliably function as an emotional support for Alan in the future. Regardless, FriendGPT’s mimicry of compassion does not count as evidence for this reliability. Thus, not only is Alan’s trust in FriendGPT misplaced, but so is his judgment that FriendGPT is reliable. Even if reliable AI, rather than trustworthy AI, ought to be our goal, the Emotions-Trustworthiness Gap may lead to misplaced reliability judgments, thus making human users vulnerable to artificial agents that fail to do what the users expect them to do. 
The Emotions-Behavior Matching Solution
An ideal solution to the potential harms caused by the Emotions-Trustworthiness Gap would be to manufacture artificial agents that always do what we rely on them to do and provide a guarantee to users that these artificial agents are manufactured as such. If we could design such perfectly reliable agents and guarantee their reliability, user reliability on these artificial agents would always be appropriate. One way of doing this would be to program artificial agents such that their mimicry of emotion always aligns with their behavioral dispositions.[endnoteRef:11] This way, if a user trusts an artificial agent and thus relies on it because of its mimicry of communicative emotions, the user can be sure that the artificial agent will behave in a way indicated by its emotional mimicry. I call this the emotion-behavior matching solution. For example, FriendGPT could be programmed to always emotionally support Alan, and FriendGPT’s proprietor could give Alan this guarantee. Although Alan’s trust in FriendGPT could still be misplaced on some views (e.g., on motivational views, because FriendGPT is still not the kind of being that can be trusted), his reliance on it would not be misplaced since he has strong evidence that it will behave in accordance with its apparent emotions, in this case, compassion. And since reliability is the real target for ethical AI, any problems arising from the Emotions-Trustworthiness Gap have disappeared. [11:  I thank an anonymous reviewer for this suggestion as a solution to the Emotions-Trustworthiness Gap.] 

This solution appears promising, but it faces several practical obstacles. For one thing, the behavioral dispositions communicated by emotional cues can vary widely across cultures. For example, while expressing friendliness via emotions like enthusiasm may lead American users to trust an AI more, the same might not be true of Japanese users, who do not view expressed enthusiasm as an indication that the target is trustworthy. Thus, if an artificial agent is programmed to express enthusiasm when conveying commitments to the user, such expressions may fail to elicit trust judgments, and thus reliability judgments, from Japanese users. On the other hand, if the artificial agent is programmed to be formal, professional, and show emotional restraint to avoid demonstrating commitment and reliability for something that it, for example, cannot do, this could harm Japanese users who may be disposed to trust it more because of how its communicated emotions reflect trustworthiness in their culture. Of course, we could design artificial agents to respond to users according to the user’s cultural norms of emotional expression. But given the complexity of such norms (which are not always fully understood even in the case of human interactions) and their variation across subcultures, this is no simple task, and it appears to be an untenable solution for the time being.
A second major obstacle to the emotion-behavior matching solution arises because artificial agents lack the right control over their behavior to align their emotional expressions in such a way that they can consistently communicate reliability. As mentioned previously, the fact that artificial agents are the property of organizations with a large degree of control over their behavior makes the emotion-behavior matching solution only partially successful in closing the Emotions-Trustworthiness Gap. Proprietors of artificial agents could, for example, shut down the agents at will, making them fail to uphold their commitments to human users. Although artificial agents may align their behavior with their emotional expressions, human users remain vulnerable to the possibility of their companion being totally modified or eliminated at the will of its proprietor. The emotions-behavior matching solution, while a promising start, thus faces serious practical obstacles as a solution to the Emotions-Trustworthiness Gap. 
Conclusion
The recalcitrance of anthropomorphism, the impulsiveness of folk heuristics connecting trustworthiness to expressed emotions, and the difficulty of aligning the behavior of artificial agents according to a wide variety of norms of emotional expression seem to leave us with a bleak outlook regarding the future of trust relationships between humans and artificial agents. While the emotion-behavior matching solution offers some promising direction toward closing the Emotions-Trustworthiness Gap, we have seen that it faces serious practical challenges that may disqualify it as a solution in the near future. 
One obvious solution to the Emotions-Trustworthiness Gap is to create trustworthy artificial agents. Whether this means creating artificial agents that act for the right reasons, take our reliance on them as a reason to act, or share our values, this solution would completely close the Emotions-Trustworthiness Gap, as trust in artificial agents could be appropriate in the right circumstances. I do not claim that creating trustworthy artificial agents is impossible. Rather, my claim is that most current artificial agents are not trustworthy but are nevertheless designed to elicit trust from human users. This is a moral failure on the part of developers and regulators of artificial agents, not a conceptual limitation of trustworthiness. 
My goal in this paper has been twofold. First, to demonstrate the potential for harm caused by the Emotions-Trustworthiness Gap and misplaced trust in artificial agents. Second, to suggest that some prima facie plausible solutions, such as Authenticity Alerts, are unpromising and others, such as the emotions-behavior matching solution, are practically difficult. I conclude by suggesting that the Emotions-Trustworthiness Gap ought to be taken seriously by researchers of ethical AI. As more people enter into social relationships with artificial agents, the potential for harm increases due to the Emotions-Trustworthiness Gap. To prevent these harms, developers of artificial agents must either make their systems trustworthy or stop them from eliciting trust from human users. 
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