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**Abstract:** Detecting introspective errors about consciousness presents challenges that are widely supposed to be difficult, if not impossible, to overcome. This is a problem for consciousness science because many central questions turn on when and to what extent we should trust subjects’ introspective reports. This has led some authors to suggest that we should abandon introspection as a source of evidence when constructing a science of consciousness. Others have concluded that central questions in consciousness science cannot be answered via empirical investigation. I argue that on closer inspection, the challenges associated with detecting introspective errors can be overcome. I demonstrate how natural kind reasoning—the iterative application of inference to the best explanation to home in on and leverage regularities in nature—can allow us to detect introspective errors even in difficult cases such as judgments about mental imagery, and I conclude that worries about intractable methodological challenges in consciousness science are misguided.

## Introduction

Introspection plays a particularly important epistemic role in consciousness science. It is a basic source of evidence. Just as perception provides our basic source of evidence about the world, introspection provides our basic source of evidence about consciousness (Chalmers 2004; Goldman 2000; Jack & Roepstorff 2002; Overgaard 2023). A central task for consciousness science is to determine when and to what extent subject’s introspective reports are to be trusted. Sceptics doubt whether this can be achieved. They argue that the privacy of conscious experience together with the complexity of introspection as a process makes detecting introspective errors unachievable in practice if not impossible in principle (Irvine 2012: 634; Goldman 2004; Schwitzgebel 2011; Piccinini 2009; Spener 2015; Overgaard & Sandberg 2021).

We cannot dismiss this issue with a casual gesture at the common practice of triangulating introspective reports with behavioural and neural evidence (Bayne & Spener 2010; Jack & Roepstorff 2002; Seth, Dienes, Cleeremans, Overgaard, & Pessoa 2008; Timmermans & Cleeremans 2015; Velmans 2009). Without further clarification, triangulation only tells us what to do when these three lines of evidence converge. It tells us that introspective reports can be trusted when they are corroborated by behavioural and neural data. It provides no guidance about how to proceed when introspective reports diverge from behavioural and neural data (Irvine 2021). Nor can we simply quarantine these difficult cases and build a science of consciousness based solely on cases where introspective judgements agree with behavioural and neural data (Chalmers 2010; Bayne & Spener 2010). Many of the central debates in consciousness science today turn on whether introspective reports should be trusted when they conflict with behavioural and neural data: cases like blindsight and perceptual overflow. Should we, for example, take blindsight—a condition caused by damage to primary visual cortex that leaves subjects able to detect, localize and even identify stimuli they deny seeing (Cowey 2010)—to be evidence of “powerful forms of unconscious processing” (Brown, Lau, & LeDoux 2019: 765) or as involving “degraded but nonetheless conscious vision [that goes] unacknowledged” by the subject (Phillips 2021: 558)? And when participants in retrocuing paradigms say they clearly saw all the items in the array despite the fact that they can only recall some of them, is this because consciousness overflows cognitive access (Block 2007) or are subjects’ introspective judgments simply mistaken (Kouider, De Gardelle, Sackur, & Dupoux 2010). To answer these questions, we need a framework for detecting introspective errors.

A number of authors have suggested that we can appeal to inference to the best explanation to decide how to proceed in cases where introspective evidence diverges from behavioural and neural evidence (Flanagan 1992; Block 2007; Pauen & Haynes 2021; Michel 2023). However, these discussions have not fully addressed the sceptics worries, and as a result, many sceptics remain unconvinced (Schwitzgebel 2011; Irvine 2021). In this paper I will explain how the natural kind method (Shea & Bayne 2010; Bayne & Shea 2020)—the iterative application of inference to the best explanation to home in on and leverage regularities in nature—can address these concerns in a principled way.

In §1, I provide a brief taxonomy of sources of introspective error before explaining why privacy makes detecting introspective error particularly challenging in §2. In §3 I identify the two most pressing reasons for scepticism toward the possibility of controlling for introspective errors in consciousness science—the primacy worry and the arbitrariness worry—and explain why Matthias Michel’s recent discussion of calibration in consciousness science falls short of addressing them. In §4 I introduce the natural kind method as a framework for detecting measurement errors and explain how it can fill the gaps in Michel’s discussion. And in §5, I apply this framework to a particular case in consciousness science—the task of detecting introspective errors about conscious mental imagery.

## Sources of Introspective Error

An enduring thought in the philosophy of mind is that some introspective judgements about one’s own states of consciousness are immune to error. David Papineau, for instance, has argued that:

[T]he correctness of standard first-person judgements simply falls out of the special quotational-indexical structure of phenomenal concepts. If I judge phenomenally of some current state of perceptual classification that *it* is like *this*, there is no real room for me to be wrong. (Papineau 2002: 183; see also Chalmers 2003; Gertler 2012; Horgan & Kriegel 2007)

The idea here is this. Suppose you’ve just taken a sip of wine and formed the introspective judgement that the taste experience you are having right now is like *this*, where *this* is a special kind of concept that refers directly to the character of the taste experience in question. Such a direct phenomenal judgment, these authors argue, would be infallible.

As with many ideas in philosophy, this one is contentious. Not everyone accepts that phenomenal concepts have this quotational-indexical structure. What is not contentious however, is that the possibility of error creeps in as soon as we attempt to categorize and communicate our introspective judgments to others for the purposes of conducting scientific research. On this there is more or less a consensus.

Some of these errors may be best thought of as errors in communication. In these cases, subjects’ introspective judgements may be accurate, but error arises in the process of attempting to translate that judgement into a publicly available format.

Some sources of this kind of error are random. Consider slip-of-the-finger errors in studies collecting reports via button press. In these cases, subjects introspect accurately but mistakenly press the wrong button when attempting to communicate their introspective judgment.

Slip-of-the-finger errors and other random sources of communication error are not too difficult to control for. Firstly, because subjects can often tell when they’ve made one. But more importantly because there is no reason to suppose that subjects are more likely to accidently report that they saw a stimulus when in fact they did not than the converse. As such, random sources of communication error, can be effectively controlled for by averaging over many trials (Michel 2023).

More problematic are communication errors that stem from variation in how individuals use terms—one person’s ‘brief glimpse’ may be another’s ‘no experience’—and from the fact that both question-wording (Schwartz 1999) and task complexity (Irvine 2021) can significantly impact how participants report. These are more problematic because subjects are typically unaware of them, and because they are systematic—repeated trials are likely to yield the same error. As a result, scientists cannot control for them simply by simply running lots of trials (Michel 2023).

Perhaps the biggest challenge, however, is the possibility of genuine introspective errors. Communication errors are not the only source of error that scientists need to contend with. Sometimes subjects may simply be mistaken about what it is like to be them (Schwitzgebel 2008). Global scepticism about introspection has little to recommend it. Even Eric Schwitzgebel, who is more sceptical than most about the accuracy of introspection, grants that “some aspects of visual experience are so obvious it would be difficult to go wrong about them” (2008: 235). But we do not have equally secure introspective access to all of our conscious states. Consider the experiences associated with the flow state, or being-in-the-zone. As Uriah Kriegel has pointed out, our introspective access to experiences of flow is less direct than for contents at the focus of attention. The very process of directing introspective attention to the experience of flow requires leaving the state in question (Kriegel 2013: 1171). This makes it hard to get a good introspective ‘look’ at the target experience. And the absence of strong introspective evidence, we might suppose, increases the likelihood that we confabulate details about our own states of consciousness for the same reasons that the absence of strong perceptual evidence increases the likelihood that we confabulate details about the perceptual environment.

Something similar may be true for introspective judgements about contents outside the focus of attention (Chalmers 2010; Bayne 2015), and immediate retrospection (Hurlbert & Schwitzgebel 2007). In each of these cases, our introspective access to the experiences in question is indirect and the possibility of introspective error needs to be taken seriously.

A slightly different issue arises for introspective judgments about experiences associated with mental imagery and those resulting from direct brain stimulation. In these cases, the absence of a stable stimulus may result in an experience that is unstable over time—changing from moment to moment (Hohwy 2011). This too may make it hard to get a good introspective ‘look’ at the target experience and increases the likelihood of error. In fact, in these cases subjects often express a good deal of uncertainty about their own introspective judgment.[[1]](#footnote-1)

So, while global scepticism about the accuracy of introspective reports is unreasonable, global optimism is credulous. We need to take seriously the possibility that in some cases participants may fail to accurately communicate our introspective judgements to scientists, and that in some cases they may simply be wrong about what it is like to be them.

## Why Detecting Introspective Errors Is Hard

One reason why detecting introspective errors is hard stems from the fact that introspection, as a method, is private. Typically, science trades in public methods for gathering evidence (Piccinini 2003; 2009). Perception, for example, is a public method. We can all dip our toes into the same pool to gather evidence about its temperature. As a result, we can directlycheck other’s perceptual judgements. If you judge the pool to be below 20°C while I judge it to be clearly above 20°C, we can conclude that at least one of us is wrong. By contrast, we cannot all introspect into the same mind. I cannot introspect into your mind any more than you can introspect into mine. As a result, introspective judgements can only be compared indirectly.

Alone, this is not a deep problem. Replication in science does not require reproducing findings by using the same methods to investigate the same particular entity. In many cases this is not even possible. If a new antiviral effectively kills a sample of virus, subsequent researchers cannot deploy the same procedure to test the same sample. It is enough to reproduce the findings in different samples of virus, so long as we make sure there is no relevant variation from sample to sample.

In practice however, the fact that we can only compare introspective judgments indirectly presents a serious challenge because we cannot always assume there is no relevant variation from one conscious mind to another. This makes resolving introspective disagreement particularly tricky. Take conflicting introspective judgments about mental imagery. When I imagine my house as seen from the street I can kind of see it. My visual imagery is not crystal clear. It is not like actually looking at my house. But there is some visual phenomenology there. Something like “weak perception” (Pearson, Naselaris, Holmes, & Kosslyn 2015). Most people I speak to agree. When they engage in mental imagery, they experience something like weak perception too. But not everyone. Some people report that they have no visual experiences associated with mental imagery (Zeman, Dewar, & Della Sala 2015).

What should we make of this disagreement? Is one camp making an introspective error? If so, which one? Or are both camps introspecting accurately and the disagreement stems from variation across the human population?

Answering this question would not be such a problem if we had well-validated non-introspective methods for detecting consciousness. But here we run into another difficulty. Not only is introspection a private method, in consciousness science its targets are private too. States of consciousness are subjective in nature and introspection provides the only direct epistemic access to states of consciousness.

Those who are sceptical about the use of introspection in consciousness science worry that these complications make detecting and correcting for introspective errors in consciousness science either impossible in principle or at least unachievable in practice (Irvine 2021; Goldman 2004; Schwitzgebel 2011; Piccinini 2009; Spener 2015). As Irvine puts it:

…introspection is proposed to be the only method of investigating conscious phenomena… having no other methods with which to compare introspective methods, there is no clear way of establishing when introspective errors are made (2012: 634).

## Michel on Calibration in Consciousness Science

In a recent paper Matthias Michel has argued that these sceptical worries about the possibility of detecting introspective errors and achieving “calibration in consciousness science” rest on the mistaken assumption that “one cannot calibrate a procedure by comparing its outcomes with those of a procedure that is known to be inaccurate” (2023: 836).[[2]](#footnote-2) He argues that scientists have two lines of evidence for consciousness. One line of evidence stems from subjects' introspective judgements—Type 2 procedures (Michel 2023) or subjective measures as they are often called (Irvine 2021; Spener 2020). The other line of evidence about consciousness stems from perceptual sensitivity to a stimulus as measured by the signal detection theoretic measure *d’*—Type 1 procedures (Michel 2023) or objective measures (Irvine 2021; Spener 2020). While neither of these procedures is immune to error Michel points out that there is no contradiction in using defeasible sources of evidence to detect and correct for errors in other defeasible sources of evidence (Michel 2023: 836). The sceptic’s mistake, he suggests, is to assume that detecting and correcting for introspective errors about consciousness would require comparing the outputs of introspection-based procedures with some already well-validated gold-standard, which of course we do not have.

I learnt a lot from Michel’s discussion, and at the end of the day I agree with his conclusion: there is nothing so special about consciousness as an object of investigation that prevents us from detecting and correcting introspective errors via comparing them with non-introspective sources of evidence (Michel 2023: 839). But his discussion falls short of addressing the most pressing reasons for scepticism about the possibility of detecting introspective errors, and as a result, it is unlikely to persuade sceptics.

The two most pressing sources of scepticism, as I see it, are what I call the primacy worry and the arbitrariness worry. Neither assumes that concordance calibration requires comparison with a gold-standard. In the remainder of this section, I will unpack each of these concerns and explain why Michel’s discussion falls short of alleviating them. I will explain how natural kind reasoning can overcome them in section 4.

## The Primacy Worry

Michel claims that subjective and objective measures of consciousness are underpinned by independent “basic” epistemic principles. Introspection-based procedures are underpinned by the assumption that “people can usually tell whether they are conscious of something or not” (Michel 2023: 838). Objective procedures are underpinned by the assumption that the better one’s perceptual system is able to extract information about a stimulus and make it available for use in guiding thought and action, the more likely it is that one is conscious of it (837).

One source of scepticism stems from the thought—not an unreasonable one in my view—that the assumption underlying objective measures of consciousness is not epistemically basic. It is derived from reflection on our own case, from introspection. We notice that in our own case there is a striking correlation between being conscious of a stimulus and being able to use information about it to guide thought and action. And we infer from this that perceptual sensitivity and availability for planning and action are a defeasible guide to conscious perception.[[3]](#footnote-3) According to this view, introspection provides the only basic source of evidence about consciousness and “all other measures of consciousness are directly or indirectly derived from introspection” (Overgaard 2023; see also Goldman 2000; 2004).

Those who feel the force of the primacy worry do not doubt that defeasible measurement procedures can be used to calibrate other defeasible measurement procedures. What they doubt is that derivative measurement procedures can be used to detect and correct for errors in the procedures from which they were derived. I take it that this is what Morten Overgaard and Kristian Sandberg have in mind in the following passage:

How can we know, for instance, that any [objective] measure … is actually about the subjective experience of interest—and more so than the subjective report? It seems the only knowledge we could have comes from a prior correlation with introspective observation and report and, accordingly, cannot have any higher precision than the introspective observation/report. (2021: 1-2)[[4]](#footnote-4)

At first glance one might suppose that Michel’s discussion of the history of thermometry demonstrates that the primacy worry is misguided. But on closer examination it does not. Drawing on Hasok Chang’s influential work on the topic (2004), Michel points out that instruments for measuring temperature objectively were initially justified through their conformity with sensations of hot and cold. Despite this, it can be perfectly rational to take these instruments to be more accurate than sensations. To explain how, he points to an often-cited example involving a bucket of water. If you put one hand in a bucket of hot water and the other in cold water, and then put them both in a bucket of lukewarm water, the lukewarm water will feel both hot and cold at the same time. Your thermometer, however, will tell you that the water is actually quite uniform in temperature. In this case, the only reasonable thing to do is to take your thermometer to provide a more accurate guide than your perceptual judgements.

This example is useful. But there are some important disanalogies between it and the cases we care about in consciousness science. Firstly, in the bucket example, the principle of single value is doing a lot of work (Michel 2023). The principle of single value says that, quantum phenomena aside, things typically are not in several incompatible states at the same time. It would be very odd, for example, for a bucket of water to be both hot and cold simultaneously. This means that when our left hand is telling us that the bucket is warm while our right is telling us it is cool, we can safely assume that at least one of them is wrong.
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In the disputed cases in consciousness science the principle of single value is of little use. To be sure, if a subject were to report that they both were and were not conscious of a stimulus in a particular trial, then we could appeal to the principle of single value to infer that something has gone amiss with their introspective reports. But as Michel rightly points out, it is standard practice in consciousness science to collect many trials across many different subjects. And when comparing introspective judgements across trials and across subjects, we cannot help ourselves to the principle of single value since it is an open question how much subjects’ experiences may vary from trial to trial (Hohwy 2011), and how much experiences may vary across subjects (Fink 2018).

Secondly, this example does not actually address the primacy worry. To address the primacy worry we need to explain why there is no contradiction in taking derivative sources of evidence to defeat the sources of evidence from which they were derived. The bucket example does not demonstrate this. In the bucket example our perceptual judgments are defeated by other perceptual judgments, not by the outputs of thermometers. One hand tells us that the bucket is warm while the other tells us that it is cold. But we know that buckets of water are typically uniform in temperature, so our perceptual judgments defeat one another.

Moreover, demonstrating that it is possible for derivative sources of evidence to defeat basic sources of evidence is what is required to resolve the disputed cases in consciousness science. Consider the case of blindsight. Blindsight subjects do not deliver self-defeating introspective reports. The consistently deny seeing the stimuli. The question is whether we should take the fact that information about the stimuli is clearly being used to guide their behaviour to defeat their introspective reports.

Michel’s discussion does not engage with this question. Instead, he takes it for granted that the fact that objective measures diverge from introspective judgments in these cases gives us good reason to believe that above chance performance on discrimination tasks is not an accurate guide to consciousness in these cases (Michel 2023: 12).[[5]](#footnote-5) This leads us to a second source of sceptical worry: the arbitrariness worry.

## The Arbitrariness Worry

Another brand of sceptic is happy to grant that there is no in principle barrier to taking behavioural and neural evidence to defeat introspection. Instead, they worry that in the disputed cases in consciousness science—cases like blindsight—deciding which way to go will be arbitrary.

Consider again Michel’s claim that blind sight provides researchers with a good reason to believe that objective measures of consciousness are not accurate in some cases. Why should we accept that? If subjective measures and objective measures really are independent measures of consciousness, then one might suppose that in cases like blindsight where they deliver conflicting results the appropriate response is to remain neutral. To see why it will be useful to have a concept from Pollock’s work on defeasible reasoning on the table. The concept of “collective defeat” (Pollock 1994). To use Pollock’s own example, suppose Smith and Jones, two friends that you consider equally reliable, give you contradictory statements about whether or not it is raining outside. If you have no other evidence to go by and both Smith and Jones strike you as sincere, then the rational position to take is one of neutrality. You should withhold belief. Neither believing that it is raining, nor that it is not. Siding with either Smith or Jones, in this case would be arbitrary. Similarly, one might suppose that in the case of blindsight, the appropriate response is to remain neutral and that siding with either introspective or behaviour evidence would be arbitrary (Irvine 2021).

But one might think, that is a bit too quick. Not all sources of evidence carry the same evidential weight. To return to Pollock’s example, it would not be arbitrary to side with Smith if he had actually been outside while Jones had only read the weather report. And as a matter of fact, there are a range of cases where objective measures diverge from subjective measures and yet it is pretty clear how we should proceed. Take Anton syndrome for instance. Patients with Anton syndrome display profound visual deficits accompanied by lesions to the occipital cortex, but when asked about their visual experience they deny having any deficits and confabulate details of the visual scene around them (Maddula, Lutton, & Keegan 2009). In this case, introspection-based evidence conflicts with non-introspective evidence, and yet, no one thinks that neutrality is the appropriate stance to take. In cases like this it is pretty clear that patients’ reports are not to be trusted (Pauen 2023).[[6]](#footnote-6)

But here is where the real force of the arbitrariness worry comes in. Not all cases in consciousness science are this straightforward. There is genuine disagreement, for example, as to whether introspective evidence or behavioural evidence carries more evidential weight in cases like blindsight. What is more, whether or not a group of researchers takes behavioural measures to defeat introspection-based measures is likely to be tightly correlated with which theory of consciousness they pre-theoretically find most attractive. This makes converging toward consensus in consciousness science particularly difficult (Irvine 2013; 2017; 2021; see also Phillips 2018).

So, while there is a lot to like about Michel’s discussion, it has not addressed the central worries fuelling scepticism. He has not explained why there need be no contradiction in taking derivative sources of evidence to defeat the sources of evidence from which they are derived. Nor has it explained why there need be nothing arbitrary in deciding how to proceed in cases where introspective reports diverge from non-introspective sources of evidence. As a result, it would be understandable if sceptics remain unconvinced.

## Iterative Natural Kind Reasoning: A Method for Detecting Measurement Errors

Natural kind reasoning involves the iterative application of inference to the best explanation to home in on and leverage regularities in nature. It can provide a generalizable epistemic framework for thinking about the development of novel measurement procedures that can address the sceptical worries discussed in the previous section. It is closely related to Chang’s notion of epistemic iteration, however Chang himself does not directly appeal to explanatory considerations (2004; 2017).[[7]](#footnote-7) And it has been discussed as a framework for thinking about the detection of consciousness in disorders of consciousness (Shea & Bayne 2010, Bayne & Shea 2020), non-human animals (Birch 2022), artificial systems (Dung 2022; Mckilliam forthcoming) and in the absence of cognitive access (Shea 2012; see also Mckilliam 2024; Bayne et al. 2024).

Applied to the case of thermometry and painting with a broad brush, natural kind reasoning suggests the following two-step strategy. The first step involves inferring that perceptual judgements of temperature and thermometers are measuring the same phenomenon. We note that there is a striking correlation between how hot or cold something feels to the touch and how much it causes fluids to expand or contract. And we reason that this is best explained by the existence of a natural phenomenon—in this case temperature—that causes both i) sensations of hot and cold, and ii) fluids to expand and contract.

In the second step we deploy inference to the best explanation once again to decide between competing explanations for why our perceptual judgement diverges from the thermometer in a particular case. If the best explanation for divergence is that something has gone wrong with our perceptual judgment, then that is what we should conclude.

This framework can allow us to detect measurement errors even in situations where initial sources of evidence are not self-defeating and where the principle of single value cannot be safely assumed. Consider a modified version of the bucket example from earlier. First you dip your hand in one bucket and record your perceptual judgement: it feels cold. At the same time, you also measure it with your thermometer. Then you dip your hand into a second bucket of water and note that this one feels considerably warmer. When you check it with your thermometer however, your thermometer suggests that both buckets are the same temperature. In this case there is nothing internally inconsistent about your perceptual judgements—they do not defeat one another—and we cannot safely assume the principle of single value—the buckets very well may be different temperatures. But we can still leverage inference to the best explanation to decide how to proceed.

One potential explanation for the disagreement between your perceptual judgement and the thermometer is that perceptual judgements of temperature and thermometer readings do not have a common cause. But if that were the case, then the striking correlation between the two would be, as Ian Hacking would say, a preposterous coincidence (1983). Another potential explanation is that something has gone wrong with this particular thermometer reading. But if no confounding factor can be identified that would explain why the usually reliable thermometer got it wrong in this particular case, the best explanation for the divergence in this case is that you have made a perceptual error.

Applied to the study of consciousness, the natural kind method suggests the following strategy. 1) Start with subjects’ introspective reports as a defeasible guide to consciousness. 2) Look for behavioural capacities and neural processes that are systematically correlated with introspective reports in a way that is best explained by a common underlying mechanism. 3) Leverage evidence of that underlying mechanism to decide how to proceed in cases where introspective reports diverge from behavioural and neural evidence.

This framework has the resources to address both the arbitrariness worry and the primacy worry discussed in the previous section. There is no contradiction in taking derivative sources of evidence to override the sources of evidence from which they were derived when doing so provides the best explanation of all the data. And we can appeal to explanatory considerations to determine how to proceed in cases where introspective evidence diverges from behavioural and neural evidence.

In the remainder of the paper, I will demonstrate how this framework can be applied to a particular case in consciousness science—introspective judgements about conscious mental imagery. This is an interesting case for a number of reasons. First, a failure to resolve disagreements about mental imagery played a role in the collapse of introspectionist psychology a century ago (Boring 1953). And second, until recently, mental imagery has been seen by some as a paradigm example of the unreliability of introspection as a source of data for consciousness science (Schwitzgebel 2011). Experimental results from the last few years suggest otherwise.

## Detecting Introspective Errors about Conscious Mental Imagery

The idea that the vividness of mental imagery varies from person to person, and can even be entirely absent is not new. It dates back at least to Francis Galton (1880). However, the past decade has seen a considerable resurgence of interest in the topic and the term ‘aphantasia’ has been coined to refer to those who report an absence of any conscious experiences associated with acts of mental imagery (Zeman, Dewar, & Della Sala 2015).

Today, the vividness of mental imagery is most commonly assessed via the Vividness of Visual Imagery Questionnaire (VVIQ). The VVIQ instructs participants to imagine a range of scenes and then answer a range of questions relating to the vividness of any associated experiences of mental imagery on a 5-point scale ranging from 5: "Perfectly clear and as vivid as normal vision" through 1: "No image at all, you only “know” that you are thinking of an object" (Marks 1973).

As one might expect, self-reported aphantasics tend to score quite low on the VVIQ—typically <32 out of a possible 160. Initially there were serious doubts about the reliability of the VVIQ and self-reports about mental imagery in general (Schwitzgebel 2011). However, in recent years a number of striking correlations are beginning to emerge between introspective judgements about the vividness of mental imagery and a range of physiological effects.

For example, it has been known for some time that mental imagery can prime which stimuli resolves first in binocular rivalry (Pearson, Clifford, & Tong 2008). If you are shown a grid of vertical green lines to your left eye, and a grid of horizontal red lines to your right eye, the resulting perceptual experience is not a mash of the two, but rather oscillates between them. First, you see the red grid, say, then the green grid, then the red grid again. Imagining a green grid prior to rivalry increases the probability that you will see the green grid first while imagining the red grid makes it more likely that you will see the red grid first. In a 2018 study, Keogh and Pearson found that this effect is absent in people who report no experience of mental imagery. Self-diagnosed aphantasics “showed almost no imagery-based rivalry priming” (Keogh & Pearson 2018: 53).

A second study by the same group of researchers found that aphantasic individuals exhibit a dampened fear response—as measured via skin conductance levels—when reading scary stories. While their skin conductance levels were not significantly different from non-aphantasics when viewing scary images, when they read scary stories, their fear response was considerably lower than that of individuals who were capable of forming and experiencing mental images of what they read. This finding fits with the hypothesis that mental imagery serves as an “emotional amplifier” (Holmes, Geddes, Colom, & Goodwin 2008), and suggests further correlations might be found between imagery capacities and various psycho-pathologies such as post-traumatic stress disorder. If every time you thought about a past traumatic event the thoughts were accompanied by vivid imagery, we might expect them to be more traumatic than if there was no imagery at all (Ji, Kavanagh, Holmes, MacLeod, & Di Simplicio 2019).

A more recent finding suggests that the brightness of an imagined object is correlated with pupil dilation in much the same way that pupil size is correlated with the brightness of a perceptual object, but not for aphantasics (Kay, Keogh, Andrillon, & Pearson 2022). While aphantasics display normal pupil responses to perceptual stimuli and cognitive load, they do not display any significant pupil responses when instructed to imagine those same perceptual stimuli.

It is still early days in this research and it is worth noting that not all recent findings are pointing in the same direction here. For example, a recent study by Pounder and colleagues found that Shepard and Metzler’s (1971) classic finding—the time it takes to complete a mental rotation task is correlated with how far one has to mentally rotate the image—was conserved in a group who scored low on the VVIQ (<32) (Pounder, Jacob, Evans, Loveday, Eardley, & Silvanto 2022). Whether this will replicate with those at the very extreme end of the low score (<20) is unclear. Nor is it entirely clear how to square this with the fact that aphantasics often report deploying non-imagistic strategies when completing mental rotation tasks, and these reports have been corroborated by the fact that their responses are not affected by the oblique effect (Keogh & Pearson 2021).

Despite the fact that many questions remain open, what is emerging is a cluster of correlations linking subjects’ introspective reports of the vividness of mental imagery as measured via the VVIQ and a cluster of physiological effects. What might best explain these correlations? One attractive thought is that there exists a distinct kind of information processing—presumably overlapping with a kind of perceptual processing—that i) facilitates conscious experiences of mental imagery and also ii) primes for subsequent rivalry iii) amplifies emotional responses iv) impacts the size of one’s pupils, and who knows what else.

If there is a distinct form of information processing associated with conscious mental imagery, then we can expect further details to emerge concerning its functional profile and neural basis. But even these early findings give us a battery of tests that we can use to detect introspective errors about experiences of mental imagery. In the remainder of the paper, I sketch two scenarios to outline how this might go.

## Scenario 1—Detecting False Positives

A measurement procedure delivers a false positive when it indicates that a particular condition is present when in fact it is not. When I engage in mental imagery it seems to me that I have something like a weak perceptual experience. This introspective judgment would be a false positive if, in fact, I did not have anything like a weak perceptual experience when engaging in mental imagery. Relatedly, if I score high on the VVIQ when in fact I have no conscious mental imagery, then in this particular case the VVIQ would have delivered a false positive. Can we detect introspective false positives?

Suppose we found that my engaging in mental imagery does not produce any priming effects, and neither does it raise my skin conductance levels above baseline or have any significant effect on the size of my pupils. A number of hypotheses might explain this. One possibility is that we were too quick in drawing conclusions about the functional profile of conscious mental imagery. Perhaps, it is not the case that the kind of information processing that gives rise to experiences of mental imagery also primes for subsequent rivalry, impacts pupil size, and amplifies emotional responses. But if that is true, then the striking correlation between reports of imagery and these physiological effects in others remains unexplained. Another possibility is that something has gone wrong with the experiments. Perhaps, my mental imagery really is eliciting a priming effect and a fear response, and it really is causing my pupils to dilate, we just have not found evidence for these effects due to experimental error. But if we cannot find anything that would explain why these paradigms are failing to find these effects in me, despite finding them in others, then the weight of evidence begins to shift toward a third hypothesis: I am simply mistaken about my own experiences of mental imagery.

True, we cannot be certain of that hypothesis. But that is no different from the situation we find ourselves in elsewhere in science. Unless we insist that introspective judgements about mental imagery are infallible, we should remain open to the possibility that in certain situations, the only sensible conclusion to draw is that subjects are simply wrong about their own conscious experiences.

## Scenario 2—Detecting False Negatives

A measurement procedure delivers a false negative when it indicates that a particular condition is absent when in fact it is present. Suppose that when someone engages in mental imagery it seems to them that they had no associated imagery experience. This introspective judgment would be a false negative if, when engaging in mental imagery, they do in fact have something like a weak perceptual experience. Similarly, if someone scores very low on the VVIQ despite having rich sensory experiences associated with acts of imagery, then the VVIQ will have delivered a false negative. Can we detect introspective false negatives?

In this case, things are a little more complicated. Suppose that someone introspectively judges that they have no visual experiences when they attempt to engage in mental imagery and as a result scores low on the VVIQ, but when we run them through our battery of physiological tests, we find that they test positive on all three. Instructing them to engage in mental imagery primes which of two rivalrous stimuli resolves first, reading scary scenes raises their skin conductance levels just as it does with those who experience mental imagery, and their pupils dilate whenever they imagine bright objects. Suppose also that we have ruled out experimental error and the hypothesis that experiences of mental imagery and these physiological effects do not have a common cause. Two hypotheses remain at least prima facie plausible. One hypothesis is that they have made an introspective error. They really are consciously experiencing mental imagery, they are just wrong when they say they are not. The other appeals to the possibility of “unconscious mental imagery” (Nanay 2020). According to this hypothesis, the participant is right—they have no conscious experiences of mental imagery—the imagery-based physiological effects are elicited instead by a kind of information processing that can be entirely unconscious.

The idea is not without warrant. There are a range of findings that suggest that perception can be both conscious and unconscious (Peters, Kentridge, Phillips, & Block 2017). This is hotly debated of course, but it provides at least conditional support for unconscious imagery. If unconscious perception is possible why not unconscious imagery? There are also some experimental results that can be interpreted as supporting the existence of unconscious mental imagery. It turns out that while imagining a stimulus primes for subsequent rivalry, actively trying not to imagine the stimulus does too. When participants are prompted with ‘red apple’ subsequent rivalry is primed irrespective of whether the participant imagines a red apple or refrains from imagining a red apple (Kwok, Leys, Koenig-Robert, & Pearson 2019). Bence Nanay takes these results to “strongly indicate that it is unconscious imagery [rather than conscious mental imagery] that primes binocular rivalry” (2020: 5). This is not the only interpretation of these results of course. But it is not an unreasonable one.

So, we face a puzzle—a puzzle that will be familiar to those working on the methodological challenges associated with measurement in consciousness science (see for example Block 2007; Shea 2012; Philips 2018). Has our subject erroneously introspected that they have no conscious imagery when in fact they do? Or have they accurately introspected that they have no conscious imagery, and this cluster of physiological effects are elicited by unconscious imagery? Can we even answer this question?

We can. The hypothesis that our subject engages in mental imagery that they do not consciously experience predicts that there is further variation within the population. They would not belong with the aphantasics, for they do not display either imagery-based priming or the imagery-based fear response. But nor would they belong with non-aphantasics either since non-aphantasics experience conscious mental imagery and our hypothetical subject does not. Our hypothetical subject would belong to a third category of people, those who can engage in mental imagery, but only unconsciously.

Whether or not this further form of variation within the population exists is, of course, something we can test empirically. If there is this further form of variation within the population then we ought to be able to find corroborating variation at the cognitive and neurobiological level. As it stands there is insufficient evidence to confidently say whether or not this additional variation exists, but either way the evidence turns, we will be able to appeal to inference to the best explanation to determine whether or not our subject’s introspective judgment has erred.

Suppose that after a thorough search, no evidence corroborating this further variation is forthcoming. Some people can engage in conscious mental imagery, and some people cannot engage in mental imagery at all, but there does not seem to be anyone who can engage in mental imagery only unconsciously. In this case, the best explanation for all the data will be that our subject’s introspective judgements about their own mental imagery are simply mistaken.

Alternatively, suppose we do find corroborating evidence of this additional form of variation at the cognitive and neurobiological level. In that case, we can ask whether or not our subject exhibits the relevant variation. If they do, if our subject exhibits the characteristic features of someone who can engage in mental imagery but only unconsciously, then their introspective judgements about mental imagery would be corroborated. If they do not, if they exhibit all the neural and physiological characteristics of someone who has conscious mental imagery, then we should conclude that their introspective judgement has erred and that they are simply wrong about their own experiences of mental imagery.

## Conclusion

I have argued that natural kind reasoning—the iterative application of inference to the best explanation to home in on regularities in nature—can be leveraged to detect and correct for introspective errors in consciousness science. If you accept that subjective experience is systematically related to cognition and neural mechanisms in some way or other, then you should also accept that the iterative application of inference to the best explanation should allow us to home in on this systematic relationship and leverage it to detect introspective errors. I have demonstrated how this can work in the case of conscious mental imagery, but the strategy itself is a general one. This is a cause for optimism, not just about the use of introspection in consciousness science but about the prospects of consciousness science more generally. It suggests that the persistent worries that consciousness science faces insurmountable methodological challenges are misguided. We do not need any radical new methods to resolve disputes over the relationship between consciousness and cognition. The iterative application of good old inference to the best explanation will work just fine. Of course, in practice, detecting and controlling for introspective errors will be extremely difficult, but progress in science rarely comes easy and we should expect progress in consciousness science to be no different.
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