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What should we make of systems that behave just like conscious creatures but operate via mechanisms that are profoundly different from our own? How should we even think about mechanistic similarity and difference in this context? To answer these questions, I take a closer look at the inferential machinery that allows us to justifiably draw conclusions about consciousness in others. I argue that inferences about consciousness in others are best viewed as involving analogical inferences grounded in explanatory considerations. I conclude that profound mechanistic difference severs the evidential link between behavioural evidence and subjective experience. I then draw on recent developments within the mechanistic philosophy of science to motivate a conception of mechanistic similarity that is not wedded to similarity of physical substrate and outline a strategy for resolving disputes about whether it is cognitive similarity or neural similarity that matters for inferences about consciousness.

**Keywords:** animal consciousness; artificial consciousness; natural kind reasoning; argument from analogy; inference to the best explanation; mechanisms

## Introduction

To gather evidence about consciousness in ourselves we can rely on introspection—reflection on our own case. Naturally, we cannot gather evidence about consciousness in others in this way. Instead, we draw inferences about the experiences of others based on two sources of objectively observable data—behaviour and brain processes. What should we do when these two lines of evidence diverge? In particular, what should we make of systems that behave just like conscious creatures but operate via mechanisms that are profoundly different from our own? How should we even think about mechanistic similarity and difference in this context?

One approach to these questions is theory heavy (Birch 2022). The theory heavy approach is guided by the thought that in order to answer questions about the distribution of consciousness throughout the world we first need a theory of consciousness, one that tells us what consciousness is and what kinds of systems can have it (Tononi and Koch 2015; Carruthers 2019). This is not the approach I adopt here. There are currently many theories claiming to be theories of consciousness. Many of these theories are targeting different, but equally real features of our neurocognitive mechanisms and it is unclear how to decide between them in the absence of consensus concerning how to measure consciousness (Irvine 2017; Seth and Bayne 2020; Mckilliam 2024). Moreover, many of these theories are silent on the question of whether and to what extent mechanisms matter for consciousness (Butlin, Long, *et al.* 2023).[[1]](#footnote-1) Global Workspace Theory, for example, can be interpreted as either binding consciousness to a certain computational architecture or to a particular neural implementation of that architecture. Why should we prefer the former to the latter?

Answering this question has been dubbed the “harder problem of consciousness” (Block 2002) and some authors worry that it may be empirically unresolvable (Michel 2019).[[2]](#footnote-2) That may be so if we insist on adopting a theory heavy methodology. But there is an alternative.

Rather than starting with a theory of consciousness, we can start with epistemology and see if we can make progress that way. What exactly do I mean by starting with epistemology? Well, we can think of the question of consciousness in others—be they human or otherwise—as just a special case of a broader set of questions in the epistemology of science concerning how to draw conclusions about unobserved states of affairs. The epistemological approach to the question of other minds, which subsumes the “theory-light” approach (Birch 2022) and “natural kind method” (Shea and Bayne 2010), asks: What are the conditions that allow us to draw conclusions about unobserved states of affairs in general? And how can they help us decide whether mechanisms matter for inferences about consciousness?

One advantage of this approach is that it is relatively neutral about contested issues concerning the nature of consciousness—reductionists, functionalists, and dualists can all get on board. But it is not entirely neutral. There are two assumptions that we need. First, we need to assume that introspective judgements about consciousness are not wildly unreliable. We do not need them to be infallible. Or even close to it. But if introspection is no more reliable as a guide to consciousness than, say, Tarot is as a guide to the future, then we are in trouble.

The second assumption we need is that consciousness is a natural phenomenon. What do I mean by that? Well, at a first pass, I mean that the category of conscious entities is more like the category of ‘things that are alive’ than the category of ‘things that are cool, hip, or trendy’. There is a real partitioning in the world that separates living things from non-living things. That partitioning may be fuzzy about the edges—viruses appear to be edge cases—but it is no less real because of it. Moreover, that partitioning exists irrespective of how we choose to deploy the term ‘life’. By contrast, what is and is not ‘cool’ is, in a sense, up to us—or, rather, it is up to the cool kids who live in the trendy part of town. To say that consciousness is a natural phenomenon is to say that there is a real partitioning in the world that separates those entities that are conscious from those that are not, it is not something that we simply get to decide. That partitioning may be fuzzy about the edges, but it is no less real because of it.

There is more to be said about each of these assumptions. But both are widely, though not universally, accepted within the literature. For example, Schwitzgebel has at times questioned whether introspection is sufficiently reliable for the purposes of consciousness science (2011), though see Mckilliam (forthcoming). And Carruthers has questioned whether consciousness really is a natural phenomenon (2019). Rather than attempt to defend either of these assumptions here, I want to explore the implications of accepting them.

The paper proceeds as follows. The first half of the paper aims to develop a particular view of the nature of inferences about consciousness in others—they are analogical inferences grounded in explanatory considerations. The second half argues that, if this is right, then mechanisms do matter for inferences about consciousness, and that the relevant mechanisms are cognitive mechanisms.

I begin by introducing a distinction between explanatory abduction and analogical abduction—analogical inferences grounded in explanatory considerations. In section three I make the case that inferences about consciousness in others are analogical abductions. In section four I explain how the iterative application of inference to the best explanation to home in on and leverage regularities in nature—sometimes dubbed iterative natural kind reasoning (Shea and Bayne 2010; Bayne, Seth, *et al.* 2024; Mckilliam 2024)—can resolve traditional objections to arguments from analogy. In section five I explain why, if I am right that inferences about consciousness are analogical abductions, then evidence of profound mechanistic difference undercuts behavioural evidence of consciousness. And in section six I suggest that we can make progress on the question of which mechanistic differences undercut behavioural evidence by considering which details best explain why the cluster of consciousness-related capacities hang together.

## Analogical abduction and explanatory abduction

Traditionally, analogical reasoning and inference to the best explanation have been taken to provide alternative solutions to the problem of other minds (Pargetter 1984; Hyslop 1995; Avramides 2020). This strikes me as unfortunate. To my mind, the most attractive account requires combining the two (Melnyk 1994). Inferences about consciousness in others are analogical inferences grounded in explanatory considerations. To make sense of this idea, it will be useful to distinguish two modes of inference involving appeals to explanatory considerations that I call analogical abductions and explanatory abductions. Both appeal to explanatory considerations for justification, but they do so in different ways. Let me explain.

Sometimes we infer the existence of a phenomenon that we have not observed on the grounds that its existence would neatly explain the data we have observed. Suppose I wake to find that the street is wet and infer that it rained last night. I did not directly observe it raining, and the fact that the street is wet does not entail that it rained last night—perhaps the neighbours decided to have a 3am water fight. Nonetheless, the hypothesis that it rained last night explains why the street is wet and does so better than the alternatives. As a result, I am justified in concluding that it probably rained last night. In this case, the phenomenon I’m drawing an inference about is doing explanatory work. The rain explains why the streets are wet.

Explanatory inference is a common strategy in science. When 19th-century mathematicians Urbane Le Verrier and John Couch Adams inferred the existence of Neptune, they did so because the existence of an eighth planet provided the best explanation of the peculiarities of Uranus’ orbit (Baum and Sheehan 2013). When Joseph Goldberger inferred that pellagra—a disease characterized by diarrhea, dermatitis, dementia and ultimately death—was caused by nutritional inadequacies and not by the transmission of germs, he did so on the grounds that that hypothesis best explained why his attempts to infect well-fed individuals failed (Bollet 1992). And when neurologists infer the location of a lesion based on specific behavioural deficits, they do so on the grounds that, together with background theory, a lesion in that location would explain the deficits. In each case, the phenomenon that one is drawing an inference about is doing explanatory work.

By contrast, when we make analogical abductions, the property, event, or thing we are drawing an inference about is not doing explanatory work. Examples help illustrate this point. Suppose you are in the market for a new book. You walk into a bookstore and pick up a copy of the intriguingly titled “50 Shades of Grey” by E.L. James. You read the blurb and flick through some of the pages, but ultimately decide that this is not the book for you; the characters, the plot, and the writing style, just don’t appeal. You then turn to the next book on the shelf, also titled “50 Shades of Grey” and written by the same author. This time, you do not pick it up and flick through the pages. You infer that it too will not be to your liking and instead search for a book with a different title.

This seems to be a perfectly reasonable thing to do. But notice that in this case the properties you are projecting—characters, plot structure, writing style, and so on—are not doing explanatory work—at least not if we accept the orthodox view that explanations cite causes (Salmon 1984; Woodward 2003; Lipton 2004). The fact that the book has a plot and writing style that you will not enjoy does not explain why you did not pick it up. Rather, it is your belief that the book has a plot and writing style that you will not enjoy that explains why you did not pick it up. What then, justifies your belief?

Again, explanatory considerations do, but in this case, rather than doing explanatory work, the properties being projected come along for the explanatory ride. In the case of books, we know there to be a similarity-generating mechanism explaining why some of the properties of books—title, author, plot structure, characters, and writing style—reliably cluster together. Books, or rather, the stories they contain, are an example of what Ruth Millikan has called historical kinds—they descend via a process of copying from a single point of creation (Millikan 1999; 2000; see also Sober 2000). This copying process explains why books that have the same title and author tend also to have the same characters, and plot structure. So, if you observe that one book titled “50 Shades of Grey” has a writing style and plot structure that is not to your liking, you can justifiably infer that other books titled “50 Shades of Grey” will also have a writing style and plot structure that is not too your liking.

This inference is defeasible of course. If you were to learn that E.L. James authored two very different books both titled “50 Shades of Grey”, this would undercut your inference. But unless you have a reason to think that “50 Shades of Grey” is unusual in this regard, it is reasonable to prefer the simpler hypothesis that the two books will have the same plotline, characters, and writing style. In this case, even though the properties being projected is not doing explanatory work, explanatory considerations—simplicity, for example—are still at play in justifying your inference.

Consider another example. Suppose you stumble across a chilli bush with a bounty of bright red chillies ready for harvest. You pick one, take a bite, and note that it is quite spicy. You infer that the rest of the chillies on the bush will be similarly spicy. This seems like a perfectly reasonable inference to make, but again, the property you are projecting is not doing explanatory work—the chillies being spicy does not explain why they are all growing on the same bush. Nonetheless, your inference can still be justified by appealing to explanatory considerations. You know that spiciness is primarily determined by the presence and quantity of the chemical, capsaicin. And you know there to be a similarity-generating mechanism that would neatly explain why all the chillies on the bush have a similar amount of capsaicin—namely, they have all grown on the same plant under the same growing conditions. So, you infer that each of the chillies will contain a similar amount of capsaicin and will therefore be similarly spicy. Again, this inference is defeasible. If you were to learn that someone had grafted a different strain of chillies onto one side of this plant this may defeat your inference. But in the absence of a reason to think that this chilli bush is unusual in this regard, you are justified in accepting the simpler hypothesis.

## Inferences about consciousness in others are analogical abductions

Turning now to consciousness, are inferences about subjective experience explanatory abductions or analogical abductions? Does subjective experience do explanatory work, or does it come along for the explanatory ride? Those who appeal to inference to the best explanation when drawing inferences about consciousness are often unclear on this. Indeed, sometimes they appear to jump between the two. Consider Michael Tye’s discussion.

I see you lying on the road with blood trickling down your arm and your bicycle with a bent front wheel. You are groaning and you have a tense look on your face. You ask me if I have any aspirin… The pain hypothesis [the hypothesis that you are in pain] offers a straightforward explanation of your behavior, an explanation better than any other available. So I am justified in embracing it. (Tye 2017: 58)

In this passage, Tye is clearly endorsing the claim that ‘pain’ is doing explanatory work. The hypothesis that you are in pain provides the best explanation of your behaviour. However, as Tye goes on to explain, the concept ‘pain’ has two aspects to it.

On the one hand, there is the unpleasant, subjective felt quality: pains hurt. On the other hand, there is the causal role pain plays: pain is a state that is normally caused by bodily damage and normally causes a variety of psychological and physical reactions. (Tye 2017: 58)

Which aspect of pain does Tye take to be doing explanatory work? At times he seems to suggest that the felt quality—the subjective ouchiness—does explanatory work. He writes: “It is a truism that we want to get rid of pain and that we behave in ways that reduce or eliminate it *because of how it feels*” (2017: 75 my italics). And elsewhere: “our experiences have distinctive functional roles as well as subjective aspects. But they function in the ways they do precisely *because* of how they feel” (2017: 93). But in other places, he seems to suggest that subjective experience merely comes along for the explanatory ride. This is clearest in his response to the solipsistic hypothesis that only he has subjective experience. He notes that “the hypothesis that you undergo ersatz pain [a functional analogue of pain without the pain experience] is not as good an explanation of the facts as the hypothesis that you experience pain just as I do” (Tye 2017: 60–61). In this passage, Tye appeals to explanatory considerations to justify belief in the hypothesis that other humans are like him in the sense that they have subjective experiences. But in this case, subjective experience isn’t recruited to do work in explaining behaviour. Rather, it comes along for the explanatory ride.

So, which is it? Is subjective experience a theoretical construct postulated to do explanatory work? Or does it come along for the explanatory ride? I am inclined to say that subjective experience comes along for the explanatory ride. To see why you might want to say that, ask yourself the following question: Would it be rational for an intelligent but non-conscious being to postulate the existence of subjective experience to explain the behavioural capacities of conscious creatures? It is not clear that it would. It might postulate all manner of psychological constructs—beliefs, desires, predictions, action plans, self-models, and so on—but given the widely held assumption that the behaviour of conscious beings can be exhaustively explained in psychological, neurocognitive terms that are purely third-personal, from the perspective of a non-conscious agent, postulating that some of these psychological states also feel like something from a subjective perspective would be superfluous. It would be assuming the existence of an additional entity that does no explanatory work. When deciding between a purely third-person account of human psychology and one that also postulates that some psychological states also feel like something from a first-person perspective, a non-conscious agent should presumably prefer the former.

The same is not true for us of course. We are conscious. We know from our own introspective reflections that some psychological states feel like something from a subjective perspective. And so, we will have reason to prefer the explanations that take some of these psychological states to be accompanied by subjective experiences.

To be clear, in saying that subjective experience comes along for the explanatory ride I do not mean to imply that we cannot appeal to subjective experience in causal explanations. Nor do I mean to suggest that subjective experience is epiphenomenal. If it turns out that subjective experiences *just are* brain states, then they are not epiphenomenal. All that is being claimed here is that subjective experience is not something we postulate the existence of in order to do explanatory work.

One might object at this point, that some subjective experience can do explanatory work in some cases, in particular in those cases involving reports of what Chalmers’ calls “problem intuitions” (Chalmers 2018; see also Schneider 2019). Perhaps a non-conscious agent would postulate the existence of subjective experience to explain why we humans sometimes report being puzzled about the possibility of spectrum inversions for example. But even if subjective experience can do explanatory work in the limited range of cases involving reports of “problem intuitions”, in most cases, particularly those relevant to consciousness in non-human animals, subjective experience is best treated as coming along for the explanatory ride.

If that’s right, then at for the least the majority of cases, inferences about consciousness in others are analogical abductions. We reflect on our own case, recognize that in us, some psychological states feel like something from a subjective perspective, and then we project this feeling like something from a subjective perspective onto other systems that we judge to be in the same psychological state on the grounds that their being in that psychological state best explains their behaviour.[[3]](#footnote-3)

## How explanatory iteration can help resolve the traditional objections to arguments from analogy

While researchers are generally happy to allow for analogical inferences about books and chillies, many doubt whether the same strategy can be extended to the case of consciousness (Hyslop 1995; Tye 2017; Bartha, 2019). In the everyday cases, like those involving books and chillies, we already know which similarities are relevant and which are not. We know this in part because we have illuminating explanations of the properties in question, and in part because we can appeal to previous successful inferences involving chillies and books. In the case of consciousness, not only do we lack an illuminating explanation of the phenomenon, we also only have access to a single case—our own. How then, are we supposed to figure out which similarities are relevant, and which are not?

I take it that this is what Tye has in mind when he writes:

“The trouble with the analogical inference to other minds is that the evidence pertains only to me, whereas the conclusion pertains to others, to people who are not me. How can I be confident that the similarities between myself and other people are relevant, given that all the evidence pertains to me alone?” (Tye 2017: 56)

Once we allow explanatory considerations to guide our analogical inference, these concerns begin to lose their bite. I happen to be 183cm tall and physically located in Melbourne. But neither of these facts seem to be relevant to whether or not I am conscious. Although we cannot definitively rule out the possibility that I was not conscious when I was a child and shorter than I am now, or that I might suddenly cease to be conscious when I move to Taiwan later this year, explanatory considerations strongly speak against odd-ball hypotheses like these.

This is a start, but there are a wide range of factors that are not so clear cut. How do we address those? A number of papers have emerged in the last few years exploring how iterative natural kind reasoning can allow us to home in on a cluster of behavioural markers of consciousness (Shea and Bayne 2010; Bayne and Shea 2020; Birch 2022; Bayne, Seth, *et al.* 2024; Brown, Paul, and Birch 2024; Mckilliam 2024). The general idea is that through reflecting on one’s own case we can come to notice a host of correlations between consciousness and various cognitive abilities. States that feel like something to be in are generally also available for thought, planning, verbal report, and so on. What might explain this correlation? One plausible hypothesis is that our brains engage in a distinct kind of information processing—conscious processing—that both feels like something from a subjective perspective and facilitates each of these cognitive abilities.

We can further refine the contours of the cluster of capacities that are facilitated by conscious processing by leveraging masking paradigms to probe the differences between conscious and unconscious perception in humans. For example, in us humans, the ability to i) override priming effects in the performance of goal directed actions (Debner and Jacoby 1994), ii) rapidly learn pattern reversals (Travers, Frith, and Shea 2018), and iii) integrate information across sensory modalities (Palmer and Ramsey 2012) all seem to require, or at least be facilitated by conscious processing—masking a stimulus so that it is registered by the brain but not consciously perceived systematically switches off each of these capacities. We can further fine-tune the list of behavioural markers by investigating whether a subset of this cluster also come online all at once in infant development and across phylogenetic time. In this way we can home in on a cluster of behavioural capacities that are the relevant ones for making analogical abductions about consciousness.[[4]](#footnote-4)

The picture that is emerging here is that there is a distinct kind of information processing that our brains engage in that can serve as a similarity-generating mechanism for drawing analogical abductions about consciousness. If a creature possesses a cluster of behavioural capacities that are systematically switched-off by masking in roughly the same way that they are in us, that is compelling evidence that they too engage in the mode of information processing that in our own case happens to feel like something from a subjective perspective.

There are already numerous papers leveraging this strategy to draw inferences about consciousness in infants (Bayne, Frohlich, *et al.* 2023) and non-human animals (Birch 2022). What remains relatively unclear however, is how mechanistic details fit into this picture. For the most part, those developing this strategy have focussed on behavioural markers.[[5]](#footnote-5) One notable exception is Crump and Birch, who suggest that neuroscientific evidence of profound mechanistic differences may undercut the cluster of behavioural markers as evidence of consciousness (Crump and Birch 2022: 122). In the remainder of the paper, I want to unpack why this might be the case and sketch one way of addressing the question of which mechanistic details might qualify as revealing profound mechanistic differences.

At this point, it will be useful to introduce some terminology from the literature on defeasible reasoning (Pollock 1987). An *undercutting* defeater provides a reason to distrust what is typically a reliable evidential link. Suppose I was to lend you my car for the weekend and upon getting in you noticed that the fuel gauge was reading low. Naturally, you would infer that the car was running low on fuel and that you would need to stop at a petrol station before going too far. But suppose I were to tell you that the fuel gauge is faulty and that it has been stuck on empty for months. This new information would *undercut* the evidential link between the fuel gauge and the fuel tank. It does not actually give you a reason to think that there *is* fuel in the tank. The tank might, in the end, be empty after all. All it tells you is that the fuel gauge is not a reliable guide to how much fuel is in the tank.

In the next section, I explain why, if inferences about consciousness in others are analogical abductions, then profound mechanistic difference is like this. Learning that a system operates via profoundly different mechanisms from our own undercuts the evidential link between behavioural capacities and subjective experience.

## Why profound mechanistic difference undercuts behavioural evidence of consciousness

It is often useful to group things together in a way that explicitly ignores similarity-generating mechanisms and instead focuses on what things can door on the functional roles they play. If I am stranded on a desert island, all I care about is that I have some way off. Whether that is by jet-ski, hot air balloon, or teleportation, I do not really mind. For this reason, we might say that jet-skis, hot-air balloons and teleportation devices all belong in the category ‘things that can get me off the island’. Similarly, if my heart’s natural pacemaker is on the fritz, all I care about is whether or not the artificial one can play the same role and successfully keep my heart beating. In this case, we might think of both my heart’s natural pacemaker and the artificial one as members of the same category ‘things that can keep my heart beating’.

Given that these categories are formed with explicit indifference to similarity-generating mechanisms, it is natural to suppose that they will not be good candidates for analogical inferences. And indeed, they are not. There is very little that one can infer about jet-skis based on observations of hot-air balloons, and there is very little that one can infer about my heart’s natural pacemaker based on observations of artificial ones.

Some authors have taken a hard line on this point and argued that categories that abstract away from mechanistic detail do not licence any analogical inferences whatsoever. For example, Ruth Millikan has suggested that the fact that “a variety of objects all exhibit the same functionalist property for the same reason would not seem, by itself, to imply that they are alike in any other respect” (1999: 59). On reflection though, this is implausible. There is a limited range of analogical inferences that one can justifiably make based on, say, functional similarity, due to the fact that membership in a functionally defined category requires being capable of performing the function in question.

This is true even for Jerry Fodor’s classic example—money (1974). Fodor pointed out that a wide range of things can be used as money in an economic exchange. Cowry shells, slips of paper, pieces of metal, strings of wampum, and bits on a computer have very little in common besides the fact that they have all been used as currency at some point or another. However, even here some analogical inferences are supported. To successfully play the role of money, something needs to be tricky to obtain outside economic interactions. If I could gather fistfuls of cowry shells just by strolling down to the beach, why would I trade my valuable apples for them? And it also needs to be relatively stable over time. Ideal forms of money not only enable people to turn one thing into another through trade, they also enable people to store and accumulate wealth. So, even if you have no idea what strings of wampum are, after learning that they were used as currency by indigenous populations in North America, you can reasonably infer that they are both relatively stable over time and were not easy to come by outside of economic interactions for indigenous populations in North America.

The general idea here is that categories that abstract away from details about similarity generating mechanisms do support some analogical inferences, but only about properties that are constraints on membership into the category in question.

Turning now to inferences about consciousness. We saw above that researchers are homing in on a cluster of behavioural capacities that can serve as markers of consciousness on the grounds that in our own case these capacities are systematically correlated with subjective experience. We might then, take this cluster of behavioural markers to define a category of potentially conscious creatures that explicitly abstracts away from similarity generating mechanisms. Should we project subjective experience to all members in this category? Or only to the subset of the category that possesses the cluster of markers by virtue of mechanisms that are like our own?

To answer this question, we need to ask whether subjective experience is a constraint on possessing this cluster of behavioural markers. It doesn’t seem to be.

There are two avenues one might take here to try to establish that subjective experience isa constraint on possessing this cluster of behavioural markers. In my view, neither is very promising. First one might try to argue that subjective experience is a constraint on facilitating cognition in the way that conscious processing does in us on *a priori* grounds. We can know that being unmarried is a constraint on being a bachelor just by reflecting on the meaning of the terms involved. And we can know that being three-sided is a constraint on being a triangle just by reflecting on the meaning of the terms involved. One might try to argue that we can know that feeling like something from a subjective perspective is a constraint on facilitating cognition just by reflecting on the concepts involved.

There are familiar reasons from the literature for thinking that this strategy is unlikely to succeed. If we can know, just by reflecting on the concepts involved, that feeling like something from a subjective perspective is a constraint on possessing this cluster of behavioural markers of consciousness, then it follows that zombies—beings that are physically and functionally just like us but who lack any subjective experiences—are conceptually incoherent. Zombies might not be metaphysically possible, but arguably they are conceptually coherent (Chalmers 1996; Carruthers 2019; Seth 2021).

Alternatively, one might suggest that we may come to learn via empirical investigation that subjective experience is a constraint on possessing this cluster of behavioural markers. The difficulty with this strategy is that it is not entirely clear how one would go about doing so. Our initial source of evidence about consciousness comes from reflecting on our own case. From there we draw inferences about consciousness in others based on analogical abductions. But analogical abductions about consciousness, so the argument above suggests, would only be warranted in creatures that have mechanisms profoundly different from our own if subjective experience was a constraint on possessing these behavioural capacities. It is not clear how one could break out of this in a non-question-begging way.

I do not think this conclusion is terribly controversial. All it implies is that behavioural evidence of consciousness is defeasible, and this has long been accepted. If a behavioural analogue of us turned out to be a marionette (Tye 2017) or an AI gerrymandered specifically to possess the capacities in question (Shevlin 2021; Dung 2023) that would undercut the behavioural evidence. But what the analysis in this section does is suggest an underlying justification for these intuitions and generalizes beyond the specific cases. It suggests that learning that a system’s behaviour is governed by profoundly different mechanisms than our own severs the evidential link between behavioural evidence and subjective experience.

It is worth unpacking this idea a little more by considering an example. Suppose we find that a particular class of artificial agent or non-human animal possessed a cluster of cognitive abilities associated with conscious processing in us and that these capacities can be collectively switched off through masking. This provides *prima facie* compelling evidence that the agents engage in the kind of processing that, in our own case feels like something from a subjective perspective, and so, provides *prima facie* warrant for inferring that they are conscious. But suppose we were to then look at their ‘brain’ and find only a single mode of processing whereas in our own case conscious and unconscious processing are distinct. This latter fact would undercut the behavioural markers as evidence of consciousness because we would no longer have good reason to suppose that this cluster of capacities is underpinned by the same kind of mechanism—the one that serves as a similarity generating mechanism in this case—that underpins them is us.

In this section I have explained why evidence of profound mechanistic difference undercuts behavioural evidence of cognitive abilities. In the final section I will say a little more about what kinds of mechanistic differences might qualify as ‘profound’ in this context.

## Which mechanistic differences undercut behavioural evidence?

Researchers disagree about which mechanistic differences might undercut behavioural similarity as evidence of consciousness. Some seem to think that none would. Doerig and colleagues (2019) for instance, suggest that a feedforward network that computes the same input-output function as a conscious agent—in other words, one that is behaviourally indistinguishable from a conscious agent—might be conscious (see also Herzog, Schurger, *et al.* 2022). Others suspect that details about how neurons work may be crucial (McLaughlin 2003, 2019; Seth 2021). Seth, for instance, speculates that the fact that our brains are composed of cells that are themselves self-maintaining systems, may be important (Seth 2021: 255). Others express views that sit somewhere in between. Godfrey-Smith, for instance, suggest that information processing alone isn’t enough—we won’t be able to upload our minds into the cloud—but also that self-maintaining neurons may not be essential (2020). Perhaps it is the cognitive mechanisms that matter (Shevlin 2021)?

In this final section I want to do two things. First, I will appeal to some recent developments within the mechanistic philosophy of science to clarify what it might mean for two systems to operate via similar cognitive mechanisms. And second, I will provide some initial motivation for the view that it is cognitive mechanisms that matter for inferences about consciousness.

In discussions within the philosophy of mind, the idea of mechanistic similarity has typically been taken to imply similarity of substrate. On this usage, humans and robots operate via profoundly different mechanisms because the latter is composed of silicone chips while our brains are composed of carbon-based neurons (Schwitzgebel 2015; Tye 2017; Schnider 2019). This made sense in the context of traditional debates between reductionists and anti-reductionists. Reductionists held that psychological concepts would eventually be reduced to (Bickel 2003) or replaced by (Churchland 1981) neuroscientific ones. Anti-reductionists insisted that psychological concepts picked out functional roles that are autonomous from the gory mechanistic details (Fodor, 1968, 1974; Putnam 1975). However, since the cognitive neuroscience revolution and the rise of the new mechanistic philosophy of science, the battle between reduction and autonomy has given way to integration. Rather than trying to reduce or replace the models and constructs of psychology and cognitive science with neuroscientific models and constructs or, alternatively, treating them as entirely autonomous from lower-level mechanisms the objective is to integrate them into multi-level mechanistic explanations (Piccinini and Craver 2011; Boone and Piccinini 2016a; Piccinini 2020). And this calls for a more flexible use of the term ‘mechanism’, one that is not, by definition, wedded to physical substrate.

From the perspective of mechanistic cognitive neuroscience, the computational models and box-and-arrow diagrams of cognitive psychology canqualify as mechanistic models just so long as “the variables in the model correspond [at least roughly] to components, activities, properties, and organizational features of the target mechanism” (Kaplan and Craver 2011: 611). Kaplan and Craver call this the model-to-mechanism-mapping criterion, or 3M for short. On this view, psychological and computational models may be idealizations (Boone and Piccinini 2016b), they may be partial and incomplete mechanism sketches (Piccinini and Craver 2011), but so long as they satisfy 3M, they qualify as mechanistic models (see also Piccinini 2020).

I suggest that 3M provides a useful tool for characterizing a more flexible conception of mechanistic similarity—one that allows for the integration of psychology and neuroscience without falling back into either reductionism or anti-reductionism. In particular, it allows us to tease apart mechanistic from non-mechanistic versions of functionalism by considering the different criteria one might adopt when deciding whether or not to attribute particular cognitive states to a system. As far as non-mechanistic functionalists are concerned, cognitive states need only be visible from the perspective of behavioural psychology. So long as the components in a cognitive model serve as useful control variables for predicting and controlling behaviour, then the system really does possess those cognitive states (Campbell 2010; Weiskopf 2017). Mechanistic functionalists on the other hand, suggest that this isn’t quite enough. In addition, we need to be able to ‘pop the hood’ so to speak and map the variables of these computational/cognitive models, at least loosely, onto the components and activities of the system in question (Godfrey-Smith 2008; see also Piccinini and Craver 2011; Kaplan and Craver 2011; Piccinini 2020).

An example will help illustrate this point. At an abstract level, mouse traps can be described as systems that have a component that functions as a mouse detector suitably connected to another component that functions as a mouse detainer such that when a mouse is detected it is subsequently detained. This abstract and idealized functional model can be used to describe very different kinds of mouse traps in a way that satisfies 3M. For example, in snap traps, the kind familiar from Tom and Jerry cartoons and physical comedy sketches, a delicately weighted trigger plays the role of mouse detector, and a spring-wound bar functions as a mouse detainer. But snap-traps are not the only kind of trap that can be described by this abstract functional model in a way that satisfies 3M.

I once spent 6 weeks living in a tent in the woods during a mouse plague. One of my fellow campers had the idea of spearing an empty beer can with a stick, covering it in peanut butter, and balancing it on top of a bucket. His thought was that as the mice crawled onto the can to get at the peanut butter, its weight would cause the can to spin, tipping the mouse into the bucket. Many of us were dubious as to whether it would work, but by morning there were 18 mice in the bucket. Bucket traps can also be modelled by the abstract functional description above in a way that satisfies 3M. In this case, the skewered beer can functions as the mouse detector while the bucket plays the role of mouse detainer. So, despite their many differences, there is a minimal sense in which snap-traps and bucket-traps are mechanistically similar—they can both be described by the same functional model in a way that satisfies 3M.

But not all mouse traps meet this criterion. Glue traps, for instance, arguably do not. Glue traps are sticky sheets that exude, as one brand proudly states, a “tasty meat scent”. The mice are attracted by the scent and get detained by the sticky glue. Glue traps have a mouse detainer—the glue—and a mouse attractor—the tasty meat scent. But arguably they do not have anything that can usefully be treated as a mouse detector. As a result, they can not be described by the abstract model above in a way that satisfies 3M.[[6]](#footnote-6)

3M can serve as a useful minimal criterion for those engaged in comparative consciousness studies. If the cognitive model of conscious processing in us cannot be mapped onto an animal or artificial agent in a way that satisfies 3M, then that is reason to refrain from attributing consciousness to it even if it displays sophisticated behavioral capacities. Alternatively, if an animal or artificial agent has a brain that is strikingly different from ours in some respects, but is similar enough to satisfy 3M, then that is reason to take behavioral markers of consciousness to be reliable indicators. In fact, 3M is arguably already at play in the literature. For example, although fish lack anything homologous to a neocortex (Key 2016), the global workspace model can be mapped reasonably well onto the fish brain—arguably well enough to satisfy 3M (Zacks and Jablonka 2023).

But is similarity of cognitive mechanisms really similarity enough? Or might lower-level details about the neural implementation of these cognitive mechanisms also be important? Part of what makes answering this question hard, according to Block, is that we cannot straightforwardly appeal to inference to the best explanation in the face of the explanatory gap (2002). If neural models provided illuminating explanations of subjective experience while computational models did not, or vice versa, then we would have good reason to think that consciousness comes and goes with the details that provide the best explanation. But, so the thought goes, neither cognitive models nor neural models provide terribly illuminating reductive explanations of subjective experience.

Philosophers of mind have attempted to make progress on this question by constructing thought experiments involving hypothetical space aliens and group agents to reveal the counter intuitive implications of rival views (Block 1978; Schwitzgebel 2015). But it is not clear that this approach is appropriate. On the one hand, researchers appear to have conflicting intuitions, and so appealing to intuitions is unlikely to lead to consensus. But even if intuitions did all point in the same direction here, it is not clear how much evidential weight intuitions about consciousness in others should really be given. This is not because intuitions are always suspect. Introspective judgements that have been honed through practice or evolution are likely to be pretty reliable. Think, for example, of Magnus Carlson’s intuitions about chess moves or a chimpanzee’s intuition about whether a branch will hold its weight. In each case feedback from the environment all but ensures that the intuitions will be reasonably reliable. Our intuitions about consciousness in hypothetical space aliens, group agents, and artificial intelligence do not seem to be subject to similar environmental constraints. And so, it is not clear that we should really be trusting our intuitions in this context.

The analysis I have provided here suggests another route forward. It suggests that we may be able to leverage inference to the best explanation to make progress on this question even without having to confront the explanatory gap. Rather than considering whether cognitive or neural models better explain subjective experience, we can instead ask which better explains why the cluster of consciousness-related capacities hang together in the way that they do. Is the clustering better explained by a model that includes details at the neural level? Or by a more abstract cognitive model couched in terms of cognitive psychology? If cognitive models better explain the cluster, then we have a principled reason to supposed that cognitive mechanisms are the relevant ones for drawing inferences about consciousness and that neural details may be inessential. Alternatively, if models that include details at the neuronal level turn out to better explain the cluster, then we would have reason to suppose that those details are important for inferences about consciousness.

Exactly how this will play out is an open question. And answering it is unlikely to be straightforward. One potential complication here is that the number of consciousness-related capacities a model explains may covary to some extent with the fineness of grain (Shevlin 2021; Boyle 2023). But with a bit of luck, we may be able to leverage this strategy to converge toward consensus on which mechanisms matter for inferences about consciousness in a principled manner.

## Conclusion

In this paper I have explored an epistemology driven approach to the question of whether mechanisms matter for inferences about consciousness and concluded that they do. I have argued that inferences about subjective experience in others are best understood as analogical abductions and sketched how natural kind reasoning can resolve traditional objections to arguments from analogy. I have also explained why, if inferences about consciousness are analogical abductions, then behavioural similarity is undercut by evidence of profound mechanistic difference. Behavioural similarity is only evidence of consciousness in others in so far as it is evidence of the same mode of information processing—conscious processing—that explains why the cluster of consciousness-related capacities reliably come and go together. And I have sketched a strategy via which we might resolve disagreements about how much mechanistic similarity is sufficient. If cognitive models provide the best explanation for the cluster of consciousness related capacities, then we have reason to suppose that subjective experience comes and goes with cognitive mechanisms. Whether cognitive models do in fact best explain the cluster is an open question, but it is a resolvable one.
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1. In their report on consciousness in artificial intelligence, Butlin, Long, and colleagues address this by considering multiple competing theories at once, and assuming computational functionalism. Here my focus is, in part, to explore how to justify these assumptions. [↑](#footnote-ref-1)
2. I do not discuss Block’s presentation of the issue here, nor the responses to it by McLaughlin (2003) and Hohwy (2004), because his way of framing the issue builds in metaphysical and explanatory gap worries, that i) require a lot of set up—Brian McLaughlin required a full 17 pages just to introduce the problem—and ii) are, in my view, tangential to the epistemological question that is really at issue. [↑](#footnote-ref-2)
3. As an interesting historical aside, there is a case to be made that many of those traditionally associated with the argument from analogy really had something like analogical abduction, rather than analogical induction in mind. For example, Janice Thomas has convincingly demonstrated that a close reading of Mill—often cited as the father of the analogical account—reveals that he clearly took explanatory factors into consideration (2001). And some of Bertrand Russell’s writings—another advocate of the analogical account—look strikingly similar to Michael Tye’s appeal to inference to the best explanation (Tye 2017). For example, in one passage, Russell writes:

   From subjective observation I know that A, which is a thought or feeling, causes B, which is a bodily act, e.g. a statement. I know also that, whenever B is an act of my own body, A is its cause. I now observe an act of the kind B in a body not my own, and I am having no thought or feeling of the kind A. But I still believe, on the basis of self-observation, that only A can cause B; I therefore infer that there was an A which caused B, though it was not an A that I could observe. On this ground I infer that other people’s bodies are associated with minds, which resemble mine in proportion as their bodily behaviour resembles my own. (Russell 1948/2009: 428) [↑](#footnote-ref-3)
4. One complication here is that masking may not actually switch consciousness on and off in the way we typically assume. Instead, it might result in degraded, but nonetheless conscious perception that goes unreported due to a conservative response bias (Phillips 2021; Brown 2024). Some worry that this might undermine the iterative natural kind strategy (Phillips 2018), but advocates of the view suggest that this too can be tested via the iterative natural kind method (Mckilliam 2024). [↑](#footnote-ref-4)
5. Shea (2012) suggests including neural markers as well in the cluster but doesn’t comment on how they relate to the behavioral markers. Similarly, Bayne et al (2023) take neural activity into consideration, but do not explore the evidential relationship between these and behavioral markers. [↑](#footnote-ref-5)
6. Thanks to an anonymous reviewer for suggesting this example. [↑](#footnote-ref-6)