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Abstract

The classic formulation of causal decision theory (CDT) appeals to counterfactuals. It says that you should aim to choose an option that would have a good outcome, were you to choose it. However, this version of CDT faces trouble if the laws of nature are deterministic. After all, the standard theory of counterfactuals says that, if the laws are deterministic, then if anything—including the choice you make—were different in the present, either the laws would be violated or the distant past would be changed. And as several authors have shown, it’s easy to transform this upshot of the standard theory of counterfactuals into full-blown counterexamples to CDT. In response to these counterexamples, I argue here that the problem lies, not so much with CDT’s guiding idea—that it’s the expected causal consequences of your actions that matter for rational decision-making—but with the fact that the classic formulation of CDT doesn’t pay sufficient attention to the context-sensitivity of counterfactuals. I develop a contextualist version of CDT which better accounts for this context-sensitivity. And I show that my theory avoids the problems faced by the classic formulation of CDT in deterministic worlds.

1 Introduction

Here is a bet—take it or leave it. You win $1 if a proposition, \( P \), is true, but you lose $1 if \( P \) is false. Before you choose whether to accept or decline this bet, I’ll tell you what \( P \) is. It’s the proposition that the past state of the world, together with the laws of nature, determines that you accept.

Suppose you’re certain of determinism. That is, suppose you’re certain that the past state of the world, together with the laws of nature, determines whatever it is that you actually do (although in the present case, you’re uncertain precisely what these things determine you’ll do). Then, should you accept my bet? Or should you decline it? It seems perfectly clear that you should accept. After all, by your lights the proposition \( P \) is true only if you accept the bet. And it’s false only if you decline. So, by accepting, it seems like you’re sure to be a dollar better off than you’d otherwise be. Taking the bet is like accepting free money.

Cases similar to this one have come up quite often in the recent philosophical literature. And like the case just described, they’re usually cases in which the best course of action is intuitively clear. Surprisingly,
however, *causal decision theory* (CDT)—a theory that many regard as our best theory of rational decision-making—gets these cases wrong. It recommends courses of action that almost everyone can agree are irrational.

According to CDT, you should make choices by considering the expected *causal* consequences of your actions. Different versions of the theory attempt to make this idea precise in different ways. My preferred version—namely, the version of Stalnaker (1981b), refined by Gibbard and Harper (1978)—appeals to the close connection between causation, on the one hand, and *counterfactuals*, on the other. Roughly, it says that you should choose an option that you think *would* have a good outcome, were you to choose it.

However, the standard theory of counterfactuals—to which this version of CDT usually appeals—has a surprising upshot, if the laws of nature are deterministic. Specifically, it says that if anything, including the choice you make, were different in the present, either the laws would be violated or the distant past would be changed. It’s this surprising upshot of the standard theory of counterfactuals that leads my preferred version of CDT to give the absurd recommendations in the cases that I mentioned. Other versions of CDT face similar difficulties, for closely related reasons.¹

My aim here is to slightly refine the Stalnaker-Gibbard-Harper formulation of CDT, so that it avoids the problems posed by the “deterministic cases” I’ve been talking about. In my view, what these cases show isn’t so much that there’s a fault with CDT’s guiding idea—that it’s the expected causal consequences of your actions that matter for rational decision-making—but instead that Stalnaker-Gibbard-Harper CDT, at least as it’s usually spelled out, doesn’t pay sufficient attention to the context-sensitivity of counterfactuals. In response to this, I develop a “contextualist” version of Stalnaker-Gibbard-Harper CDT, which better accounts for this context-sensitivity. And I show that my theory avoids the problems faced by the classic formulation of CDT in deterministic worlds.²

In §2 below, I introduce the Stalnaker-Gibbard-Harper version of CDT, as well as the standard theory of counterfactuals. Then, in §3 I show that this theory gives the wrong recommendation in two well-known deterministic cases, both of which are due to Arif Ahmed (2013, 2014a, 2014b). In §§4–5 I introduce my theory: §4 starts with some background, as well as a general overview of the theory; and §5 gives some important further details. §6 then concludes the paper by returning to Ahmed’s cases, and showing that my theory gets the right answer in them, as well as in related cases.

Before we get started, let me make two comments.

First, since nearly all of the cases I’m interested in here appeal to deterministic laws of nature, I’ll assume determinism in what follows. More precisely, I’ll assume that all the worlds under consideration obey deterministic laws. And I’ll assume that this is something about which you—the agent facing the decision problems we discuss below—are certain. For present purposes, we can understand a system of laws to be deterministic just in case the following holds: any two worlds that obey those laws are either always exactly alike or never exactly alike, with respect to particular matters of fact (Lewis, 1979, p. 460). I’ll leave it as a task for future work to see how well my theory generalizes to cases involving indeterministic laws. But for what it’s worth, I think there’s reason to be optimistic about its prospects.³

¹See Skyrms (1980, 1982, 1984), Lewis (1981), Sobel (1994), or Joyce (1999) for other versions of CDT. Then, see Ahmed (2013, 2014a, 2014b), Solomon (2021), Elga (2022), and Hedden (2023) for discussions of the problems raised by “deterministic cases” for these other theories.

²The approach I advocate for here is briefly suggested by Elga (2022, pp. 211–12) as an approach worth exploring. Also, while this paper was under review, I learned that Robert Stalnaker has recently sketched a response to a deterministic case that’s broadly similar to mine (see §6.4, and his MS for details). There are a few important differences between Stalnaker’s approach and mine, and I’ll point these out as I go along. However, for the most part, I take this over-arching convergence to be good news: as the reader will notice, the view I spell out here is broadly Stalnakerian in spirit.

³A couple of other remarks about laws of nature. First, throughout, I use ‘laws’ and ‘laws of nature’ as a shorthands for ‘fundamental physical laws of nature’. I also assume that laws of nature are inviolable. This assumption is not wholly uncontroversial (see, e.g., Lange (2000), Braddon-Mitchell (2001), and Kment (2006, 2014) for dissent). But I don’t think rejecting it makes for a very promising response to the deterministic cases. So I won’t explore it here.
Secondly, some authors have recently argued that deterministic cases are not genuine decision problems. For, apparently, no agent who faces one can see herself as free.¹ This is something I disagree with. But for now I’ll set my disagreement aside. Going forward, I’ll assume that any agent facing a deterministic case can see herself as free, in some non-trivial sense. That my approach gets us the right answers in these cases, while also allowing us to make this assumption, is, I think, one of its main draws for those of us with both causalist and compatibilist commitments.

2 CDT and Counterfactuals

Whenever you face a choice, you’ll have some options available to you, \( A_1, \ldots, A_n \). Here, I’ll take your options to be propositions, which—for now—I take to be sets of worlds. I’ll also assume that your options form a partition of the space of worlds, in the sense that each world \( w \) is a member of exactly one \( A_i \). Intuitively, we can think of your options as the finest-grained propositions you believe you can make true by deciding (cf. Jeffrey, 1983, p. 84).

You’ll also have outcomes that can result from your choice, \( O_1, \ldots, O_m \). I’ll take these, too, to be propositions that form a partition. And I’ll assume they’re propositions whose truth would settle everything that you care about.

Now, let \( cr \) be your credence function (subjective probability function). Let \( v \) be your subjective value function. And let \( > \) be an operator, which takes a pair of propositions, \( P, Q \), and returns the counterfactual \( P > Q \). Then, CDT—at least in the Stalnaker-Gibbard-Harper formulation—says that you should choose an option, \( A \), that maximizes utility, \( U \), defined as follows:

\[
U(A) = \sum_i cr(A > O_i) \cdot v(O_i). \tag{1}
\]

As I said before, the idea here is that you should choose an option that you think would have a good outcome, were you to choose it.

Notice that I haven’t yet mentioned causation. However, earlier, I said that, according to CDT, it’s the expected causal consequences of your actions that matter for rational decision-making. So, we still need to say how the counterfactual rule above reflects this guiding idea. And to do that, we need to make some additional assumptions about the counterfactuals \( A > O_i \).

For starters, let’s assume they have the following standard semantics, due to Stalnaker (1968).² Let \( f \) be a selection function: a function that takes a proposition \( P \) and a world \( w \) as arguments, and returns a world \( f(P, w) \), thought of, intuitively, as the "most similar" \( P \)-world to \( w \). Then, Stalnaker’s semantics says that a counterfactual \( P > Q \) is true at \( w \) just in case \( Q \) is true at this most similar \( P \)-world, \( f(P, w) \).³

Let’s also make an assumption about the meaning of 'most similar \( P \)-world'. After all, not just any relation of similarity will do for present purposes. To see why, consider an example from Jackson (1977). Imagine that Fred is on the roof of a tall building, teetering on the edge. A moment later, he steps down. So I turn to you and say: "Thank goodness!"

---

¹See especially Joyce (2016) and Solomon (MS). Note, however, that Joyce has stressed to me in conversation that he doesn’t think being certain of determinism precludes the possibility that an agent can see herself as free simpliciter. Instead, he thinks this is merely a special feature of certain of the decision problems we’ll encounter below.

²See also Stalnaker and Thomason (1970). Lewis (1973b) gives a very similar semantics for counterfactuals, although it differs from Stalnaker’s in a few crucial ways. It’s well known, however, that Lewis’s semantics coincides with Stalnaker’s, given the assumption of determinism. Thus, since I’m making that assumption in this paper, the differences between Stalnaker’s theory and Lewis’s aren’t relevant here.

³This semantics assumes that there always is a \( P \)-world to be selected. A more general version of the semantics would relax this assumption, with a clause saying what happens when there’s no \( P \)-world to be selected (see, e.g., Stalnaker (1968)). For present purposes, however, I’ll set that case aside.
(1) If Fred had jumped, he would've died.

Puzzled by this, you respond to me: “That’s not true; Fred’s not suicidal. He would’ve jumped only if there had been a net below him. So,

(2) if Fred had jumped, he would’ve lived.”

Here, it doesn’t seem like either of us has said anything false. But then, it’s also clear that the two counterfactuals we’ve uttered can’t be true at the same time. The most plausible explanation of what’s going on invokes context-sensitivity. When I uttered my counterfactual, we were in a context at which the most similar antecedent-world was one where there’s no net below Fred at the time of his jump. When you uttered your counterfactual, we were in a context at which the most similar antecedent-world was one in which a specific causal precursor for Fred’s jumping is salient—namely, there being a net below him. The function of your preamble—“That’s not true; Fred’s not suicidal...”—was to set up this latter context. Thus, my counterfactual is true in the first context, and your counterfactual is true in the second.⁷

Lewis (1979) calls counterfactuals like mine “standard counterfactuals”, and counterfactuals like yours “backtracking counterfactuals”. Very roughly, we can think of the former as counterfactuals for which the most similar antecedent-world is one that’s like the world of evaluation with respect to matters of fact in the past. And we can think of the latter as counterfactuals for which the past varies. (I’ll revisit the former gloss later on.) Lewis also argues—convincingly, in my view—that it’s only the first kind of counterfactual that can tell us about the causal effects of the antecedent on the consequent. And that, in a nutshell, is what we’re after here. So, going forward, let’s set backtracking counterfactuals aside, and assume that any counterfactual under discussion has a “standard” interpretation.⁸

To pin down the notion of a standard counterfactual more precisely, let’s again follow Lewis—at least for now—in saying that, when $P$ is about a nomically possible, dated event, the most similar $P$-world to $w$ is one that’s like $w$ with respect to the following conditions:

(i) it matches $w$ in all particular matters of fact at times before $P$, and

(ii) it obeys $w$’s laws.

These criteria are plausible, not least because they deliver the right verdict in cases like Jackson’s. To see this, just notice that, because there was no net below Fred when he was up on the roof, it follows by (i) that the most similar world at which he jumps is also a world where there’s no net below him. Then, by (ii), it follows that Fred dies after jumping off the roof, since the most similar world at which he jumps is a world where gravity works the same as we’re used to.

Notice also, however, that if $w$ is a world with deterministic laws of nature, and $P$ is a proposition that’s false at $w$, then the most similar $P$-world to $w$ can’t be a world that satisfies (i) and (ii) perfectly.⁹ After all, if the laws are deterministic, then the intrinsic state of the world at any time, together with the laws, determines its state at all times. Thus, if the most similar $P$-world to $w$ matched $w$ perfectly with respect to both (i) and (ii), it would have to be a world at which $\neg P$ is true. But by assumption, it’s a world at which $P$ is true. So at this world, a contradiction is true. And this makes $P$ counterfactually impossible.

---

⁷I’m speaking loosely here. Really, it’s the sentences that express counterfactuals that are context-sensitive, and not the counterfactuals themselves. But for present purposes, I’ll mostly elide the distinction between propositions and sentences, since it simplifies things to do so.

⁸Some philosophers argue that the distinction between standard and backtracking counterfactuals is merely one of degree, rather than kind (see, e.g., Holguín and Teitel (MS)). To make things simple here, however, I’m going to assume there’s a clear-cut distinction between these two kinds of counterfactuals. For a well worked-out theory of this distinction, with which I’m broadly sympathetic, see Khoo (2017, 2022).

⁹The argument I give here closely follows Dorr (2016). Note that there’s an unstated closure premise in the argument, as I state it. See Dorr’s paper for a more careful presentation.
Since we’re interested in spelling out CDT using counterfactuals, this isn’t a consequence we can live with. So, we need to reject the claim that the most similar \( P \)-world to \( w \) is one that satisfies (i) and (ii) perfectly. Instead, we need to say something like: the most similar \( P \)-world to \( w \) is a world that provides the best trade-off between (i) and (ii).

The most influential account of this trade-off is, again, given by Lewis (1979). According to him, the best trade-off-world is one that matches \( w \) with respect to all matters of particular fact up until a time shortly before \( P \), but which does not obey \( w \)’s laws. Instead, it obeys a system of laws similar to those that obtain at \( w \), but which permit a “local divergence miracle”—a small violation of \( w \)’s laws, sufficient to bring \( P \) about.¹⁰

There are other ways we could go with respect to this trade-off, if we wished. For instance, Dorr (2016) gives a different account of similarity, according to which the best trade-off world is one that obeys \( w \)’s laws perfectly throughout all time, and which is also like \( w \) with respect to “macro-history”, but not with respect to “micro-history”.¹¹ However, since causal decision theorists almost always work with Lewis’s account by default;¹² and since none of my conclusions would change if we adopted Dorr’s account instead;¹³ I’ll take the former as my foil in what follows. From here on out, I’ll call it the miracles account.

As an example of how CDT works when combined with the miracles account of similarity, consider the following decision problem (Nozick, 1969):

**Newcomb.** In front of you are two boxes, A and B. Box A is opaque, and contains $1,000,000 (\$1m) or nothing, but you don’t know which. Box B is transparent, and contains a $1,000 bill (\$1k). You have two options: either take just the opaque box (One-box); or take both boxes (Two-box). The catch is that, yesterday, a highly reliable predictor predicted which of these things you’d do. If she predicted that you’d take just the opaque box, then she put the million dollars inside that box. If she predicted that you’d take both boxes, then she left the opaque box empty. What is your choice?

Here’s a table, representing your decision problem. (Note that here and throughout, I assume you value dollars linearly, so that \( v(\$i) = i \), for any \( i \).)

<table>
<thead>
<tr>
<th></th>
<th>Million</th>
<th>No million</th>
</tr>
</thead>
<tbody>
<tr>
<td>One-box</td>
<td>$1m</td>
<td>$0</td>
</tr>
<tr>
<td>Two-box</td>
<td>$1m + 1k</td>
<td>$1k</td>
</tr>
</tbody>
</table>

Table 1: **Newcomb**

Causal decision theorists all agree that you should take both boxes in **Newcomb.** After all, while there’s a strong correlation between your choice and the predictor’s prediction, that prediction is in the past and there’s nothing you can do to change it. So, taking both boxes causes you to be better off, no matter what the predictor predicted.

To see that the version of CDT I sketched above delivers this verdict, notice that, no matter what you choose to do, the contents of the opaque box would be unchanged at the most similar world at which you

⁠¹⁰See also Jackson (1977), Bennett (2003), Lange (2000), Kment (2006, 2014), and Khoo (2022).
⁠¹³See, e.g., Williamson and Sandgren (forthcoming), Gallow (2022), Hedden (2023), and Kment (2023) for discussion of deterministic counterexamples that affect a version of CDT which makes use of Dorr’s account of similarity.
chose differently, by the miracles account of similarity. Thus, taking both boxes gets you a thousand dollars more than taking one box would, no matter what the predictor put in the opaque box.

I won’t go through the formal details of this argument, because the case is well known, and also because I’ll be returning to it in §6 anyway. But the nice thing about mentioning the Newcomb problem now is that it illustrates a principle that’s at the heart of CDT—the so-called causal dominance principle. According to this principle, if you’re sure that one option will cause you to be better off than another, no matter what the world turns out to be like, then you shouldn’t choose the latter option. This principle seems compelling. And it’s ultimately what leads CDT to give (what I and many others think is) the right answer in Newcomb.

3 Deterministic Cases

CDT gets the right answer in Newcomb. But it gets the wrong answer in both of Ahmed’s deterministic cases. In this section, I’ll briefly review those cases, and spell out the answer that CDT gives in them.

One quick thing, before we get started. In both of the cases that follow, I assume there’s a proposition, $L$, saying that some particular deterministic regularities are the (exceptionless) laws of nature. I also assume that you’re almost certain this proposition is true (so, your credence in $L$ is just a little short of 1). As we’ll see, this assumption plays a special role in both of the cases to come.

3.1 Betting on the Laws

Here is the first case (Ahmed, 2013, 2014a):

Bet on the Laws. You have a choice between two bets, and you must choose one of them. First, there’s $B_1$, which pays $1 if $L$ is true, but pays nothing if $L$ is false. Second, there’s $B_2$, which pays nothing if $L$ is true, but pays $1 if $L$ is false. You’re certain that nothing you do can causally affect $L$’s truth-value. You care only about winning the dollar.

<table>
<thead>
<tr>
<th></th>
<th>$L$</th>
<th>$\neg L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_1$</td>
<td>$1$</td>
<td>$0$</td>
</tr>
<tr>
<td>$B_2$</td>
<td>$0$</td>
<td>$1$</td>
</tr>
</tbody>
</table>

Table 2: Betting on the Laws

Here, it seems intuitively clear that you should choose the first bet, $B_1$.$^{14}$ After all, you’re almost certain of $L$’s truth. And you’re certain that nothing you do can causally affect its truth. Still, CDT says that it’s permissible to choose the second bet, $B_2$. In other words, this theory says it’s permissible to bet against your own credences.

To see why, recall the miracles account of similarity: if $P$ is a proposition that’s false at $w$, then the most similar $P$-world to $w$ is one that matches $w$ with respect to all matters of particular fact until shortly before $P$, but which does not obey $w$’s laws. Now, with that in mind, suppose that $L$ is actually true and you actually choose $B_1$. Then, happily, you win a dollar. But the miracles account says that, if you had chosen $B_2$ instead, you’d still have won a dollar, since the most similar $B_2$-world to actuality is one at which the proposition $L$ is false.

$^{14}$Ahmed (2013, pp. 291-92) gives a formal argument for this claim, based on a principle he calls the causal betting principle. I think the intuition elicited by the case is sufficient for my purposes.
Having reasoned your way to this conclusion, you should be certain of the following material conditional:\(^{15}\)

\[ (B_1 > \$1) \supset (B_2 > \$1). \]

The laws of probability then require that your credences satisfy this inequality:

\[ cr(B_1 > \$1) \leq cr(B_2 > \$1). \]

Now we can plug these credences into CDT’s equation (1):

\[
U(B_1) = cr(B_1 > \$1) \cdot 1 + cr(B_1 > \$0) \cdot 0 \\
= cr(B_1 > \$1) \\
U(B_2) = cr(B_2 > \$0) \cdot 0 + cr(B_2 > \$1) \cdot 1 \\
= cr(B_2 > \$1).
\]

And since \( cr(B_1 > \$1) \leq cr(B_2 > \$1) \), it follows that \( U(B_1) \leq U(B_2) \). So, CDT says that choosing \( B_2 \) is rationally permissible. In fact, the theory says that choosing \( B_2 \) is rationally required, if you give any credence at all to the claim that \( L \) would be false no matter what you do.

Thus, what *Betting on the Laws* shows is that, sometimes, CDT tells you it’s permissible to bet against the truth of a proposition in which you’re almost certain, and whose truth-value you think is outside of your causal control. To my mind, however, no plausible decision theory ever says this. So *Betting on the Laws* is a counterexample to CDT, as we’ve spelled it out so far.

### 3.2 *Betting on the Past*

Let’s now consider Ahmed’s second case (2014a, 2014b). It’s a bit like the case we considered at the outset:

*Betting on the Past*. In my pocket, I have a slip of paper on which is written a proposition \( H \).

I’m going to offer you two bets, and you must choose one of them. First, there’s \( B_3 \), which pays \$1 if \( H \) is true, but costs \$10 if \( H \) is false. Second, there’s \( B_4 \), which pays \$10 if \( H \) is true, and costs only \$1 if \( H \) is false. Before you choose between these bets, let me tell you what \( H \) is. It’s a proposition about the intrinsic state of the world at some particular time in the distant past. Furthermore, you’re certain that the truth of \( H \), together with the the truth of \( L \), determines that you accept \( B_3 \). And you’re certain that the truth of \( \neg H \), together with the truth of \( L \), determines that you accept \( B_4 \).

<table>
<thead>
<tr>
<th></th>
<th>( H )</th>
<th>( \neg H )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( B_3 )</td>
<td>$1</td>
<td>$10</td>
</tr>
<tr>
<td>( B_4 )</td>
<td>$10</td>
<td>$1</td>
</tr>
</tbody>
</table>

Table 3: *Betting on the Past*

In this case, there’s a compelling argument for the claim that you should choose \( B_3 \) (Ahmed, 2014a, p. 676; 2014b, p. 127). This is: you’re almost certain that if you accept that bet, then you were determined by \( H \) and \( L \) to do so, and thus you’re sure to win \$1. Conversely, you’re almost certain that if you accept \( B_4 \) instead, then you were determined by \( \neg H \) and \( L \) to do that, and thus you’re sure to lose \$1. What better reason could you have for choosing \( B_3 \)?

Still, CDT tells you to choose $B_4$, instead of $B_3$. The argument showing this is similar to the one we considered in the previous subsection.¹⁶ To see how it works, first suppose that $H$ is actually true. Then, by the miracles account of similarity, the most similar world at which you choose otherwise than you actually do is also a world at which $H$ is true, since $H$ is a proposition about the past. Thus, you should be certain of this material biconditional:

\[(B_3 > $1) \equiv (B_4 > $10).\]

By parallel reasoning, you should be certain of this material biconditional, too:

\[(B_3 > -$10) \equiv (B_4 > -$1).\]

The laws of probability then require that your credences satisfy these equalities:

\[cr(B_3 > $1) = cr(B_4 > $10),\]
\[cr(B_3 > -$10) = cr(B_4 > -$1).\]

Now we can plug these credences into CDT’s equation (1):

\[U(B_3) = cr(B_3 > $1) \cdot 1 + cr(B_3 > -$10) \cdot -10\]
\[= cr(B_3 > $1) - cr(B_3 > -$10) \cdot 10\]
\[U(B_4) = cr(B_4 > $10) \cdot 10 + cr(B_4 > -$1) \cdot -1\]
\[= cr(B_3 > $1) \cdot 10 - cr(B_3 > -$10).\]

As you’ll see, $U(B_3) < U(B_4)$, no matter what your credences in the various counterfactuals. So, by CDT’s causal dominance principle, it seems like you should choose $B_4$.

But this seems absurd. As Kment (2023, p. 7) remarks, for example, choosing $B_4$ seems hopelessly self-undermining: it’s a bit like taking a bet on the claim that you don’t accept that very bet. The upshot is that this case, too, is a counterexample to CDT, as it’s currently been spelled out.

That said, not everyone agrees. Instead, some philosophers are willing to bite the bullet in Betting on the Past, because they think this case is relevantly similar to the Newcomb problem (and choosing Two-box in that case is something like a fixed point for causal decision theorists). As Elga (2022) says, for instance:

"In a standard Newcomb problem there is a causal dominance argument for taking two boxes: 'The $1 million is either there or it is not, and you have no causal influence on whether it is. Either way (and no matter what else is true), taking two boxes gets you a better outcome than taking just one. So you should take two boxes.' These conditions are satisfied in [Betting on the Past] just as much as they are in a standard Newcomb problem. So those who are sympathetic to the spirit of causal decision theory are under some pressure to endorse [taking $B_1$ in Betting on the Past]." (p. 207)

I disagree. To me, it seems like there are important differences between Newcomb and Betting on the Past. And in the next section, I’m going to begin spelling out a theory which, I think, helps us to see those differences.

Counterfactuals, Context, and Causation

Everyone—including Elga—agrees that at least one of Ahmed’s cases poses a problem for CDT. However, philosophers sympathetic to that theory are divided about how to respond. For example, some say that we should modify CDT’s decision rule (Sandgren and Williamson, 2020; Williamson and Sandgren, forthcoming; Solomon, MS). Others say that we should adopt a new semantics for counterfactuals (Gallow, 2022). And others still say that we should abandon CDT, and embrace a new decision theory in its place (Hedden, 2023; Kment, 2023). For my part, I don’t think any of these responses are right—but I don’t have space to discuss them here. So what I’ll do instead is begin spelling out the alternative response that I favor. In my view, what Ahmed’s cases show isn’t so much that CDT is wrong, or that we need a new semantics for counterfactuals; it’s that, as we’ve spelled it out so far, Stalnaker-Gibbard-Harper CDT doesn’t pay sufficient attention to the context-sensitivity of counterfactuals.

Later on, I’ll say why I think this is the right response to Ahmed’s cases. But first, let me say a bit more about context-sensitivity for counterfactuals in general. To start, consider these sentences from Lewis (1973b), attributed to Quine:

(3) a. If Caesar had fought in Korea, he would’ve used nuclear weapons.
   b. If Caesar had fought in Korea, he would’ve used catapults.

Here, both sentences seem to have a standard interpretation. So, we should be able to use our current account of similarity—the miracles account—to pin down their respective truth-values. But unlike in other cases that we’ve seen, I, at least, have a hard time seeing how the miracles account is supposed to apply here. For one thing, it’s not obvious just how much of history we’re supposed to hold fixed when we’re assessing (3-a) and (3-b).

Worse, it seems like there are contexts in which (3-a) would be true, and (3-b) would not (e.g., contexts in which present-day military technology is salient). And it seems like there are contexts in which (3-b) would be true, and (3-a) would not (e.g., contexts in which the military technology available to Caesar in his own day is salient). But again, it’s difficult to see how the miracles account can deliver these verdicts on its own. Instead, it seems like special features of the context—which have nothing to do with history before the antecedent-time—have to be cited, if we’re going to get the right predictions about these sentences in the contexts in which it would sound natural to utter them.¹⁷

Thus, ironically, Lewis’s case makes trouble for the claim that the miracles account applies straightforwardly to all standard counterfactuals. Here’s another case, with an even more striking upshot. This one is from Dorr (2016, p. 265), and it has a similar flavor to Betting on the Laws:

Suppose that \( L \) is a simple, true, deterministic law and that Frank, a philosopher of physics, has devoted his career to defending the truth of \( L \). He is having a public debate with Nancy, who maintains (wrongly) that there are isolated exceptions to certain generalizations that follow from \( L \), so that \( L \) is false. [The miracles account implies that] if the circumstances of the debate had been different in any way whatsoever—for example, if someone had put a glass of water on Frank’s lectern, or rudely interrupted his talk—then Nancy would have been right and Frank wrong. Thus [(4)] and [(5)] are true:

(4) If we had given Frank a glass of water, his whole career would have been devoted to a mistake.

¹⁷Lewis might have agreed with this. In his 1979, for example, he says that (3-a) and (3-b) are each “true under a resolution of vagueness [viz., context-sensitivity] appropriate to some contexts” (p. 457). Confusingly, however, he then immediately goes on to discuss the distinction between standard and backtracking counterfactuals. And as I say in the main text, (3-a) and (3-b) both seem to have a standard interpretation. For related discussion of these examples, see Kment (2006, p. 263, fn. 4) and Ichikawa (2011, pp. 292-93). In any case, even if Lewis would agree with my verdict about (3-a) and (3-b), that’s already a major step towards the kind of contextualism about counterfactuals that I prefer.
If you had told Frank that his whole career was devoted to a mistake, you would have been right.

As Dorr rightly says, however, both (4) and (5) seem clearly false in this context. So this case, too, looks like it makes trouble for the miracles account.¹⁸

As a final example—and one with an additional upshot, as we’ll see—consider a case from Slote (1978), credited to Sidney Morgenbesser. Imagine I’ve just tossed a fair coin, which is genuinely indeterministic, and I’ve offered you a bet while it’s spinning in the air. (For a moment, set aside our earlier assumption about the laws of nature being deterministic.) If the coin lands heads, you win $1; but if it lands tails, you lose $2. Now, suppose you decline the bet, and a moment later the coin lands heads. I say to you: “That’s a shame.

If you had accepted, you would’ve won.”

Most people think that this counterfactual is true. But if it is, we must be holding fixed a specific fact about history after the time of the conditional’s antecedent. And it’s not obvious how to square that verdict with the miracles account, since that account says what we hold fixed when we’re assessing standard counterfactuals are facts about the past.¹⁹

Thus, each of the examples we just looked at seems to have a similar upshot. They each seem to show that there are some contexts in which the miracles account doesn’t get the right verdicts about standard counterfactuals. Instead, there are contexts in which that account looks insufficient, on its own, to pin down the truth-values for sentences which we nevertheless judge true or false. And there are other contexts in which it looks like the account gives the wrong results entirely.

The general lesson we should take away from these examples, I believe, is that counterfactuals are more sensitive to context than we earlier made them seem. While it’s true that they can be sorted into the standard and backtracking categories, this doesn’t exhaust the range of ways in which counterfactuals can be influenced by context. On the contrary, even if we focus on standard counterfactuals alone, it still looks like there’s room for variation between contexts about the denotation of ‘most similar antecedent-world’.

In philosophy of language, this fact has been widely acknowledged for some time.²⁰ But causal decision theorists don’t seem to have paid it much attention. This is unfortunate, since the fact arguably has important consequences for what we think about Ahmed’s cases. After all, in both of those cases, the miracles account played a key role in deriving the absurd recommendations. But then, if that account sometimes makes bad predictions about standard counterfactuals, it’s reasonable to suspect that it’s this that’s leading CDT astray. In a case like Betting on the Laws, for example, you’d naïvely think that CDT would tell you to bet on the truth of the proposition $L$, rather than against it. And it seems like it’s only because our current version of CDT relies on the miracles account of similarity that it says you should do otherwise.

This, indeed, is why I think CDT goes wrong in Ahmed’s cases. So what I’m going to do now is sketch a more “contextualist” view of similarity for standard counterfactuals, and then a new version of Stalnaker-¹⁸Does this case constitute an argument for Dorr’s alternative account of similarity, according to which we hold the laws fixed when we’re assessing standard counterfactuals? Not in my view (although see Dorr (2016, §6)). For one thing, it doesn’t follow from the fact that there are some counterfactuals for which we naturally hold the laws fixed that all standard counterfactuals require us to do this. See Holguín and Teitel (MS) for further discussion.

¹⁹This is a bit of a simplification. But see Edgington (2003) and Kment (2006, §3) for more in-depth discussions of why cases like this one are problematic for the miracles account.

²⁰Thanks here to an anonymous referee, who points out that all of the following authors reject the miracles account in favor of an account of similarity that’s more “contextualist” (note, however, that none of these accounts are exactly like the one I’ll give below, nor do they ultimately get applied to CDT): Stalnaker (1968, 1981a, 1984, 2021), Ichikawa (2011), Lewis (2015), Ippolito (2016), Steele and Sandgren (2020). Additionally, even some philosophers who are broadly sympathetic to the miracles account—like Kment (2006) and Khoo (2022)—are critical of the version I gave in §2, and opt for a more contextualist version instead. For additional criticisms of the miracles account, different to the ones I’ve given here, see Elga (2001) and Holguín and Teitel (MS).
Gibbard-Harper CDT to go along with it. First, however, let me note one last thing about the final example we looked at. This is that there’s a natural explanation for why we hold the outcome of the coin flip fixed in our assessment of (6)—namely, that this outcome is causally independent of whether or not you accept the bet.²¹ This explanation looks especially plausible when we contrast the sentence (6) with the following sentence:

(7) If I had flipped a different (fair, indeterministic) coin, you would’ve won the bet.

Unlike (6), most people think that this counterfactual is not true. And the most natural explanation for why is that, while in the first case your choice to accept or decline the bet is causally independent of the coin flip’s outcome, in the second case my choice of which coin to flip is not causally independent of the outcome. In other words, in (7), but not in (6), there’s a causal chain running from the event described by the counterfactual’s antecedent to the event described by its consequent. And this is why we think (6) is true, but (7) is not.

Lewis, whose account of similarity we’ve been working with up until now, wouldn’t have accepted this explanation, because he believed that causation could be analyzed as a relation of counterfactual dependence between distinct events.²² (Incidentally, that’s why causal notions were nowhere mentioned when I was sketching the miracles account initially, despite the fact that I said standard counterfactuals often tell us about causal effects of the antecedent on the consequent.) However, I think examples like this one show strongly that a counterfactual analysis of causation can’t succeed. So in what follows, I’m going to assume that causal notions can inform the truth-conditions for counterfactuals. Doing so makes available to us some resources that we didn’t have before. And as we’ll see, the idea that causal notions can influence counterfactuals plays an important role in how I spell out my theory.

4.1 Questions in Context

The examples we just looked at show that similarity relations for standard counterfactuals depend, not just on facts about the world’s history before the antecedent-time, but also on more “local” matters, like features of a context that happen to be salient. In the Lewis/Quine case, for instance, the sentence (3-a) would plausibly be true in a context in which the existence of nuclear weapons is salient, but not in a context in which it’s not salient. Thus, an adequate account of similarity for standard counterfactuals should give more weight to these features of context than the account we previously had. And what I’m going to do now is spell out one way in which I think this can be accomplished. The account of similarity I’ll sketch below isn’t so much a theory of similarity for standard counterfactuals, as it is a set of constraints which I think any plausible such theory should satisfy. But as we’ll see, even this rough-and-ready account of similarity is sufficient to get the right answers in tricky cases like the ones we’ve seen.²³

To start off, note that in fields like semantics and philosophy of language, it’s common to think of salient features of a context as being represented by salient questions.²⁴ These questions foreground the issues that are “live” in the context, and they background the issues that aren’t live (Yalcin, 2016, p. 30).

²¹This observation is also made by Bennett (2003, chapter 15), Edgington (2003), and Kment (2006, 2014), among others. See those works for further discussion, as well as for related examples.


²³The contextualist view of similarity I sketch in this section has a lot in common with views espoused by, e.g., Kaufmann (2004), Ippolito (2016), Khoo (2016), Boylan and Schultheis (2021), and Dorr and Hawthorne (MS). It also has something in common with so-called causal modelling approaches to counterfactuals, like those of Hiddleston (2005), Santorio (2019), Gallow (2022), or Khoo (2022). See also Joyce (2009).

²⁴The locus classicus for this view is Roberts (2012). However, there’s an important difference between the way I’m understanding the notion of a salient question—or a question under discussion, as Roberts calls it—and the way Roberts herself does. In particular, I’m not going to assume that these questions are always unanswered in a context. See Boylan and Schultheis (2021) for a similar understanding of salient questions.
In the Slote/Morgenbesser case, for instance, we can think of the salient issue as being represented by the question *How did the coin land?*. Then, contributions to the conversation are deemed relevant, or appropriate, just in case they address that salient question. (Note, however, that we don’t have to assume this question is ever explicitly spoken in the context; it may be merely implicit.)

To make this idea precise, let’s introduce some formalism. Following Stalnaker (1978), let’s first say that any context can be modelled by a set of worlds, $\mathcal{W}$, which we call the *context set*. For simplicity, I’ll assume that $\mathcal{W}$ is always a finite set of worlds. And intuitively, we can think of it as the set consisting of all worlds that count as “live options” in the context, for the purposes at hand. For instance, in an ordinary conversational context, $\mathcal{W}$ might consist of all the worlds that you and other conversational participants believe could be actual. And in a deliberational context, $\mathcal{W}$ might consist just of your epistemically possible worlds.

Now, a salient question can be thought of as a *partition* of the context set.²⁵ Each cell of this partition groups together worlds that are alike with respect to a complete answer to the question. And any union of these cells corresponds to a partial answer. In the Slote/Morgenbesser case, for example, the partition is just the set which groups together *Heads*-worlds and *Tails*-worlds, respectively. Similarly, in Dorr’s “Frank vs. Nancy” case, where the question *Is L a law of nature?* is salient, the associated partition consists of worlds that obey the $L$-law, and worlds that don’t, respectively.

Questions like this give us a way of constraining the similarity relations that are appropriate in a context—or *admissible*, as I’ll often say. Specifically, when there’s some feature of the context that’s especially salient, we can think of an admissible similarity relation as being one that “holds fixed” the answers to a corresponding question. To see what this means, let $\mathcal{W}$ again be a context set, and let $Z = \{Z_1, ..., Z_n\}$ be a partition of $\mathcal{W}$, corresponding to such a question. Then, in my view, a similarity relation is admissible in this context only if its associated selection function satisfies the following constraint: for each world $w \in \mathcal{W}$, if $w \in Z_i$, then $f(P, w) \in Z_i$, where $P$ is the antecedent of the counterfactual of interest. In words: a similarity relation is admissible in a context only if it says that the most similar $P$-world to $w$ is one that lies in the same cell of the salient partition as $w$ itself. (See Figure 1 for an illustration.)

![Figure 1: An Admissible Similarity Relation.](image)

We can make this idea clearer by using a concrete example. So, consider again the Slote/Morgenbesser case, and particularly the sentence (6):

(6) If you had accepted, you would’ve won.

²⁵See Groenendijk and Stokhof (1984), and also Hamblin (1973). A different, but equally plausible, way to think about this partition is in terms of *subject matters*. See Lewis (1988a, 1988b). I’ll stick with the notion of questions in the main text to streamline the discussion.
As I said before, the salient question here is *How did the coin land?*. And the associated partition consists of *Heads*-worlds and *Tails*-worlds, respectively. Now, at the actual world, we know that we’re in the *Heads*-cell of this partition, since the coin actually landed on heads. And we know, further, that the actual world is one at which you didn’t accept the bet. Thus, according to the account of similarity I’m sketching, the most similar world at which you *do* accept the bet is also a world in the *Heads*-cell of this partition, on any admissible similarity relation. The upshot is that the sentence (6) comes out true at the actual world. And this is the result for which we were hoping.

Already, then, this broad-brush account of similarity for standard counterfactuals gets a case right, which the miracles account got wrong. There are a few interesting things to note about it. First, it’s consistent with the view as I’ve spelled it out so far that there can be more than one admissible similarity relation in a context. After all, if a similarity relation is admissible just in case it holds fixed the answers to a salient question, then in general there will be many such relations that can do this job. Thus, the account of similarity I’m sketching allows for some indeterminacy in the interpretation of counterfactuals. Specifically, when there’s more than one similarity relation in play in a context, it will be indeterminate which world is picked out by the phrase ‘most similar *P*-world’. When that’s so, a sentence like ‘If *P*, would *Q*’ can be indeterminate in the context, since there will be some admissible similarity relations which make it true, and others which make it false. This fact will be important later. But for now, just note that it’s in keeping with the idea that questions represent the distinctions we’re interested in making in a context. In other words, since questions group together worlds according to aspects of similarity that are contextually salient, pinning down a similarity relation more precisely than this might give us more information than is relevant.

Additionally, note that nothing I’ve said so far rules out there being more than one salient question in a context. (We can, however, always assume there’s at least one salient question in every context, since the trivial question, *W* itself, always counts as salient.) In particular, if one question contains another—in the sense that every cell of the partition corresponding to the second question is a union of cells of the partition corresponding to the first—then, if the more fine-grained question is salient in a context, the more coarse-grained question will be, too. I’ll call the first question here a refinement of the second, and the second a coarsening of the first.

In cases like this, we can usually think of similarity relations as being constrained by the most fine-grained question in a context. This goes also when we have two (or more) such questions, and neither is more fine-grained than the other. For example, suppose that in the Slote/Morgenbesser case, we were interested in the question *How did the coin land?*, but also in the question *Is the coin a nickel or a dime?*. Then, in that case, we could think of the similarity relations for counterfactuals as being constrained, not by either of these questions alone, but by their conjunction—or, more precisely, their coarsest common refinement. This is the partition each of whose cells corresponds to an intersection of cells from the first question and cells from the second question. For instance, the coarsest common refinement of *How did the coin land?* and *Is it a nickel or a dime?* is the partition: {Heads and Nickel, Heads and Dime, Tails and Nickel, Tails and Dime}.

This is useful to know about, but it won’t play much of a role in what’s to come. There is, however, another notion which will turn out to be important. In some contexts where there’s more than one salient question in play, it’s appropriate to think of similarity relations as being constrained, not by their coarsest common refinement, but by their finest common coarsening. This is the most fine-grained question that’s coarser than both of the questions we started with. For instance, the finest common coarsening of *How did the coin land?* and *Is it a nickel or a dime?* is just the trivial partition, *W*, since the only “question” that’s coarser than both {Heads, Tails} and {Nickel, Dime} is the context set itself. The notion of a finest common coarsening of questions is a bit like the disjunction of those questions.²⁶ But it’s a tricky notion

²⁶Arguably, it’s not exactly like the disjunction, however. One reason is that the disjunction (union) of partitions need not be
to get your head around. So I’ll defer further discussion of it until it’s needed.

In the meantime, let me note one other constraint that needs to be imposed on questions-partitions, if my account of similarity is going to work as intended. It’s important that this account not make counterfactuals vacuously true in a context. But for all I’ve said so far, nothing rules out this being the case: it may be that \( Z = \{ Z_1, \ldots, Z_n \} \) is the salient partition, but \( P \cap Z_i = \emptyset \), for some \( Z_i \) and counterfactual antecedent \( P \). In cases like this, a counterfactual beginning with \( P \) will be vacuously true at any world \( w \in Z_i \), since there simply won’t be any \( P \)-worlds in that cell in the first place. In general, however, when we assess counterfactual sentences in a context, we try to do so in ways that don’t make them vacuously true. Thus, to capture this idea, I’m going to assume that, if \( P \) is a counterfactual’s antecedent, then any suitable partition that could constrain relations of similarity for this counterfactual satisfies \( P \cap Z_i \neq \emptyset \), for each \( Z_i \). Khoo (2016) calls this the well-definedness constraint on question-partitions, and here I’ll follow suit.

Now, if you go back and check the examples we’ve looked at so far, you’ll see that it’s often easy to spot a candidate question, and that, when similarity relations are constrained by this question, we get the right verdicts about the counterfactuals. In Dorr’s case, for instance, the salient question corresponds to the partition \( \{ L, \neg L \} \). Then, since we’re told that the actual world lies in the \( L \)-cell of this partition, the sentences (4) and (5) both come out false in this context. This, as I noted before, is the result that we were after.

But there’s still one important way in which my account needs to be refined. To see what it is, consider again the sentence (7):

\[
(7) \quad \text{If I had flipped a different (fair, indeterministic) coin, you would’ve won the bet.}
\]

Suppose we analyzed this sentence in the same way we analyzed (6). That is, suppose we took the salient question to be \textit{How did the coin land?} And suppose we took the corresponding partition to consist just of \textit{Heads}-worlds and \textit{Tails}-worlds. Then, since the actual world lies in the \textit{Heads}-cell of this partition, it seems like any admissible similarity relation will say that the most similar world to actuality at which I flipped a different coin is a world at which you win the bet. The sentence (7) thus comes out true. But earlier, I said this sentence is \textit{not} true.

The reason our analysis goes wrong here—as I tried to stress before—is that, in the case of (7), the coin flip’s outcome is not causally independent of the counterfactual’s antecedent. This immediately suggests one final constraint we need to impose on question-partitions. If a partition is going to constrain the admissible similarity relations for standard counterfactuals in a context, then it has to consist only of propositions that are causally independent of the antecedents. Without that constraint, our account will make bad predictions in cases like the one we’ve just seen.

With this constraint, however, the account gives plausible verdicts. The constraint also gives us a way of characterizing question-partitions for counterfactuals more generally—at least when the antecedents of those counterfactuals are about nomically possible, dated events. Often, we can think of the propositions in these partitions as being ones that describe salient “causal background factors”, with which a counterfactual’s antecedent would combine to bring about the consequent. For example, in the Slote/Morgenbesser case, every contextually-relevant world at which the coin lands heads is one at which taking my bet \textit{causes} you to win \$1; and every contextually-relevant world at which the coin lands tails is one at which taking the bet \textit{causes} you to lose \$2. Thus, how the coin lands is the only contextually-relevant background factor in this case. And that’s why it makes sense to think of the relevant question-partition as holding a partition. And if we think of questions as being modelled by partitions, then the disjunction of two questions might not itself be a well-formed question. This is plausibly related to the fact that, in natural language, disjunctions of questions often strike us as infelicitous. (For example: ‘Did the coin land heads or tails, or is it a nickel or a dime?’) As we’ll see later on, I think some of this applies to Ahmed’s \textit{Betting on the Past} case.
only this background factor fixed. After all, as we heard before, standard counterfactuals often tell us about the causal effects of the antecedent on the consequent. So what we hold fixed when we’re assessing these counterfactuals is often a contextually salient causal background, against which the counterfactual’s antecedent takes place.

There’s more to be said about this in general. But thankfully, in all the cases we’ll consider here, it’ll be straightforward to see what this causal background consists in.

4.2 Contextualist CDT: A First Pass

The account of similarity for standard counterfactuals I just sketched is more flexible than the miracles account with which we started. And this should give us some hope that a version of Stalnaker-Gibbard-Harper CDT, equipped with this account of similarity, can avoid the problems posed by Ahmed’s cases. That said, there are a few things we still need to figure out. One of them is how we’re supposed to think about the notion of a "salient question" in a context where you’re making a decision, rather than having a conversation. This isn’t yet obvious. But thankfully, it turns that there’s a very natural way to think about these questions in decision-making contexts. Daniel Hoek (2019, 2022) has recently investigated this idea at length, and what I’ll say here is broadly in line with his suggestions.²⁷ To see how the idea works, let’s go back to the Newcomb problem:

<table>
<thead>
<tr>
<th></th>
<th>Million</th>
<th>No million</th>
</tr>
</thead>
<tbody>
<tr>
<td>One-box</td>
<td>$1m</td>
<td>$0</td>
</tr>
<tr>
<td>Two-box</td>
<td>$1m + 1k</td>
<td>$1k</td>
</tr>
</tbody>
</table>

Table 1: Newcomb

Here, the rows of the table correspond to your options, and the columns correspond to propositions about “states of the world”, which (by your lights) may or may not obtain. The conjunction of any option with any state-proposition entails a unique outcome—that’s why we can represent the decision problem using a table like this one. Notice, however, that if this representation is going to work, then it’s important that the state-propositions form a partition. Thus, since we’re thinking of questions as corresponding to partitions, there’s a very natural candidate for the salient question in Newcomb. This is the question How much money is in the opaque box?, corresponding to the partition \{Million, No million\}.²⁸

Similar things can be said about the other decision problems we’ve looked at. That is, in each of the cases we’ve seen, there’s a partition of states given in the corresponding decision table, with the features that (i) each of your options is consistent with each cell of this partition, and (ii) the conjunction of any state-proposition with any one of your options entails a unique outcome. Thus, it’s natural to think of these partitions, too, as corresponding to salient questions. And in fact, whenever we have a partition of states in a decision problem with the features (i) and (ii), it seems—prima facie—like we can take that partition to correspond to a salient question. Then, we can use these partitions to fix the admissible similarity relations, in a way analogous to the way we saw before. That is, in parallel to what I said in the last subsection, a

²⁷I should note, however, that there are a few important differences between my theory and the one that Hoek develops. For instance, Hoek (2019) seems to think that question-partitions are induced by similarity relations, rather than constraining those relations. Also, Hoek (2019, 2022) doesn’t discuss the role of context in making certain questions salient. And most importantly, my theory allows that there can be multiple, competing questions “raised” in a decision-making situation, which is something that Hoek doesn’t discuss. As we’ll see, this fact also necessitates the distinctive formal apparatus that I introduce in §5. (This is also one of the ways my theory differs from the view of Stalnaker (MS).)

²⁸Actually, there are really two salient questions in Newcomb (and similarly for other decision problems). The second question corresponds to the partition of your options. However, because your “answer” to this question depends on what you believe about the other question, we can generally take the partition of states to be the most salient question in a decision problem.
similarity relation is admissible in a context only if it says that the most similar world to \( w \) at which you choose some particular option lies in the same cell of the state-partition as \( w \) itself.

This works whenever the state-partition consists of propositions that are causally independent of your options. But then again, not every decision problem has this feature. To illustrate, consider a well-known case from Joyce (1999). Imagine that you’ve parked your car in a seedy neighborhood, when a man approaches you and offers to “protect” your car for the low fee of $10. You know that people who don’t pay the fee invariably come back to find their windshields smashed. And you know that any repairs to your windshield would cost you $100. Now, the natural way to represent your decision problem is as follows:

<table>
<thead>
<tr>
<th></th>
<th>Smashed windshield</th>
<th>Unsmashed windshield</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pay</strong></td>
<td>(-$110)</td>
<td>(-$10)</td>
</tr>
<tr>
<td><strong>Don’t pay</strong></td>
<td>(-$100)</td>
<td>($0)</td>
</tr>
</tbody>
</table>

Table 4: The Shakedown

But the salient question constraining the similarity relations in this context can’t be the one corresponding to the partition \{Smashed windshield, Unsmashed windshield\}. If it were, then every admissible similarity relation would say that you do better by not paying than by paying. But that seems absurd: by not paying, you cause the man to smash your windshield. And by paying, you cause him to leave your windshield alone.

As before, then, we need to assume that any partition that constrains similarity relations for standard counterfactuals in a decision-making context is one which specifies only propositions whose truth-values are causally independent of your options. Sometimes, this will mean that the partitions which constrain these relations don’t match up with the corresponding decision tables. There is, however, a general way in which we can think about these partitions, analogous to what I said before. This is: usually, we can think of them as specifying salient “causal background factors” with which an option combines to cause a specific outcome.²⁹ In Joyce’s case, for example, this partition might consist of the propositions The man is a villain and The man is not a villain, since, here, the man’s temperament is the only salient causal background factor determining what the outcome of your options would be. Similarly, in the Newcomb problem, the only relevant causal background factor is whether or not the million dollars is in the opaque box. At every contextually relevant world, once you know whether or not the money’s in that box, you know everything you need to know about what your choice of an option would cause.

Now, given this way of thinking about question-partitions in decision-making contexts, there’s a generic, English language gloss we can give of these questions. This is: How do the things I care about—viz., outcomes—depend causally on what I do? When it’s put in these terms, the question might remind you of something. Both Skyrms (1980) and Lewis (1981) give versions of CDT which appeal to propositions called causal dependency hypotheses. In Skyrms’s words, these are “maximally specific specifications of the factors outside our [causal] influence at the time of decision, which are causally relevant to the outcomes of our actions” (p. 133).³⁰ This sounds pretty similar to the thing I’m now proposing.

Broadly speaking, this is right. But there are a few crucial differences between “dependency hypotheses”, as I’m thinking about them, and the way that Lewis and Skyrms do. First and most obviously, Lewis thinks these propositions hold in virtue of patterns of counterfactual dependence, since his view is that causation just is a relation of counterfactual dependence between distinct events. Earlier, however, I said

²⁹If the laws are indeterministic, then we might need to say something more general here. After all, in that sort of case, even if we hold fixed the complete past and laws of nature—both of which are causally independent of your options—your choice might nevertheless only be sufficient to causally determine the chance of some outcome, rather than the outcome itself. Since I’m assuming determinism here, however, I’ll ignore this possibility.

³⁰Lewis (1981, p. 11) gives a gloss of ‘dependency hypotheses’ that’s even more similar to the one I just gave.
that my view is that (standard) counterfactuals often hold in virtue of causal relations. So there’s a sense in which Lewis and I are approaching things from opposite directions. Whereas he thinks that counterfactuals come before dependency hypotheses in the order of explanation, I think that the reverse is true.

More importantly, unlike both Lewis and Skyrms, I’m not requiring dependency hypotheses to be *maximally specific* propositions. On the contrary, the view that they *are* maximally specific propositions looks untenable, if the laws of nature are deterministic. As Hedden (2023) points out, for example:

```
something that doesn’t causally depend on which of your present actions you perform can nonetheless entail which one you do. This means that if dependency hypotheses can specify anything that doesn’t causally depend on your present action [like history and the laws of nature], then we’ll have some dependency hypotheses which are inconsistent with some of your available actions, resulting in actions with undefined [utility]. (p. 744)
```

The upshot is that, if the laws of nature are deterministic, the theories of Lewis and Skyrms will simply fall silent in certain decision problems. This seems like an even worse problem than the ones we encountered in §3.

But like I said, I’m not requiring “dependency hypotheses” to be maximally specific propositions. All I’m requiring is that they specify salient causal background factors which, by your lights, are sufficient to cause outcomes, in conjunction with your choice. Which factors those are is a context-sensitive matter. And it’s this sensitivity to context that allows me to avoid the problems faced by Lewis and Skyrms.

### 4.3 Loose Ends

Having now sketched most of the background for my theory, you can probably already tell how it’s going to work in particular cases. Unfortunately, however, we’re not yet in the clear. To see why, consider again the *Betting on the Past* case. Recall that the decision table I used to represent that decision problem was:

<table>
<thead>
<tr>
<th></th>
<th>H</th>
<th>¬H</th>
</tr>
</thead>
<tbody>
<tr>
<td>B₃</td>
<td>$1</td>
<td>$-10</td>
</tr>
<tr>
<td>B₄</td>
<td>$10</td>
<td>$-1</td>
</tr>
</tbody>
</table>

Table 3: *Betting on the Past*

And here, it’s clear that the partition \{H, ¬H\} corresponds to a salient question, in the sense I defined above. But notice: given what you know about the salient proposition *L* in *Betting on the Past*—namely, that it determines you choose B₃ in conjunction with H, and determines you choose B₄ in conjunction with ¬H—the following table also seems like a good representation of your decision problem.

<table>
<thead>
<tr>
<th></th>
<th>L</th>
<th>H ∧ ¬L</th>
<th>¬H ∧ ¬L</th>
</tr>
</thead>
<tbody>
<tr>
<td>B₃</td>
<td>$1</td>
<td>$1</td>
<td>$-10</td>
</tr>
<tr>
<td>B₄</td>
<td>$-1</td>
<td>$10</td>
<td>$-1</td>
</tr>
</tbody>
</table>

Table 5: *Betting on the Past, Version 2*

Indeed, even Ahmed acknowledges this. In his 2014a, for example, he says that “[Table 5] is just as accurate as [Table 3] when it comes to representing [your] situation. It represents the same payoffs to the same actions in the same circumstances at all the possible worlds where this could matter to a causalist” (p.
If this is an adequate representation of your decision situation, however, then it looks like the partition \( \{ L, H \land \neg L, \neg H \land \neg L \} \) also counts as a salient question. And in this case, it’s clear that the causal dominance argument for \( B_4 \) doesn’t go through. Indeed, if utility is calculated in line with Table 5, then CDT will recommend \( B_3 \).

This is peculiar. What we seem to have is a case in which there’s more than one salient question raised by your decision situation—something I earlier said was possible. But problematically, depending on which of the questions we focus on, CDT gives different recommendations about what you should do.³²

Some philosophers will respond to this by saying that Betting on the Past isn’t a well-posed decision problem. Others will say that there isn’t a univocal answer about which option you should choose, since CDT makes different recommendations depending on how the problem is represented. I won’t pursue either of those responses (although I have some sympathy with the latter). My chief reservation about them is just that, in Betting on the Past, I have very clear intuitions about which option it’s rational to choose: as I said before, choosing \( B_4 \) seems hopelessly self-undermining.

Besides, there’s a more general problem looming here. To see what it is, recall from earlier that I said it’s consistent with the contextualist view about similarity that I like that context can sometimes underdetermine which world counts as “most similar”. This is a general feature of contextualist views about counterfactuals. But what Betting on the Past shows, I think, is that, when there’s more than one question that’s salient in a context, this kind of indeterminacy needn’t be inert. Instead, it will occasionally lead CDT to give conflicting recommendations, depending on how ‘most similar \( P \)-world’ is precisified.

Thus, before I can state my own version of CDT completely, we need to find a way of handling this kind of indeterminacy. That’s the task of the next section. And it’s that task to which we now turn.

5 Accommodating Indeterminacy

Let’s go back to Stalnaker’s semantics. Recall that, when I introduced that semantics initially, I appealed to the notion of a selection function: a function from propositions and worlds to possible worlds. Now, it turns out that if we assume selection functions satisfy some natural constraints, then Stalnaker’s semantics can be specified in a slightly different way. To see this, let me first state the constraints I have in mind.

³¹Actually, the version of the table that Ahmed considers in his 2014a is the following, since in that paper he assumes, not just that you’re highly confident of \( L \), but that you’re certain of it.

<table>
<thead>
<tr>
<th></th>
<th>( L )</th>
<th>( \neg L )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( B_3 )</td>
<td>$1</td>
<td>−$10</td>
</tr>
<tr>
<td>( B_4 )</td>
<td>−$1</td>
<td>$10</td>
</tr>
</tbody>
</table>

My Table 5 is a bit more complicated, because, in the version of Betting on the Past I’ve given here, you give a tiny amount of credence to the possibility that \( L \) is false. Thus, for you, there some worlds which get positive where you choose \( B_4 \) and \( H \) is true. And there are some worlds that get positive credence where you choose \( B_3 \) and \( \neg H \) is true. This is why I’ve fine-grained the \( \neg L \)-column in Ahmed’s table.

³²Now’s a good time to note that we can’t simply focus on the coarsest common refinement of the two partitions in this case either. After all, this coarsest common refinement corresponds to the following partition:

<table>
<thead>
<tr>
<th></th>
<th>( H \land L )</th>
<th>( H \land \neg L )</th>
<th>( \neg H \land L )</th>
<th>( \neg H \land \neg L )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( B_3 )</td>
<td>$1</td>
<td>$1</td>
<td>−$10</td>
<td>−$10</td>
</tr>
<tr>
<td>( B_4 )</td>
<td>−$1</td>
<td>$10</td>
<td>−$1</td>
<td>−$1</td>
</tr>
</tbody>
</table>

This fails my well-definedness condition on question-partitions. See Joyce (2016), Solomon (2021), Elga (2022), Hedden (2023), and Fusco (forthcoming) for further discussion of this table. You can probably see now why the notion of a finest common coarsening of questions is going to be important.
They are:

(i) **Success.** \( f(P, w) \in P \).

(ii) **Strong Centering.** If \( w \in P \), then \( f(P, w) = w \).

(iii) **Reciprocity.** If \( f(P, w) \in Q \) and \( f(Q, w) \in P \), then \( f(P, w) = f(Q, w) \).

(iv) **Accessibility.** If \( w \in W \), then \( f(P, w) \in W \).³³

(Remember: \( W \) here is the context set.) Each of these constraints is very plausible. For example, Success just says that the most similar \( P \)-world to \( w \) should be a \( P \)-world—and that seems obviously right. Strong Centering says that, if \( w \in P \), then \( w \) should count as the most similar \( P \)-world to itself—and that, too, seems right. Reciprocity is needed to validate a host of compelling inference patterns involving counterfactuals. And Accessibility says that selection functions shouldn’t “reach outside” the set of worlds that are relevant in the context. A little reflection shows, additionally, that the first three constraints in particular are needed if selection functions are going to track anything like a similarity relation between possible worlds. And that, of course, is what we’re after here.

Now, it turns out that the constraints (i)–(iv) above suffice to ensure that selection functions totally order the worlds in \( \mathcal{W} \). That is, given the choice of a “base world”, \( w \), selection functions “rank” the worlds in \( \mathcal{W} \) according to how similar they are to \( w \), with \( w \) always counting as the most similar world to itself.³⁴ The upshot is that, given a selection function and choice of base world \( w \), there corresponds a sequence of possible worlds, which orders the worlds in \( \mathcal{W} \) according to how similar they are to \( w \). Conversely, for every sequence of worlds in \( \mathcal{W} \), there corresponds a selection function-world pair, \((f, w)\), such that \( w \) is the first world in the given sequence. What this means is that everything we could do before, using a selection function, we can now do using a sequence.

In particular, we can give a slightly different definition of Stalnaker’s semantics (as I previously said).³⁵ To do so, let’s first introduce some terminology. From here on out, let’s say that a “factual” (i.e., non-conditional) proposition \( P \) is true at a sequence, \( s \), just in case \( P \) is true at the first world in \( s \). Then, let’s say that a counterfactual \( P > Q \) is true at \( s \) just in case \( Q \) is true at the first \( P \)-world in \( s \).³⁶ Finally, let’s say that \( P > Q \) is true at a world, \( w \), simpliciter just in case it’s true at every (admissible) sequence whose first world is \( w \). This, then, is our new definition of Stalnaker’s semantics. (I’ll return to the topic of admissibility in a moment.)

As an example, to make what I’ve just said bit more concrete, suppose that the set of worlds we’re interested in is \( \mathcal{W} = \{w_1, w_2, w_3\} \). Let \( \mathcal{S}_W \) be the set of all the sequences of worlds that we can generate from \( \mathcal{W} \), namely:

\[
\mathcal{S}_W = \left\{ (w_1, w_2, w_3), (w_1, w_3, w_2), (w_2, w_1, w_3), (w_2, w_3, w_1), (w_3, w_1, w_2), (w_3, w_2, w_1) \right\}.
\]

³³The fact that I’m introducing the Accessibility constraint here might surprise you, since this constraint is usually taken to characterize indicative conditionals, rather than counterfactuals (see, e.g., Stalnaker (1975)). I’ll say more about why I’m introducing accessibility below. In particular, see fn. 40.

³⁴To see how this works, first suppose that we have a selection function \( f \) and a base world \( w_1 \). Then, we can construct a sequence of possible worlds, \( s = (w_1, \ldots, w_n) \), corresponding to this selection function-world pair as follows. For any worlds \( w_i \) and \( w_j \), let \( w_i \) come before \( w_j \) in the sequence just in case \( f\{w_i, w_j\}, w = w_i \). Conversely, given \( s \), we can construct a selection function as follows. Let \( f\{w_i, w_j\}, w = w_i \) whenever \( w_i \) comes before \( w_j \) in \( s \). The rest of \( f \) can then be derived from the constraints (i)–(iv) in the main text. Cf. Mandelkern (2018) and Khoo (2022).

³⁵This isn’t 100% accurate. As Matthew Mandelkern points out to me, the sequence formulation of Stalnaker’s semantics requires a very mild strengthening of his background logic. However, this strengthening has no bearing on anything I’ll say here, so it needn’t concern us. See Mandelkern (forthcoming, §7.4) for further discussion.

³⁶This definition only works for simple counterfactuals, i.e., those that don’t have counterfactuals (or other modals) as antecedents or consequents. All the counterfactuals I’m interested in here, however, count as “simple” in this sense.
Now suppose that $P$ is a factual proposition true at the worlds $w_1$ and $w_2$, and $Q$ is a factual proposition true at $w_2$ and $w_3$. Then, $P$ is true at the first four sequences in $S_{WV}$, as I’ve written it above; $Q$ is true at the last four sequences; and $P > Q$ is true at the following sequences, since these are the only sequences whose first $P$-world is a $Q$-world: $\langle w_2, w_1, w_3 \rangle$, $\langle w_2, w_3, w_1 \rangle$, and $\langle w_3, w_2, w_1 \rangle$. (Note also that, while $P > Q$ is true at the world $w_2$ simpliciter, it’s neither nor true nor false at the world $w_3$, since there’s one sequence beginning with $w_3$ whose first $P$-world is a $Q$-world, and there’s one sequence beginning with $w_3$ whose first $P$-world is not a $Q$-world.)

Why, however, am I bothering to introduce this new formulation of Stalnaker’s semantics, when the previous formulation seemed perfectly adequate? There are two key reasons. The first is simply that the constraints on selection functions that I gave above are all completely standard. Stalnaker himself assumes them, for example (1968). And so does nearly everyone who’s worked with his semantics in the meantime. Thus, by appealing directly to sequences, rather than selection functions, we can forgo the need to keep mentioning the constraints (i)–(iv). They’re built right into the sequence formulation of the semantics; they’re not extra assumptions that we need to make.

The more important reason, however—as you’re probably expecting—is that the sequence-based formulation of Stalnaker’s semantics helps us to handle the issue of indeterminacy, which I mentioned at the end of the last section. To begin to see how, start by taking another look at the toy example, where $W = \{w_1, w_2, w_3\}$. In that case, each world is consistent with two different similarity orderings. So, what this implies is that, even after we’ve pinned down truth-values for all the factual propositions at a world, we still haven’t pinned down the truth-values for all the conditional propositions. Here’s a picture, for illustration:

```
+----------------+----------------+--------------------+
<table>
<thead>
<tr>
<th>w1</th>
<th>w2</th>
<th>w3</th>
</tr>
</thead>
<tbody>
<tr>
<td>w1</td>
<td>w2</td>
<td>w3</td>
</tr>
<tr>
<td>w2</td>
<td>w3</td>
<td>w1</td>
</tr>
<tr>
<td>w3</td>
<td>w2</td>
<td>w3</td>
</tr>
</tbody>
</table>
+----------------+----------------+--------------------+
```

Figure 2: Logical Space in the Toy Example

This is an idea worth dwelling on a bit. You’ll notice that, in the sequence-based set-up I’ve just introduced, worlds no longer count as the most basic possibilities. Instead, sequences do. And we can think of worlds as sets of sequences, just as we could think, before, of propositions as sets of worlds. The idea is that, while all the “descriptive” facts are settled by the world, the conditional facts need not be. Instead, conditional facts depend for their truth on relations of similarity between worlds. Moreover, those relations are fixed by context; they needn’t supervene on the descriptive facts that obtain at a world.

In the recent literature, this “fine-grained” view of a conditional’s content has gained in popularity. Several authors have shown, for example, that it helps us to defuse puzzles arising from the interaction between our credences, on the one hand, and conditionals, on the other (see, e.g., Khoo and Santorio (2018), Goldstein and Santorio (2021), Khoo (2022), Schultheis (forthcoming), and Mandelkern (forthcoming)). Later in this section, I’ll briefly mention one of those puzzles, and allude to how the fine-grained view helps to resolve it. But in the meantime, note that, since we’re now working in a more fine-grained setting, we have to say how your credence function, $cr$, can be extended, so that it’s defined over sequences, and
McNamara (purposes, since I’ll assume that outcomes are ordinary “factual” propositions. I explore this issue elsewhere, however. See

regular is just the set of your epistemically possible worlds. Then, let’s assume that your credence function is recursive procedure. This new function will then allow you to assign credences to arbitrary sets of sequences, and not just to sets of worlds.

To see how this works, let’s start with some assumptions. First, let’s suppose that the context set, $\mathcal{W}$, is just the set of your epistemically possible worlds. Then, let’s assume that your credence function is regular, in the sense that, for every world $w\in \mathcal{W}$, your credence in $w$ is such that $\text{cr}(w) > 0$. Neither of these assumptions is strictly essential for what I’m doing. But dropping them introduces additional complications which I’d rather not get into.

Now, in the simplest case, where all sequences of worlds count as admissible in the context, we can “lift” your credence function as in the following way (I’ll give a slight refinement of this definition in a moment). First, let’s write ‘$[w]$’ for the set of sequences beginning with the world $w$, and ‘$[w_1, ..., w_k]$’ for the set of sequences whose $k$-length initial segment consists of $w_1, ..., w_k$, in that order. Then, we define the credence function $\text{pr}$ as:

(i) $\text{pr}([w]) = \text{cr}(w),$

(ii) $\text{pr}([w_1, ..., w_k]) = \text{pr}([w_1, ..., w_{k-1}]) \cdot \text{cr}(w_k \mid \mathcal{W} - \{w_1, ..., w_{k-1}\}).$

Metaphorically, we can think of this as saying that your credence in a sequence $s = \langle w_1, ..., w_n \rangle$ is equal to your credence that you’d draw those worlds from an urn, in that order, and without replacement. For example, the credence that you assign to the sequence $\langle w_1, w_2, w_3 \rangle$ from the toy example is just your credence that you’d draw $w_1$ first, multiplied by your credence that you’d draw $w_2$ second, having already drawn $w_1$, and so on. Since each sequence of worlds is supposed to correspond to an ordering of possible worlds according to how similar they are to a base world, it’s easy to see why this lifting procedure is a sensible proposal.

It’s also easy to see that $\text{pr}$ preserves the credences that $\text{cr}$ assigns to factual propositions. To quickly illustrate this anyway, however, consider again the toy example, where $\mathcal{W} = \{w_1, w_2, w_3\}$. Suppose that $\text{cr}(w_1) = \text{cr}(w_2) = \text{cr}(w_3) = 1/3$. Then, it follows that $\text{cr}(P) = 2/3$, since $P = \{w_1, w_2\}$. Now, by the definition of $\text{pr}$:

$\text{pr}(\langle w_1, w_2, w_3 \rangle) = \text{pr}(\langle w_1, w_2 \rangle) \cdot \text{cr}(w_3 \mid \mathcal{W} - \{w_1, w_2\})$

$= \text{pr}(\langle w_1 \rangle) \cdot \text{cr}(w_2 \mid \mathcal{W} - \{w_1\}) \cdot \text{cr}(w_3 \mid \mathcal{W} - \{w_1, w_2\})$

$= \text{cr}(w_1) \cdot \text{cr}(w_2 \mid \mathcal{W} - \{w_1\}) \cdot \text{cr}(w_3 \mid \mathcal{W} - \{w_1, w_2\})$

$= 1/3 \cdot 1/2 \cdot 1$

$= 1/6.$

Similar calculations show that $\text{pr}(\langle w_1, w_3, w_2 \rangle) = \text{pr}(\langle w_2, w_1, w_3 \rangle) = \text{pr}(\langle w_2, w_3, w_1 \rangle) = 1/6$. And taking the sum of your credences in all of these sequences gives $\text{pr}(P) = 2/3$, as desired. (Note that your credence in a counterfactual $P > Q$ is also the sum of your credences in all of the sequences at which it’s true. But in the present setting, this set of sequences need not always correspond to a set of worlds.)

---

³⁷Do we also need to say how your value function, $v$, can be extended, so that it’s defined over sequences? Not for present purposes, since I’ll assume that outcomes are ordinary “factual” propositions. I explore this issue elsewhere, however. See McNamara (MS).

³⁸See van Fraassen (1976) and Mandelkern (forthcoming) for proposals different to the one I’ll make use of here.

³⁹See also Khoo and Santorio (2018).
Now, there’s one last piece of the puzzle I need to put in place, before I can state my contextualist version of CDT precisely. Specifically, I need to say how things work out when not all of the possible similarity orderings are admissible in a context. After all, in §4 we heard that a similarity ordering is admissible only if it holds fixed the answers to a salient question. So, how are you supposed to assign credences to sets of sequences, given this constraint?

This turns out to be straightforward. For example, suppose we have a partition, \( Z = \{Z_1, ..., Z_n\} \), corresponding to such a question. Then, a sequence of worlds \( s = \langle w_1, ..., w_m \rangle \) corresponds to an admissible similarity ordering just in case all the worlds in \( s \) comes from a single cell \( Z_i \). To illustrate this, let \( W \) again be the set \( \{w_1, w_2, w_3\} \), and suppose the relevant partition is \( Z = \{\{w_1, w_2\}, \{w_3\}\} \). Then, the admissible similarity orderings here are \( \langle w_1, w_2 \rangle \), \( \langle w_2, w_1 \rangle \), and \( \langle w_3 \rangle \), respectively, since these are the only orderings we can generate from the cells of the corresponding partition.

Given this constraint, we can give a slightly different definition of our lifting procedure:

(i) \( pr([w]) = cr(w) \),

(ii) \( pr([w_1, ..., w_k]) = pr([w_1, ..., w_{k-1}]) \cdot cr(w_k | Z_i - \{w_1, ..., w_{k-1}\}) \).

Here, \( Z_i \) is the partition cell to which \( w_k \) belongs. So the only difference between this definition of the lift of \( cr \) and our original definition is that, in this new case, once a base world has been chosen, we only consider worlds from the same partition-cell as that world. (In fact, our old definition and this new one agree, whenever the relevant partition is the trivial partition, \( W \).)

All this applies equally when we have more than one salient question in a context. For example, in cases where the similarity relations are constrained by the coarsest common refinement of two (or more) such questions, we can replace \( Z_i \) in the above definition with the cells from this coarsest common refinement. Similarly, when similarity relations are constrained by the finest common coarsening of some questions, we can replace \( Z_i \) with the cells from this latter partition. Like I said, the first of these cases won’t play much of a role in what’s to come. But the second one will be important in the next section, and I’ll say more about it then.

For now, we’re at last in a position to state the version of CDT that I’ve been working towards. In my view, when you’re making a decision, you should choose an option that maximizes the following quantity, which I’ll still refer to as utility:

\[
U(A) = \sum_i pr(A > O_i) \cdot v(O_i).
\]

This decision rule looks more-or-less identical to the original Stalnaker-Gibbard-Harper rule. The only difference is that, in the case of (2), the lifted credence function, \( pr \), replaces the original credence function, \( cr \). This means that the counterfactuals \( A > O_i \) appealed to in this equation don’t always have to correspond to a set of worlds. Instead, they can correspond to the set of all admissible similarity orderings at which that counterfactual is true. As we’ll see later on, it’s this change that helps us to get the right answer in cases involving indeterminacy.

Let me now close this section by making a few additional comments about the version of CDT I’ve just introduced.

First, you’ll notice that, although I’ve been speaking throughout about counterfactuals, all of the worlds appealed to in my theory, as I’ve set it up here, are epistemically possible worlds. This, I think, is an important thing to point out, because some authors object to Stalnaker-Gibbard-Harper CDT on the grounds that it requires you to think about epistemically impossible worlds in certain deterministic cases. Kment (2023), for instance, criticizes CDT in this way, saying that epistemically impossible worlds are “irrelevant to a rational assessment of your options... Reflection on such worlds is a form of wishful thinking that has no place in rational choice” (p. 10). I’m not sure I agree with Kment about this for every decision problem.
Considering that the objections have no force against my theory, since, as we'll see below, this theory gets the right answer in deterministic cases, and only appeals to epistemically possible worlds.

Additionally, the formal framework I've set up here owes a lot to Khoo and Santorio (2018), Goldstein and Santorio (2021), Khoo (2022), and Mandelkern (forthcoming), all of whom use a similar framework for a very different purpose—namely, to prove tenability results for versions of Stalnaker's thesis (Stalnaker, 1970). Recall that Stalnaker's thesis relates your credences in indicative conditionals to your conditional credences. Specifically, it says that, if you're rational, your credence in an indicative conditional $P > Q$ will match your conditional credence in $Q$ given that $P$ (assuming this is well-defined). Formally: $pr(P > Q) = pr(Q | P)$. For a long time, it was thought that this thesis couldn't be true, owing to the famous triviality results of Lewis (1976) and others. But as the authors mentioned above have recently shown, versions of Stalnaker's thesis can hold (non-trivially) after all, provided all the sequences of possible worlds count as admissible in a context. (If not all sequences are admissible, then the situation is more complicated. See, e.g., Khoo (2016, 2022) and Mandelkern (forthcoming).

In the present setting, these tenability results turn out to have an interesting upshot. To see what it is, consider the following alternative to CDT's decision rule. Suppose that the quantity you should maximize when you're making a decision isn't $U$, but the following:

$$V(A) = \sum_i pr(O_i | A) \cdot v(O_i)$$

This quantity is sometimes called the news value of $A$. And it's the quantity that CDT's chief rival, evidential decision theory (EDT), tells you to maximize when you're choosing between your options. Thus, what the tenability results I mentioned above imply is that, in any context in which all the similarity orderings are admissible, the version of CDT I've advocated for here will give the same recommendations as EDT. After all, in any case like that, $pr(A > O_i) = pr(O_i | A)$ for all $O_i$, and so $U(A) = V(A)$. This, I think, is a very interesting point of connection between my theory and a rival. And as we'll now see, it has important consequences for some of the decision problems we'll reconsider.

### 6 Cases Redux

With my version of Stalnaker-Gibbard-Harper CDT now in place, let's return to Ahmed's cases. In this section, I'll show that my theory gets the right answer in those cases. (After seeing this, it should also be

---

40 Is it right to say that the conditionals in my theory are really then counterfactuals, rather than, say, indicative conditionals? You might be worried that they're the latter. However, I think it's still legitimate to call these conditionals 'counterfactuals' because the relations of similarity that are relevant to their assessment are those that hold fixed facts about causal connections, rather than, say, facts about (mere) epistemic connections. As Stalnaker (1975) and others have argued, the key difference between counterfactuals and indicative conditionals seems not to be anything to do with "counterfactuality" per se, but instead the fact that indicative conditionals are about epistemic possibilities, and counterfactuals are about causal or metaphysical possibilities.

41 See also van Fraassen (1976) and Bacon (2015).

42 I use the same symbol, ‘>’, for both indicative conditionals and counterfactuals because Stalnaker's semantics is a uniform semantics. That is, it says that the truth-conditions for indicative conditionals and counterfactuals are one and the same, and all the differences between these conditionals come down to the salient similarity relations that we use to assess them. When all similarity relations are admissible in a context, however—and the context set consists just of epistemically possible worlds—Stalnaker's semantics says that these types of conditionals coincide. There's some evidence that this is indeed the case of natural language conditionals. For example, so-called "future-directed" counterfactuals often seem to say the same thing as corresponding indicative conditionals. Compare: 'If I were to flip the coin, it would land heads' and 'If I flip the coin, it will land heads'. Plausibly, the reason for this convergence is that we're using the same relations of similarity to assess these conditionals. See, e.g., Edgington (1995) for further discussion.

43 EDT was first introduced by Richard Jeffrey (1965); see also Jeffrey (1983). Incidentally, Ahmed himself vigorously defends EDT over CDT, and sees his deterministic cases as giving us a reason to favor the former.
obvious how my theory handles analogous deterministic cases, like those recently discussed by Williamson and Sandgren (forthcoming), Gallow (2022), Kment (2023), and others.) I’ll also show that my theory gives the two-boxing recommendation in Newcomb. And I’ll close the paper by considering a case that we haven’t yet looked at.

6.1 Betting on the Laws Redux

Let’s start with Betting on the Laws. In that case, you were offered a choice between two bets on the proposition \( L \), namely: \( B_1 \), which pays $1 if \( L \) is true, but pays nothing if \( L \) is false; and \( B_2 \), which pays nothing if \( L \) is true, but pays $1 if \( L \) is false. Here, again, is the decision table:

<table>
<thead>
<tr>
<th></th>
<th>( L )</th>
<th>( \neg L )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( B_1 )</td>
<td>$1</td>
<td>$0</td>
</tr>
<tr>
<td>( B_2 )</td>
<td>$0</td>
<td>$1</td>
</tr>
</tbody>
</table>

Table 2: Betting on the Laws

Now, given what I said in §4, it should be clear that the salient question here corresponds to \( \{ L, \neg L \} \). After all, the propositions in this partition are both causally independent of your choice; they’re also consistent with each of your options; and any cell of this partition determines the amount of money you’ll receive, once you’ve chosen a particular option. Thus, it follows that every admissible similarity ordering makes one of the following biconditionals true:

\[
(B_1 > $1) \equiv (B_2 > $0),
\]

\[
(B_1 > $0) \equiv (B_2 > $1).
\]

The sequences at which the first biconditional is true partition the proposition \( L \). So your credences satisfy:

\[
pr(B_1 > $1) = pr(B_2 > $0) = pr(L).
\]

Similarly, the sequences at which the second biconditional is true partition the proposition \( \neg L \). So your credences also satisfy:

\[
pr(B_1 > $0) = pr(B_2 > $1) = pr(\neg L).
\]

Given these equalities, we have:

\[
U(B_1) = pr(B_1 > $1) \cdot 1 + pr(B_1 > $0) \cdot 0 = pr(L) \cdot 1 + pr(\neg L) \cdot 0 = pr(L)
\]

\[
U(B_2) = pr(B_2 > $0) \cdot 0 + pr(B_2 > $1) \cdot 1 = pr(L) \cdot 0 + pr(\neg L) \cdot 1 = pr(\neg L).
\]

Then, since \( pr(L) \approx 1 \) and \( pr(\neg L) \approx 0 \), it follows that \( U(B_1) \approx 1 \) and \( U(B_2) \approx 0 \). So my theory recommends \( B_1 \)—the right answer.

Notice that, since the admissible sequences in this case partition the propositions \( L \) and \( \neg L \), our calculations of utility simplified. Specifically, we ended up being able to calculate \( U(B_1) \) and \( U(B_2) \) directly in terms of your credences in the propositions \( L \) and \( \neg L \). As it turns out, the same thing goes in any decision problem with similar features. That is, so long as there’s just one salient partition in a decision problem, consisting of state-propositions whose truth-values are all causally independent of what you do, we can always calculate utility directly in terms of your credences in the states.
6.2 Betting on the Past Redux

Seeing what my theory says about Betting on the Laws was straightforward. But seeing what it says about Betting on the Past is a little trickier. After all, we saw in §4 that there isn’t just one salient question here, but two. I’ll repeat the relevant tables for convenience:

<table>
<thead>
<tr>
<th></th>
<th>$H$</th>
<th>$¬H$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_3$</td>
<td>$$1$</td>
<td>$-$10$</td>
</tr>
<tr>
<td>$B_4$</td>
<td>$$10$</td>
<td>$-$1$</td>
</tr>
</tbody>
</table>

Table 3: Betting on the Past

<table>
<thead>
<tr>
<th></th>
<th>$L$</th>
<th>$H \land ¬L$</th>
<th>$¬H \land ¬L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_3$</td>
<td>$$1$</td>
<td>$$1$</td>
<td>$-$10$</td>
</tr>
<tr>
<td>$B_4$</td>
<td>$-$1$</td>
<td>$$10$</td>
<td>$-$1$</td>
</tr>
</tbody>
</table>

Table 5: Betting on the Past

Now, given that there’s more than one salient question in this case, a natural first thought is that we should take the relevant similarity relations to be constrained, not by either of these questions alone, but by their conjunction—or more precisely, their coarsest common refinement. Unfortunately, however, this won’t work, since the partition we end up with is one where your options are inconsistent with some of the cells, violating well-definedness. (See fn. 32 above, as well as Joyce (2016), Solomon (2021), Elga (2022), and Fusco (forthcoming) for further discussion.) So we need to try out something else.

Thus, consider the other thing I said in §4. There, I said that in certain contexts, it’s more appropriate to think of similarity relations as being constrained by the finest common coarsening of questions, rather than by their coarsest common refinement. Betting on the Past shows, I think, why this is sometimes the case. After all, the two questions here “compete” with one another, in the sense that holding fixed the answers to one question means you can’t hold fixed the answers to the other—at least not when you’re deliberating about what to do.

In a bit more detail: imagine you choose $B_3$ and then win you $\$1$. Then, you’re almost certainly at a world where both $H$ and $L$ are true. But if that’s so, then ask yourself: what would have happened if you had chosen the option $B_4$ instead? Here, it seems like you’re pulled in two different directions. One salient question seems to imply that choosing $B_4$ would’ve won you $\$10$; but another seems to imply that choosing $B_4$ would’ve lost you a dollar. Thus, there seem to be different admissible precisifications of ‘closest $B_4$-world in this case, which it makes it indeterminate what your choice of $B_4$ would’ve resulted in. In other words, different admissible precisifications say that different outcomes would’ve occurred, if you’d chosen otherwise than you actually did.

This, I think, is one of the things that makes Betting on the Past so interesting. In my view, the counterfactuals in this case admit of a significant amount of indeterminacy, in virtue of the two different questions in play. In order to capture this indeterminacy, we have to allow a whole range of similarity orderings to count as admissible. And the best way to do this, I believe, is to “merge” the salient questions, and think of similarity relations as being constrained by their finest common coarsening. This is the most plausible way I can see to allow, e.g., that there are non-actual $B_4$-worlds at which you win $\$10$, but also others at which you lose $\$1$, as in the above example. Similarly for the different precisifications of analogous counterfactuals.

But what is the finest common coarsening of the relevant questions in Betting on the Past? Well, since the only partition that’s coarser than $\{H, ¬H\}$ is the trivial partition, $W$, the only partition that’s coarser than both of these questions is, again, the context set $W$. Thus, on my analysis, every sequence of worlds is admissible in Betting on the Past. And this turns out to have an important upshot. Recall that in the previous section, I said it’s implied by the tenability results for Stalnaker’s thesis that, when all the sequences of possible worlds are admissible in a context, my theory gives the same recommendations as EDT. After all,
in cases like that, we have \( pr(A > O_i) = pr(O_i | A) \) for each \( O_i \). So, given these equalities, we have:

\[
U(B_3) = pr(B_3 > \$1) \cdot 1 + pr(B_3 > -\$10) \cdot -10
\approx 1 \cdot 1 + 0 \cdot -10
= 1
\]

\[
U(B_4) = pr(B_4 > \$10) \cdot 10 + pr(B_4 > -\$1) \cdot -1
\approx 0 \cdot 10 + 1 \cdot -1
= -1.
\]

So, in the end, my theory says that \( U(B_3) \approx 1 \) and \( U(B_4) \approx -1 \). The theory thus recommends you choose \( B_3 \)—the right answer.

### 6.3 Newcomb Redux

Contrast this with what my theory says about the Newcomb problem. In that case, the only salient question is How much money is in the opaque box? So it follows that every admissible similarity ordering is one which makes one of the following material biconditionals true:

\[
(One-box > \$1m) \equiv (Two-box > \$1m + 1k),
\]

\[
(One-box > \$0) \equiv (Two-box > \$1k).
\]

Given this, things play out much as they did in Betting on the Laws. That is, the sequences at which the first biconditional is true partition the proposition \( Million \). So your credences satisfy:

\[
pr(One-box > \$1m) = pr(Two-box > \$m + 1k) = pr(Million).
\]

Similarly, the sequences at which the second biconditional is true partition the proposition \( No\ million \). So your credences also satisfy:

\[
pr(One-box > \$0) = pr(Two-box > \$1k) = pr(No\ million).
\]

This means that we can calculate utility straightforwardly using your credences in states:

\[
U(One-box) = pr(Million) \cdot 1m + pr(No\ million) \cdot 0
= pr(Million) \cdot 1m
\]

\[
U(Two-box) = pr(Million) \cdot (1m + 1k) + pr(No\ million) \cdot 1k
= pr(Million) \cdot 1m + 1k.
\]

The upshot is that \( U(One-box) < U(Two-box) \), no matter what your credences in \( Million \) and \( No\ million \). So my theory says that you should take both boxes, just as our original version of CDT did.

\(^{44}\)Zach Barnett asks me why we can’t think of the partition \{The\ predictor\ is\ accurate, The\ Predictor\ is\ inaccurate\} as corresponding to a salient question in Newcomb. One answer is that we can—although it’s not one that can constrain the similarity relations for standard counterfactuals. The reason is that counterfactuals whose similarity relations are constrained by this partition are plausibly true only on a backtracking interpretation. And in §. I set backtracking counterfactuals aside. Along the same lines, it’s plausible that the propositions in this partition aren’t really causally independent of your options. The reason, as Joyce (2018) points out, is that it’s an important feature of any genuine Newcomb-type problem that you believe you have the power to make the predictor’s prediction wrong—even if you’re certain you won’t actually do this.
I think this demonstration shows that there’s an important distinction between Newcomb and Betting on the Past. Specifically, in the former case, there’s just one salient question raised by your decision situation; but in the latter case, there are two. Moreover, it’s only if we focus on one of the questions that a causal dominance argument can be mounted in Betting on the Past. If we focus on the other question instead, then causal dominance reasoning doesn’t apply. Thus, something Elga said earlier is plausibly mistaken. Recall his remark that:

In a standard Newcomb problem there is a causal dominance argument for taking two boxes: ‘The $1 million is either there or it is not, and you have no causal influence on whether it is. Either way (and no matter what else is true), taking two boxes gets you a better outcome than taking just one. So you should take two boxes.’... These conditions are satisfied in [Betting on the Past] just as much as they are in a standard Newcomb problem. (p. 207)

My sense, however, is that this isn’t right. In Newcomb, Two-box causally dominates One-box on every admissible precisification of the counterfactuals. In Betting on the Past, in contrast, B₄ causally dominates B₃ only on some admissible precisifications. Thus, it isn’t right to say that the relevant conditions “are satisfied in [Betting on the Past] just as much as they are in a standard Newcomb problem”. So, in my view, causal decision theorists have a good reason to resist Elga’s conclusion.

6.4 A New Case

I’m going to wrap up now by considering a new case. I’m adapting it from one recently discussed by Hedden (2023). And similar cases have been considered by Solomon (2021), Gallow (2022), and Fusco (forthcoming), among others. The case is also a bit like the one we considered right at the outset:

Betting on the Past and the Laws. You have to choose between two bets on a proposition D. First, there’s B₅, which pays $1 if D is true, but loses $10 if D is false. Second, there’s B₆, which pays $10 if D is true, and loses only $1 if D is false. D is the proposition that the past state of the world, together with the laws of nature, determines that you accept B₅. And because you’re certain of determinism, you’re certain that the negation of this proposition determines that you accept B₆.

<table>
<thead>
<tr>
<th></th>
<th>D</th>
<th>¬D</th>
</tr>
</thead>
<tbody>
<tr>
<td>B₅</td>
<td>$1</td>
<td>−$10</td>
</tr>
<tr>
<td>B₆</td>
<td>$10</td>
<td>−$1</td>
</tr>
</tbody>
</table>

Table 6: Betting on the Past and the Laws

On its face, this case looks a little bit like Betting on the Past.⁴⁵ However, there’s an important difference between that case and this new one. Unlike in Betting on the Past, the proposition D here is inconsistent with your choosing B₆, while ¬D is inconsistent with your choosing B₅. So, the only way you won’t lose a dollar by choosing B₆ is if a contradiction is true.

Hedden claims that various formulations of CDT tell you to choose B₆ in Betting on the Past and the Laws. After all, he says, the proposition D

---

⁴⁵Some authors—Hedden among them, but also Stalnaker (MS)—say that this case just is Betting on the Past. But I disagree. As Ahmed (2014b) is careful to say, for example, the proposition H in Betting on the Past is not meant to be a “cheesy” proposition, of the form ‘The past and the laws, whatever they are, determine that you accept B₃’. Rather, H is quite specific in what it describes—namely, the intrinsic state of the world at some particular time in the distant past. This is the reason my treatment of Betting on the Past got quite complicated. That said, even though I think the case given here is distinct from Betting on the Past, my treatment of it is broadly similar to Stalnaker’s.
is a proposition about the [history] of the universe and the laws of nature. The [history] of the universe and the laws of nature are both beyond your causal control; you cannot cause either one to be different. Therefore, no matter how things beyond your causal control might be (i.e. no matter whether $D$ or $\neg D$ is true), $B_6$ yields a strictly better outcome than $B_5$. (2023, p. 743, notation adapted)

But more than any case we’ve seen, this is clearly absurd.

Now, I’m not convinced that CDT, in any formulation, tells you to choose $B_6$, contrary to what Hedden says. (Although I’ll concede that some versions of the theory may simply fall silent—think, for instance, about the “dependency hypothesis” versions of CDT due to Lewis and Skyrms.) However, setting aside my worries about Hedden’s applications of CDT, I want to show that my theory gets the right answer in this case anyway.

The reasoning here is straightforward. Once more, recall from §4 that I said that, in any decision situation, the salient question must be one for which each cell of the corresponding partition is consistent with each your options. Thus, given this way of thinking about salient questions, it should be clear that there’s only one such “question” that can be said to be raised in this situation. This is just the trivial question, $W$ itself. So your decision problem looks as follows:

<table>
<thead>
<tr>
<th>$W$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_5$</td>
</tr>
<tr>
<td>$B_6$</td>
</tr>
</tbody>
</table>

Table 7: Betting on the Past and the Laws

Then, since there’s just one outcome consistent with $B_5$, and one outcome consistent with $B_6$; and since the first outcome is clearly better than the second; my theory tells you to choose $B_5$.⁴⁶ The upshot is that, even if Hedden is correct to say that other versions of CDT get this case wrong, my theory gets it right. It tells you to choose the option that has the best possible outcome.
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