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Abstract Philosophers have recently argued, against a prevailing orthodoxy, that standards of 

knowledge partly depend on a subject’s interests; the more is at stake for the subject, the less she is in a 

position to know. This view, which is dubbed “Pragmatic Encroachment” has historical and conceptual 

connections to arguments in philosophy of science against the received model of science as value free. I 

bring the two debates together. I argue that Pragmatic Encroachment and the model of value-laden 

science reinforce each other. Drawing on Douglas’ argument about the indispensability of value 

judgments in science, and psychological evidence about people’s inability to objectively reason about 

what they care about, I introduce a novel argument for Pragmatic Encroachment.  
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1 Introduction 

Mainstream western philosophy has usually kept knowledge and action in two 

independent domains. This separation has been recently challenged. According to a 

recent family of views in analytic epistemology, commonly dubbed “Pragmatic 

Encroachment” (PE), whether a subject has knowledge depends not only on the truth of 

her belief and its epistemic justification, but also on her social interests and pragmatic 
concerns (Hawthorne 2003; Stanley 2005; Fantl & McGrath 2009). In this paper, I 

regard PE as a substantive theory about knowledge, not merely about the attribution of 

knowledge in conversational contexts. 

PE resonates with current arguments in philosophy of science against the 

received model of science as value free. Such arguments state that evidential thresholds 

for scientific theory acceptance inevitably involve social value judgments. This 

resemblance is not surprising as proponents of PE in analytic epistemology and current 

critics of value-free science in philosophy of science both acknowledge their debts to 

Rudner’s (1953) classic paper “The Scientist qua a Scientist Makes Value Judgments” 
(Douglas 2009, 50-55; Fantl & McGrath 2010, 558). Yet, despite their common influence 

and similar views, these two debates hardly engage each other. This paper brings them 

together. I argue that PE and current criticism of value-free science mutually support 

each other. I devote the bulk of the paper to arguing that considerations against value-

free science and empirical psychological evidence about the limits of human rationality 

provide a strong and novel support to PE.  

In §2, I present PE and the parallels between PE and the current views on the 

role of social values in science. I argue that if PE is true, then the value-free ideal of 
science is false. In §3, I outline my main argument for PE, and distinguish it from existing 

arguments for PE. In the remaining sections, I unpack my argument. In §4, I review 

empirical evidence from experimental psychology and arguments in philosophy of 

science regarding the limits of rational inquiry and reasoning, which serve to support a 

key premise in my argument. In §5, I defend a moderate version of the “ought-implies-

can” principle on which my argument relies. In §6, I argue that scientific theory 
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acceptance is not a merely pragmatic decision, and that accepted theories are also 

worthy of belief.  

2 Pragmatic Encroachment on Knowledge and the Value-Free Ideal of 

Science 

A standard assumption in epistemology is that knowledge is binary, i.e., either S knows 

that p or S does not know that p; but justification is a matter of degree, i.e., S’s belief that 

p can be more justified or less justified. Under this model, there is a threshold of 

knowledge-level justification, such that if the justification of S’s belief that p passes it, and 

p is true, and S is not gettiered, then S knows that p.  

Let us call the traditional theory of knowledge “traditional intellectualism” (TI). 

What are the differences between TI and PE? The dispute between TI and PE is about 

what determines knowledge-level justification. TI is committed to two views. The first is 

intellectualism, which states that only traditionally conceived epistemic factors, such as 

the quality of S’s evidence for p or the reliability of her belief that p, are relevant to 

determining the threshold of knowledge-level justification. The second is invariantism, 

which states that the threshold of knowledge-level justification is always the same, i.e., it 

does not vary with context (Conee & Feldman 2004, 103-104, 296-297).  

PE rejects intellectualism. It states that facts about S’s practical interests 

regarding p are also relevant to determining whether S’s belief that p passes the 

threshold of knowledge-level justification. Specifically, if S has high stakes regarding p, S 

is ceteris paribus in a worse position to know that p than if S has low or no stakes 

regarding p (e.g., Stanley 2005, Ch. 5). These need not necessarily be S’s personal stakes 

regarding p; scientists, for example, have responsibilities toward greater society 

(Douglas 2009, Ch. 4). PE accepts invariantism in the sense that knowledge-level 

justification is jointly determined by only two factors: the degree of epistemic 

justification of S’s belief that p, and facts about S’s practical interests regarding p. 

Namely, PE denies that knowledge-level justification varies with the context of 
knowledge attribution (see §3).  

PE echoes the model of value-laden science, which has recently been extensively 

defended by Douglas. Douglas (2009, Ch. 5) distinguishes two roles of social values in 

epistemic evidential judgments: direct and indirect. The logical relations between 

knowledge, justification, and interests according to PE are analogous to the relations 

that Douglas draws between an epistemic judgment, evidence, and social values in their 

indirect-role capacity, respectively. In their direct role, values serve as reasons for 

making an epistemic judgment, such as theory acceptance. For Douglas, the direct role is 

not legitimate in the context of justification, as it amounts to wishful thinking. But in 

their indirect role, values determine the threshold level that evidence must meet for 

making a justified epistemic judgment by determining the levels of inductive risks we 

are willing to tolerate. Douglas identifies two types of inductive risks: wrongly accepting 

a hypothesis when it is false, and wrongly rejecting it when it is true. There is an 

inherent trade-off between them. The more we expose ourselves to one type of risk, the 

less we expose ourselves to another type. She argues that the indirect role is legitimate 

and required, because social values determine acceptable risks in a given context, and 

different social circumstances may legitimately require different balances between 

types of errors. When we value the possible consequences of a risk as mild, we lower the 

threshold level of evidence required for making a justified judgment, and when the 

consequences are acute we raise it. 

There are historical connections between TI and the value-free ideal. When 

modern epistemology and philosophy of science emerged as independent fields in the 
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early twentieth century, the lines separating between the fields were blurry. The 

analysis of knowledge was a central project common to both fields. As Schlick 

(1917/1985, 4-5), the founder of the Vienna Circle, writes:  

[T]he meaning of the word ‘knowledge’ seems so obvious that there is no need 

for a for a more detailed, carful elucidation […] But circumstances may arise in 

which a more exact definition and elucidation of the word ‘know’ becomes 

absolutely necessary, where many who suppose themselves quite clear about its 

meaning would be altogether in error… [T]he theory of knowledge must first 

determine once and for all just what specific process the term ‘knowledge’ is to 

designate. 

TI was taken as the starting point of this elucidation of knowledge. The thought 

was that the notion of justification, which occurs in the analysis of knowledge, could be 

best analyzed in terms of a scientific logic of confirmation: 

[T]here is no doubt that in the sciences we really possess both knowledge and 

advances in knowledge. This implies that the sciences have at their disposal a 

sure criterion for deciding when genuine knowledge is at hand, and in what it 

consists (Schlick 1917/1985, 5; cf. Reach 1946).  

This view, however, encountered difficulties. Within philosophy of science, 

logical empiricists failed to develop a defensible logic of confirmation, and with the 

introduction of the problems of theory ladenness of observation and 

incommensurability in the fifties and sixties, the debate took a step back, as a need arose 

to defend the very view that science indeed produces the epitome of rational 

knowledge. Gettier (1963) made clear that mere justified true belief is not knowledge. 

Consequently, the discourse about knowledge within analytic epistemology gravitated 

toward figuring out the bridging elements between mere justified true belief and 

knowledge. This turn in analytic epistemology was accompanied with a methodological 

shift from examining the features of our best scientific theories to probing into 

philosophers’ intuitions about thought experiments in which subjects have or lack 

knowledge. The methodological divide between analytic epistemology and philosophy 

of science has remained to this day. Nevertheless, Schlick’s point about the connection 

between the methods of science and the nature of knowledge is still valid. Specifically, 

considerations from the practice of science lend strong support to PE. And, as I will now 

stress, the debate about PE also has major implications to the debate about the value-

free ideal.  

The dispute between TI and PE is about the types of conditions that need to 

obtain for “S knows that p” to be true. TI holds that only conditions relating to the truth 

of p and S’s epistemic standing with respect to p need to obtain, while PE states that 

conditions concerning S’s practical standing with respect to p also need to obtain. If PE 

is right about knowledge in general, it is specifically right about scientific knowledge. 

Namely, if PE is right, scientific hypotheses must inter alia satisfy conditions concerning 

subjects’ practical standing with respect to them if they are to rise to knowledge. The 

value-free ideal is incompatible with this outcome. The value-free ideal is a normative 

guiding epistemic conception of science that concerns the types of factors (only 

epistemic or both epistemic and practical) that ought in principle to influence scientists 

in their evidential judgments, including certification of scientific hypotheses as 

knowledge (Douglas 2009, 1). Simply put, PE states that knowledge is value laden, 
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which means that scientific knowledge is also value laden. If PE is right, the value-free 

ideal is false.  

The incompatibility of PE and the value-free ideal clarifies the terms of the 

debate about the value-free ideal. We may distinguish between the types of conditions 

that scientific theories need to satisfy in principle for being certified as knowledge, and 

the types of conditions that current science actually satisfies. Once we make this 

distinction, and see that both PE and the value-free ideal concern the former, we can see 

why Betz’s (2013) recent defense of the value-free ideal misses its target. Even if it is 

right, it does not save value-freedom as an ideal for science. Betz’s argument is twofold. 

First, “there is a class of scientific statements which can be considered—for all practical 

purposes—as established beyond reasonable doubt” (218; emphasis added). Second, for 

the remaining class of statements that cannot be considered conclusive for all practical 

purposes, scientists need not allow values to indirectly influence their acceptance or 

rejection, but rather they can merely report them along with their error probabilities.  

In §4.2, I will argue against the second claim. Note, however, that even if we 

accept it, Betz’s argument does not vindicate the value-free ideal, but denounces it. The 

value-free ideal is not an empirical claim about the types of factors whose influence 

happens to be salient in the current state of science. At best, Betz’s argument shows that 

a large class of scientific hypotheses trivially satisfies the practical conditions for their 

justified acceptance; namely, that the risks associated with their justified acceptance in 

all conceivable contexts are negligible. It does not follow that practical conditions are in 

principle irrelevant for making justified scientific epistemic judgments. On the contrary, 

Betz’s repeated caveat “for all practical purposes” denounces the values-free ideal, 

because it explicitly states that practical concerns are relevant to justified theory 

acceptance. Once the caveat “for all practical purposes” is made, it remains merely an 

empirical contingent matter which hypotheses can be justifiably accepted for all 

practical purposes, most practical purposes, or just some practical purposes. Betz’s 

argument misses its target; and the value-free ideal remains false, at least if PE is true. 

In this section I presented PE and the value-free ideal. I stressed that if PE is 

correct about knowledge in general, it is specifically correct about scientific knowledge, 

which entails that the value-free ideal if false. This point has not been sufficiently 

acknowledged in the current debate about the value-free ideal.1 In the next section, I 

outline my argument for PE, according to which the opposite is true as well: If the value-

free ideal is false (due to Douglas’ argument), then PE is right.  

3 An Outline of the Argument for PE 

Before I outline my argument, let me briefly review existing arguments for PE in order 

to contrast them with mine. There are two dominant lines of argument for PE. One line 

of argument for PE is from the semantics of knowledge attribution. Consider this 

example: Jack is in a train station in Ottawa, about to board a train to Toronto. He 

doesn’t know if he is on the right platform. He asks a random normally-looking person 

whether this is the train to Toronto. The person says that it is (and it is). Does Jack know 

based on this testimony that this is the train to Toronto? According PE, the answer may 

depend on Jack’s interests. If it is very important for Jack to arrive in Toronto on time, 

e.g., to attend an important meeting, then he does not know this, and needs to make 

                                                 
1 This is although Douglas (2009) uses the word “knowledge” throughout her (2009) book, and 

declares at its outset that “we have no better way of producing knowledge about the natural world 

than doing science” (2009, 1). In addition, in her argument for the indirect role (2009, Ch. 5), she 

draws on Heil (1983), who – like the current debaters of PE – discusses knowledge and belief in 

general, rather than science.  
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further inquiries, such as asking a train-station employee. But if it doesn’t matter to Jack 

so much, this testimony is enough to grant him knowledge. Either way, a belief that this 

is the right platform is equally justified. The relevant difference between the cases is 

Jack’s stakes regarding this proposition.  

Proponents of PE argue that competent speakers tend to attribute knowledge to 

subjects in low-stakes cases, but refrain from that in high-stakes cases. This includes 

self-attributions. When the stakes change, e.g., if for whatever reason it becomes crucial 

for indifferent Jack to arrive in Toronto on time, speakers recant their previous 

knowledge attribution. PE proponents argue that PE is the best explanation of this 

linguistic phenomenon; particularly, it is a better explanation than attributor 

contextualism, which states that in knowledge attributions, the threshold of knowledge-

level justification changes with features of the attributor’s conversational context, rather 

than with the subject’s stakes (e.g., Cohen 1999; DeRose 1995). Critics of this line of 

argument question whether there is a genuine, stable empirical linguistic phenomenon 

that requires an explanation at all, and insofar as there is, whether PE is its best 

explanation (Pritchard 2006; Brown 2008; May et al. 2010).  

It is important to note that proponents and many opponents of PE regard 

empirical evidence about knowledge ascriptions by competent speakers to normal 

subjects in various circumstances and conversational contexts as highly relevant for 

deciding the dispute between them. Such ascriptions refer to ordinary standards of 

justification that are used in real-life contexts, rather than standards of epistemic 

excellence. PE is a normative account of knowledge in that it attempts to analyze 

knowledge as an existing human normative institution, rather than the appropriate 

epistemic conduct of ideal or exceptionally able epistemic subjects. 

Another line of argument for PE is from the knowledge-action principle, which 

has three versions: (KA1) knowledge is necessary for rational action, i.e., if one can 

rationally act on one’s belief that p, one knows that p; (KA2) knowledge is sufficient for 

rational action; (KA3) knowledge is necessary and sufficient for rational action. If we 

assume fallibilism,2 and KA1, and that a low-stakes subject may rationally act on her 

belief that p, but not a high-stakes subject, it follows that the low-stakes subject knows 

that p, while the high-stakes subject may not know that p. If we respectively assume 

KA2, it follows that the high-stakes subject does not know, while the low stakes subject 

may know (Stanley 2007, 200-201). The knowledge action principle has also been 

disputed, as well as what follows from it (Neta 2007; Brown 2008).  

I do not wish to dwell on these arguments and their criticism, only note that my 

argument for PE is different. It is based on the nature of inquiry, the limits of human 

rationality, and the normative role of justification in epistemology. Thus, it does not fall 

prey to existing criticisms of PE. It also draws attention to fundamental questions 

underling the view, which have not been adequately addressed yet.  

My argument for PE goes as follows:  

(1) In some cases and to some extent, scientists cannot avoid being influenced by 

pragmatic factors when making non-trivial epistemic judgments in the 

process of inquiry that ultimately leads to the justified acceptance of 

scientific theories. 

                                                 
2 Fallibilism is, roughly, the view that a subject can know that p while acknowledging a remote 

possibility that p is false (Fantl & McGrath 2009, Ch. 1). 
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(2) At least in many of the cases referred to in (1), the scientists who are 

influenced by pragmatic factors when making non-trivial epistemic 

judgments inevitably make non-trivial value judgments. 

(3) Therefore (from 1,2): In some cases and to some extent, scientists cannot 

avoid making non-trivial value judgments in the process of inquiry that 

ultimately leads to the justified acceptance of scientific theories. 

(4) If non-trivial value judgments are made in the process of inquiry that leads to 

the justified acceptance of scientific theories, then these theories embed and 

reflect those non-trivial value judgments, in the sense that these theories 

might not have been justifiably accepted had they been considered in light of 

alternative non-trivial value judgments, such as alternative weighing of 

competing values. 

(5) Therefore (from 3,4): In some cases and to some extent, justifiably accepted 

scientific theories embed and reflect some non-trivial value judgments, in the 

sense that these theories might not have been justifiably accepted had they 

been considered in light of alternative non-trivial value judgments. 

(6) Justifiably accepted scientific theories satisfy the justification condition for 

knowledge. 

(7) Justifiably accepted scientific theories satisfy the belief condition for 

knowledge. 

(8) The justification condition and the belief condition for knowledge are jointly 

sufficient for knowledge.3 

(9) Therefore (from 5-8), in some cases and to some extent, (scientific) 

knowledge embeds and reflects some non-trivial value-judgments, in the 

sense that it might not have been the same had it been considered in light of 

alternative non-trivial value-judgments.4 

This argument requires unpacking and defense, which will be done throughout 

this paper. I focus on scientific knowledge, but my argument holds for any knowledge 

that is the product of methodic complex inquiry that involves non-trivial inferences, 

such as the knowledge produced by a police detective or an investigative reporter. In 

the next section, I defend the first premise of the argument.  

4 Why the Influence of Interests and Social Values is Unavoidable 

4.1. Douglas on the Limits on Inquiry 

What is the basis for premise (1) of my argument; namely, that in some cases and to 

some extent, epistemic agents cannot avoid being influenced by pragmatic factors? This 

claim rests on two pillars. The first is Douglas’ argument about the indirect role of 

values in science presented in §2. The challenge to value-free science from the indirect 

role of values was already posed by Rudner (1953), who argued that scientists cannot 

avoid weighing social risks against each other when deciding to accept or reject 

hypotheses. A standard reply to Rudner was that the need to evaluate research 

consequences arises only at the last stage of inquiry in the context of application; thus, 

scientists, who work in the context of justification, need not be those who evaluate 

                                                 
3 For the sake of this argument in this paper, I leave out of the discussion the truth condition for 

knowledge. For a discussion of the sense in which scientific theories may satisfy it, see Miller (2013, 

1295-1296)  
4 I thank an anonymous reviewer for improving my original reconstruction of the argument.  
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social risks (Jeffery 1966; McMullin 1983). This reply accords with the received model 

of value-free science. For example, Hempel (1965) agrees that social values play an 

indirect role, but maintains a strict division of labor: Science assigns various hypotheses 

probabilities, and only society assigns them utilities and decides which hypotheses to 

accept.  

 A novel feature of Douglas’ work is showing that this reply is inadequate, 

because a strict separation between basic and applied science, or the contexts of 

justification and application, is unsustainable. Douglas argues that values penetrate 

deep into the context of justification, and affect various stages of research, such as study 

design, data analysis, evidence characterization, and evidence interpretation. Douglas 

(2000) supports her argument inter alia by a case study involving scientific research of 

the carcinogenic effects of dioxin, which illustrates the inevitability of making value 

judgments in various stages of inquiry prior to theory acceptance. She discusses a series 

of studies in which rats were exposed to dioxin and slides with their liver tissues were 

taken to determine if they had developed cancer. As part of the study, researchers 

needed to characterize the tissue samples. As it turns out, characterizing some slides, 

which is done by identifying certain visual patterns in them, is a subtle matter. Three 

different studies that used the same slides as data characterized some of them 

differently.  

Douglas argues that this case illustrates the necessity and inevitability of the 

indirect role. Values should not influence the characterization of clear evidence. Clear 

cases of diseased tissues should be characterized as such and clear cases of healthy 

tissue should be characterized as such. But values ought to influence the 

characterization of borderline evidence. All other things being equal, in a society mostly 

concerned with the dangers of cancer, borderline slide cases should be characterized as 

diseased, and in a society mostly concerned with the economic burden of 

overregulation, they should be characterized as healthy. Such a practice reflects the 

types and levels of inductive risk that society is willing to take (Douglas 2000; 2009, 

124).  

The bottom line is that when research outcomes finally reach the context of 

application, they are already saturated with social value judgments, and reflect the 

various trade-offs between values that were made in the process of inquiry leading to 

them. Moreover, the indirect influence of social values is not a necessary evil that must 

be tolerated. Rather, it is necessary for achieving scientific objectivity because only it 

offers a non-arbitrary, principled, and relevant way to decide the various dilemmas that 

arise during inquiry and influence its outcomes.  

In this paper, I take Douglas’ reply to the standard objection to Rudner and 

subsequent developments of in the spirit of her account (Wilholt 2009; Intemann & De 

Melo-Martín 2010; Elliot 2011) to be robust, and do not offer new arguments for them. 

In the next subsection, I draw attention to another cause of scientists’ inability to avoid 

the influence of values on their evidential reasoning, which is the psychological 

phenomenon of motivated reasoning. Motivated reasoning gives independent support 

to PE, and consequently also militates against the value-free ideal.  

4.2. Psychological Evidence on the Limits of Human Rationality 

The second pillar of my claim that in some cases and to some extent, epistemic agents 

cannot avoid being influenced by pragmatic factors is empirical psychological evidence 

about people’s difficulty to objectively reason about what they care about. The influence 

of values on evidential reasoning is well studied in experimental psychology. The term 

“motivated reasoning” describes any process of reasoning that is affected by a person’s 
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preference or desire concerning the outcome of the reasoning process (Kunda 1990, 

480). Motivated reasoning is a species of confirmation bias (Nickerson 1998; Klayman 

1995).  

Motivated reasoning affects evidence assessment. People assess the same 

evidence differently based on their directional goals. Here are some representative 

examples. When coffee lovers read a scientific article claiming that caffeine was 

hazardous, they were less convinced by it than non-caffeine consumers. Sports fans 

were told that a previously winning team had lost a game. Fans of the team tended to 

see this as a mere fluke, while fans of the opposing team tended to see this as a turning 

point (Kunda 1990, 488-490). Proponents and opponents of capital punishment 

received the same mixed evidence about the effectiveness of that practice. Both 

regarded the evidence as reaffirming their prior beliefs. When presented with the same 

studies, scientists tended to deem as more methodologically sound the studies that 

supported their previous beliefs (Klayman 1995, 394-395).  

These findings nicely accord with PE. They show that when the stakes are high, 

e.g., when coffee lovers encounter evidence suggesting they should give up their 

precious hobby, they raise the evidential thresholds required for knowledge, but they do 

not do so when the stakes are low or null. Motivated reasoning also casts serious doubts 
about Betz’s suggestion, which was discussed in §2, that scientists report hypotheses 

they deem uncertain along with their error probabilities. The doubts are both about 

scientists’ ability to distinguish between certain and uncertain hypotheses, and their 

ability to objectively determine the error probabilities. For the sake of the argument in 

this paper, I take these empirical findings to be robust.  

Several objections may be raised against my taking these empirical findings to 

support a normative case for PE. Let me address them in turn. First, I take the 

psychological evidence as illustrating human irrationality, but this interpretation may 

be challenged. Feldman (2003, 162-164) is aware of the potential problems that 

empirical psychological findings that show human irrationality may pose to TI. 

Anticipating the line of argument I advance in this paper, he argues that psychological 

studies that reveal that people use incorrect rules of logic or probability do not 

necessarily show human irrationality, as people may follow different rules than the ones 

assumed by the researchers, which may still be rational although they lead to false 

beliefs in exceptional cases.  

However, the cases to which Feldman refers, known as “cold cognitive biases”, 

are not the ones on which my argument rests. I reviewed cases of “hot cognitive biases”, 

where the source of irrationality is emotion, rather than misguided inference rules. 

Indeed, Feldman (2003, 165-166) admits that such cases cannot be rationally described, 

but argues that the existence of a limited range of cases in which people form irrational 

beliefs does not endanger normative epistemology or TI. These studies, however, are 

more alarming than Feldman depicts them, because they show that agents 

systematically fail epistemically; namely, in many and perhaps all cases where agents are 

motivated toward a certain outcome and the evidence allows for interpretive flexibility, 

they will likely reach a biased belief. This shows that TI may hold agents to higher 
standards than they can meet. (I discuss this point further in §5.)  

It might be objected that these findings do not show that subjects cannot form 

justified beliefs in high-stakes cases, but only that some percentage of people does not 

form such beliefs. But there are three relevant respects in which the empirical evidence 

demonstrates an inability, rather than the mere prevalence of a specific form of 

reasoning. First, the process of motivated belief formation is, for the most part, 
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unconscious; namely, subjects are unaware of it. Normally, subjects do not realize that 

the belief-forming process is biased by their goals, and that they would probably form 

different beliefs in the presence of different directional goals (Kunda 1990, 482-483). 

Second, motivated reasoning is involuntary. Subjects do not willfully form motivated 

beliefs. In fact, even when subjects are trained to avoid certain biases, in a wide class of 

cases they nevertheless end up forming biased beliefs against their will. The success of 

debiasing techniques in experimental settings is modest at best, and there are good 

reasons to think that they are even less effective in real-life conditions outside the 

laboratory (Lilienfeld et al. 2009, 393-395). Third, it is hypothesized that a psychological 

mechanism is responsible for motivated belief formation (Kunda 2009). If this 

hypothesis is correct, then these findings reveal fundamental facts about the limitations 

of human reasoning. They, in a sense, identify the “normal working parameters” of 

rational human evidential reasoning. When these parameters are exceeded, namely, 

when subjects’ stakes are too high, people’s reasoning processes are no longer reliably 

rational.  

It may be objected that even if these findings show that subjects cannot form 

justified beliefs in certain conditions, this failure does not have normative significance. 

To illustrate this claim, Conee & Feldman give the following counterexample:  

A paranoid man might believe without any supporting evidence that he is being 

spied on. This belief might be a result of an uncontrollable desire to be a 

recipient of special attention. In such a case the belief is clearly epistemically 

unjustified even if the belief is involuntary and the person cannot alter the 

process leading to it (2004, 85; emphasis added). 

Let us grant for the sake of the argument that the fact that the paranoid cannot help but 

form the belief that he is being spied on carries no normative force. Motivated reasoning 

differs from the paranoid’s case in three ways, which make it normatively significant.  

First, the paranoid’s belief (according to Conee & Feldman’s own construction of 

the counterexample) is not responsive to evidence at all. The paranoid forms his beliefs 

regardless of his having no evidence for them. By their very nature, then, his beliefs are 

epistemically defective. By contrast, motivated subjects’ beliefs are responsive to 

evidence. The influence of directional goals on subjects’ evidence assessments is 

constrained. Motivated subjects are not at liberty to conclude whatever they want. 

Rather, empirical research finds that they are constrained by their ability to rationalize 

their reasoning. Subjects attempt to construct a justification of their desired conclusion 

that would persuade a dispassionate observer. They draw the desired conclusion only 

insofar as they feel they can do that. Subjects insist on appearing as following rational 

reasoning processes (Kunda 1990, 482-483). Thus, unlike the paranoid’s beliefs, 

motivated subjects’ beliefs are not categorically irrational or unjustified, but rather less 

rational or justified than non-motivated subjects’ beliefs. As Goldman (1999, 237), who 

makes a similar point, puts this: “Motivation driven reasoning has a robust reality, but 

there are limits to the epistemic damage it can inflict”.  

The paranoid fails by forming beliefs regardless of the evidence, whereas 

motivated subjects allow directional goals to affect their evidence assessment, but they 

are still responsive to the evidence.5 Inasmuch as this is a failure, it is a failure of 

                                                 
5 If we reconstruct the example such that the paranoid suffers from a pathological influence on his 

evidential reasoning rather than his beliefs directly, the difference between the paranoid and normal 

people turns from a difference in kind to a difference in degree, and the example loses its normative 

force. It is obvious that because the paranoid is extremely influenced by motivating factors, his belief 
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justification, rather than belief. We therefore cannot draw lesson from the paranoid’s 

case to the motivated subject case. As opposed to the paranoid, there remains a 

possibility that in some circumstances, motivated subjects’ beliefs may still be 

sufficiently justified to reach knowledge-level justification.  

Second, the paranoid suffers from an abnormal mental disorder, which affects 

his rational cognitive performance. When we deem his belief unjustified, the implicit 

standard we use is what a normal person whose cognitive capabilities are not damaged 

would believe in his place. By contrast, motivated reasoning occurs in normal people. It 

is not pathological. When we deem a high-stakes person’s belief that p unjustified, the 

implicit standard we use is either a high-stakes subject, whose cognitive capabilities are 

higher than normal, or a subject whose stakes regarding p are low or none. Both these 

standards are inadequate. Proponents of TI cannot use the low-stakes subject as setting 

the epistemic standards to the high-stakes subject without begging the question; and 

epistemic standards for knowledge should not exceed normal human limits, thus the 

subject with higher-than-normal cognitive capabilities cannot be used for setting the 

standard. Hence, the objection from the paranoid man fails. 

Against the last claim, proponents of TI may deny that epistemic standards 

should not exceed normal subjects’ doxastic limits. I address this objection in the next 

section, where I defend the sixth premise of my argument.  

5 Justified Acceptance of Theories Satisfies the Justification Condition for 

Knowledge 

In this section, I defend the sixth premise of my argument, which states that justified 

acceptance of scientific theories satisfies the justification condition for knowledge. My 

claim is both empirical and normative. Namely, I claim that justification standards for 

knowledge do not and should not exceed the standard of justified acceptance of well-

established scientific theories. This claim should not be controversial. Many proponents 

and opponents of PE already seem to accept it. This is because, scientists are regularly 

attributed knowledge with respect to their justifiably accepted theories in ordinary 

linguistic contexts, and as I noted in §2, most debaters of PE find knowledge attributions 

in ordinary conversational contexts as highly relevant empirical evidence for deciding 

the debate. If anything, the common view among philosophers and non-philosophers is 

that scientific knowledge is in better epistemic standings than non-scientific knowledge; 

as Longino (2002, 124) characterizes this position, “scientific knowledge is like ordinary 

knowledge except better”.  

However, because I am committed to neither the significance of knowledge 

attributions as evidence for deciding the case about PE, nor the superiority of scientific 

knowledge to other knowledge, I would like to defend this claim against the major 

objections that have been raised against it.  

The rationale for the view that justificatory standards sufficient for knowledge 

do not and should not exceed justificatory standards for acceptance of well-established 

scientific theories is that epistemic standards for knowledge should not exceed normal 

human limits. This rationale is captured by the “ought-implies-can” principle, which is 

commonly regarded a truism.6 As the example of the paranoid in the last section 

                                                                                                                                                  
is not justified. But it does not follow that a normal person who is moderately influenced by 

motivating factors is also not justified. Drinking heavily before driving is irresponsible, but this does 

not mean that any amount of drinking before driving is also irresponsible. I thank an anonymous 

reviewer for pressing me on this point.  
6 Cf. a central principle of Jewish law “we do not impose on the community a hardship which the 

majority cannot endure” (Babylonian Talmud, Baba Bathra 60b). 
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demonstrates, and as some have argued (e.g., Stocker 1971; Mizrahi 2012), however, 

this rationale has prima facie counterexamples and exceptions, particularly in the 

epistemic context. Yet for the sake of my argument, I need not defend a strong version of 

the epistemic “ought-implies-can” principle, according to which standards of 

responsible epistemic conduct must under no circumstances exceed a subject’s 

capabilities (hereinafter, the extreme principle). Rather, I need only defend a modest 

principle, according to which epistemic standards for knowledge should generally not 

exceed what people are ordinarily capable of achieving, and if there are exceptions, such 

as the paranoid’s example, they are relatively rare or unrepresentative (hereinafter, 

the modest principle). To be clear, the modest principle does not imply that there is 

nothing that is generally out of reach of our capacity for forming justified beliefs. There 

are cases in which what a subject who has done everything she can for reaching justified 

belief should do is suspending judgment or disbelieving.7  

The modest principle is enough for counting most well established scientific 

theories as knowledge, because in the process of their acceptance, scientists for the 

most part do not exceed ordinary human capabilities. Despite a common myth, scientific 

knowledge is not produced only by geniuses, and scientists, qua individuals, are no 

more rational than the rest of humanity. “It should be obvious that the objectivity and 

the rationality of progress in science is not due to the personal objectivity and 

rationality of the scientist” (Popper 1981, 95).8 If, as I will argue in the next section, such 

theories inherently embed and reflect value judgments, then knowledge embeds and 

reflect the same value judgments, hence PE is true.  

What possible objections are there to the modest principle? According to one 

objection, standards of justified belief are standards of excellence. According to a second 

objection, epistemic oughts that set justificatory standards for belief are role oughts, 

which circumvent the epistemic “ought-implies-can” principle. Both objections are 

raised by Conee & Feldman. I will address them in turn.  

According to the first objection, epistemic oughts that are used in the analysis of 

justified belief set standards of excellence. According to this interpretation, proposed by 

Conee & Feldman (2004, 87), standards of justified belief are analogous to standards for 

an “A” grade, which may be too high for most and maybe all students. As such, it is fine 

that normal people cannot meet them. This interpretation is consistent with Kitcher’s 

(2011, 125) view that it is wrong to dismiss an epistemic ideal merely because it is 

difficult to implement, since without an ideal, we do not know where we want to go. On 

this interpretation, epistemic oughts do not imply can.  

This objection, however, does not dispense with the epistemic “ought-implies-

can” principle, but only relaxes it. While standards of excellent performance are higher 

than what most people can achieve, they must still be defined vis-à-vis what people in 

general can and are expected to do. If we follow Conee & Feldman’s analogy, an 

undergraduate student should not be expected to write a publishable research piece to 

get an “A” for his term paper. Even as excellence standards, epistemic oughts are 

correlated with people’s abilities. Indeed, Kitcher (2011, 125-130) agrees that we must 

at least have some initial ideas about how to start putting an epistemic ideal into 

practice for it to be a valid ideal. Thus, this objection dispenses only with the extreme 

principle, but not with the modest principle.  

                                                 
7 See Miller & Record (2013, 122-127) for further discussion of this point.  
8 The view that scientific rationality (inasmuch as there is one) is not the individual rationality of 

scientists is largely uncontroversial in contemporary history, philosophy, and social studies of 

science. See Solomon (2001), Longino (2002), and Castel & Sismondo (2003).  
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An alternative line of argument against the modest principle may be that 

epistemic oughts are role oughts, which are “oughts that result from one’s playing a 

certain role or having a certain position” (Conee & Feldman 2004, 175). On this view, 

they define standards of good performance. Conee & Feldman argue that role oughts do 

not imply can. For example, parents ought to take care of their children, regardless of 

there being parents who cannot do so. Similarly, in their view, epistemic oughts define 

people’s standards of good performance qua epistemic agents, whether they can meet 

them or not (2004, 175).  

Conee & Feldman do not distinguish, however, between the qualifications 

required for assuming a role, and the capabilities required for performing it. Not 

everybody is qualified to assume any role, but those who are qualified and assume a role 

are expected to be able to perform it. For example, to be a doctor, a person needs to 

have certain education and pass certain tests, which not everybody can pass. But a 

doctor’s role responsibilities are defined such that they can be carried out. Similarly, a 

soldier in a guard post ought to stay alert during her shift, but the shift cannot last 48 

hours, since people cannot stay awake for this long. On occasion, an individual soldier 

may be too tired to perform her duty, but not as a general rule. Indeed, in our society, 

parenting is regulated such that an adult is normally assumed to be able to perform the 

role unless proven otherwise, but there are cases in which society, through the legal 

system, denies people who are found to be unfit parents of their parenting role. The 

standards by which society judges whether people are competent to assume a parenting 

role are standards that normal people are generally able to meet.9  

To conclude, the view that standards of justification required for knowledge do 

not and should not exceed standards of justified scientific theory acceptance should be 

generally accepted. The objections to the rationale that underpins it, namely, the 

epistemic “ought-implies-can” principle, bring down, at most, its extreme version, and 

not its modest version, which is sufficient for my argument.  

6 Scientific Theories – Acceptance versus Belief 

So far I argued that well-established scientific theories pass the justificatory standards 

required for knowledge, although they reflect the social value judgments that were part 

of the process of inquiry that produced them. One may still deny that they are 

candidates for knowledge, however, not because they lack justification, but because 

acceptance, rather than belief is the appropriate cognitive attitude that should be taken 

toward them. According to this objection, which amounts to denying premise (7) of my 

argument, since knowing that p requires believing that p rather than merely accepting 

that p, they are not knowledge.10  

To understand this objection, let us examine the differences between acceptance 

and belief. Accepting a claim is taking it for granted in one’s reasoning, and it is possible 

to accept a claim without believing it. Acceptance often results from a consideration of 

one’s goals, which may be epistemic or non-epistemic, while beliefs are not typically 

deliberately acquired to advance goals. Acceptance is voluntary, whereas belief is 

                                                 
9 For a detailed analysis of the relations between role oughts, epistemic responsibility, and standards 

of justified belief, see Miller & Record (2013). 
10 The characterization of knowledge as a species of belief is part of the mainstream analysis of 

knowledge in analytic epistemology. It is not clear, however, that philosophers of science are 

committed to it, as they tend to focus on acceptance of theories or public claims to knowledge in their 

normative philosophical analysis, and regard belief as belonging to the realm of the psychology of the 

scientist, which is not of philosophical interest. For an explicit argument to the effect that knowledge 

is justified true belief or acceptance, see Cohen (1992, 90-92).  
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involuntary. Belief results in a feeling that something is true; acceptance involves no 

such feeling (Wray 2001, 325).  

In light of these differences, one may object to my reliance on Douglas’ argument 

from inductive risk on the ground that Douglas’ argument is about theory acceptance, 

which is a voluntary decision made on pragmatic grounds, while knowledge involves 

involuntary belief formation made on epistemic grounds. Hence, it is irrelevant to 

knowledge (McMullin 1983, 8).11 Thus, it does not follow from the claim that accepted 

scientific theories inevitably reflect the value judgments and trade-offs that were made 

prior to their acceptance that beliefs that have the status of knowledge reflect similar 

value judgments, or so this objection goes. 

Let me first address the issue of the alleged voluntary nature of acceptance 

versus the involuntary nature of belief. It is contested that acceptance is voluntary. 

According to van Fraassen’s influential account of acceptance, for example, accepting a 

theory is believing that it is empirically adequate (1980, 88). Such second-order beliefs 

are formed like any other belief, i.e., involuntarily, and may amount to knowledge. But in 

any case, the objection from the involuntary nature of belief is a red herring, because PE 

is not a theory about when it is appropriate for a subject to form a belief. In particular, 

PE does not state that it is permissible for S to form a belief only when it passes the 

threshold of knowledge-level justification. Rather, PE is a thesis about the factors that 

determine whether a belief passes this threshold or not. It is permissible in many cases 

for S to believe that p even if S’s belief that p falls short of knowledge. In such cases, S 

will simply have justified belief that falls short of knowledge.  

The more serious part of this objection is the claim that value-laden epistemic 

judgments or attitudes are pragmatic to begin with, and are distinct from value-free 

epistemic judgments and attitudes that are involved in certifying and regarding 

hypotheses as knowledge. Lacey (1999, 12-18) provides the most developed suggestion 

in this spirit. Lacey distinguishes two possible cognitive attitudes scientists may take 

toward theories: endorsement, and acceptance. Lacey regards endorsement as the right 

cognitive attitude to take toward provisional less-than-certain theories, while 

acceptance, or sound acceptance, is the right attitude to take toward certain or near-

certain theories. Lacey argues that only endorsement may legitimately involve value-

judgments about inductive risks, while sound acceptance should be made on purely 

evidential grounds.12 If we follow Lacey’s suggestion, only soundly accepted theories are 

candidates for knowledge, hence scientific knowledge remains value-free.  

My reply to this objection is threefold. First, expecting practicing scientists to 

make such fine-grained distinctions between the different cognitive attitudes they might 

take toward hypotheses is unrealistic. Lacey’s complex framework may be useful to 

philosophers of science who wish to conceptually analyze and normatively evaluate a 

case study. But practicing scientists are not philosophers, and cannot be expected to 

employ it. If we add belief to acceptance and endorsement, we have three possible 

cognitive attitudes scientists may take toward a hypothesis. If we remember that for 

each hypothesis, scientists need to determine both their individual attitude and the 

collective attitude of the community, then for each hypothesis they need to be able to 

                                                 
11 Fantl & McGrath (2010) also interpret Rudner’s (1953) argument as concerning pragmatic theory 

acceptance, rather than knowledge.  
12 Lacey’s distinction between endorsement and acceptance is similar to Betz’s distinction, which was 

discussed in §2, between certain or near-certain theories that can be taken to be true for all practical 

purposes, and less-than-certain hypotheses that should be reported by scientists along with their 

error probabilities. It fails for similar reasons.  
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distinguish and correctly choose among six or five possible cognitive attitudes 

(depending on whether we regard collective belief and collective acceptance as two 

separate attitudes, or the same one).13 Incorporating this fine-grained conceptual 

framework into actual scientific practice is unrealistic. Moreover, even if scientists learn 

to distinguish between the different cognitive attitudes, the psychological phenomenon 

of motivated reasoning sheds serious doubts on their ability to correctly evaluate the 

level of uncertainty associated with each hypothesis and take the appropriate attitude in 

each case. Lacey’s system violates the modest epistemic “ought-implies-can” principle, 

which I defended in the last section. Even if we employ a less complex system, expecting 

scientists to master and use it still seems unrealistic.  

Second, the objection according to which value-laden scientific hypotheses 

should only be pragmatically accepted but not believed rests on a false strict separation 

between the context of justification and the context of application. It falsely presupposes 

that values affect only the last stage of research in which hypotheses are accepted or 
rejected. As we have seen in §4, this picture was debunked by Douglas and others; value 

judgments and trade-offs between different inductive risks are also made in key stages 

of inquiry prior to the final stage of theory acceptance, such as data characterization, 

choice of methodology, data manipulation, evidence assessment, and evidence 

interpretation. Such stages are common to all scientific research as well as inquiry in 

general, which often results in beliefs that may amount to knowledge.  

Complex inquiry in the real world – as opposed to simplified philosophical toy 

examples – requires making non-trivial value judgments. If such inquiry results in 

beliefs, they will manifest those non-trivial value judgments. Often, a legitimate aim of 

such inquiry is not only helping make a pragmatic decision, but also yielding knowledge. 

For example, a police detective conducting a murder investigation may need to rely on 

forensic techniques to determine whether a suspect’s fingerprints or footprints match 

those that were found in the crime scene. Different forensic techniques have different 

rates of false positives and false negatives, and the choice between them is therefore 

inescapably a value choice of a particular balance of inductive risks rather than another. 

Note that this is a choice of method, which comes at a relatively early stage of inquiry. A 

legitimate aim of such investigation is not only making the pragmatic decision of whom 

to charge, but also yielding knowledge. That is, after the detective has properly 

conducted the investigation and reached the truth, she may legitimately claim to know 

who committed the murder. But this knowledge cannot be separated from the value 

judgments that were involved in the process of inquiry that yielded it. 

Or consider the following example. An editor of a journal in a purely theoretical 

branch of mathematics sends a paper to two reviewers. They review it and recommend 

its publication. The editor accepts their recommendation. There is still a chance of error 

in the paper, which can be reduced if the paper is sent to more reviewers. How is the 

number of reviewers determined? The editor weighs the risk of publishing an error 

against other values and practical considerations, such as the speed of publication, 

availability of reviewers, and overhead costs of additional reviews. It has been 

empirically found that published papers in mathematical journals occasionally contain 

errors (Geist et al. 2010; Grcar 2010). Some mathematicians even complain that the rate 

of published errors is too high (Nathanson 2008). Suppose some editors decided to give 

higher priority to catching errors before their publication, and raised the reviewing 

standards, then the published body of mathematical proofs would change. Because new 

                                                 
13 For the view that collective belief and collective acceptance are the same cognitive attitude, see 

Wray (2001); for the opposite view, see Gilbert (2002); for further discussion see Miller (2013). 
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published proofs draw on old published proofs, the editors’ new weighting of values and 

inductive risks will affect the future proofs published in mathematical journals. The 

corpus of accepted mathematical proofs is sensitive to the value judgments of the 

mathematical community. Some theorems would be considered proven under a certain 

weighting of values and unproven under another weighting. Yet it would be absurd to 

claim that because published proofs in peer-reviewed mathematical journals are not 

absolutely reliable, or because their reliability may be further improved, they are only 

candidates for pragmatic acceptance, but not for belief or knowledge. Rather, the 

knowledge that is obtained by believing such published proofs reflects the value 

judgments that were made in the process of their acceptance.  

Third, hypothesis acceptance in science is not always a purely or even mainly 

pragmatic matter. Of course, there are cases where theory choice is merely a pragmatic 

decision, but not all cases are like that. A legitimate aim of science is the production of 

knowledge for its own sake. For example, the identification of distant astronomical 

objects such as stars, supernovas, and galaxies is done by computational processing of 

astronomical data obtained from powerful telescopes. This is basic science as usual. 

Such computational processing has its levels of accuracy and precision; and its 

reliability is de facto determined by values such as ease of implementation, cost, and 

running time, as well as the available hardware (Jarvis & Tyson 1981). Usually, nothing 

significant hinges on such routine identification of astronomical objects. It is usually 

done for the pure sake of gaining knowledge. But there might be a case where such 

identification becomes important from a pragmatic perspective; for example, crucial to 

successfully carrying out an expensive space mission. In such a case, the computational 

processing may be amended to reflect the new values and interests – for example, it may 

be made more accurate at the expense of a slower running time. The change in values 

may change the final classifications of some astronomical objects. But it would be again 

absurd to deny that the current identification gives us knowledge just because it may 

change in light of other interests and stakes. That is, it would be absurd to deny that an 

astronomer may legitimately come to know based on current identifications that a 

particular astronomical object is, for instance, a distant star rather than a supernova, or 

to claim that she may only rely on these identifications for making pragmatic decisions 

but not for forming beliefs and acquiring knowledge.  

To sum up this section, granting the objection from pragmatic acceptance 

amounts to denying that accepted scientific theories and other products of complex 

inquiry in the real world give us knowledge in many cases they do. In many fields of 

knowledge, there is no alternative or better way to acquire knowledge than believing 

our best accepted scientific theories; and we indeed acquire knowledge this way. But 

such theories already manifest the various value judgments that were made in the 

various stages of research leading to their acceptance. If we leave out our well 

established scientific theories from the domain of knowledge and belief, and insist that 

they belong only to the realm of pragmatic acceptance, the body of knowledge that 

remains is narrow and trivial. Denying from them the status of knowledge is a price that 

no reasonable theory of knowledge should be willing to pay. 

7 Conclusion 

I have argued that knowledge has an inherent pragmatic dimension, drawing on the 

limitations of inquiry and rational reasoning. Put differently, human beings are 

imperfect beings producing imperfect knowledge. Their interests and the values they 

cherish allow them to decide on a non-arbitrary basis which imperfections in their 

representation of the world they are more willing to bear. The knowledge they end up 

producing manifests these value choices.  
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