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The Evidence for Free Trade and Its Background Assumptions:
How Well-Established Causal Generalisations Can Be Useless
for Policy
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University of Helsinki, Helsinki, Finland

ABSTRACT
In this article, I offer a methodological analysis of the empirical
research on the causal effects of trade liberalisation, and assess
whether such studies can be of any use for guiding policy
prescriptions in real-world economies. The analysis focuses on the
mainstream economic research that has been used to support
arguments in favour of trade liberalisation during the last
decades. Even though there are empirical results that could be
taken as valid evidence for a causal connection between free
trade and economic gains, none of the existing evidence licences
trustworthy inferences about the policy effectiveness of trade
liberalisation reforms in real-world cases. There are three aspects
of the empirical literature that make it highly problematic for
making reliable policy inferences: (a) the criteria used to define
the notion of ‘free trade’, (b) the background assumptions
embedded in the econometric techniques used for estimating
causal effects, and (c) the widespread desire among academic
economists to attain scientific results in terms of universally valid
generalisations. The analysis exposes a worrisome mismatch
between, on the one hand, the research aims and outcomes of
scientific economics and, on the other, the kind of evidence that
would be useful for guiding actual policy deliberations.
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1. Introduction

Whether free trade causes economic gains or not is one of the oldest unsettled questions
of political economy (see Mill [1844] 1874). In the public policy arena, international trade
is a recurring topic of heated controversy. Among academics, endorsements of free trade
(e.g. Feenstra 2006; Lal 2006; Irwin 2009) and criticisms (e.g. Brown 2006; Chang 2008;
Fletcher 2010) come from a wide range of theoretical, political, and ideological stand-
points. Driving this longstanding debate is an underlying intuition that the systematic
results of scientific research on the nature and consequences of free trade can be straight-
forwardly exploited to make reliable policy prescriptions. This intuition is misleading.
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Before the 1980s, international economists concerned with trade liberalisation focused
on debating the theoretical validity of economic insights from classical political economy
and neo-classical economics. Researchers typically used formalised characterisations of
notions like comparative advantage, competitive markets, monopolistic competition,
trade barriers, and increasing returns to scale, in order to demonstrate either the benefi-
cial effects of free trade (e.g. Dixit and Norman 1980; Krugman 1993; Neary 2003) or the
conceptual flaws in neoclassical accounts (e.g. Steedman 1979; Kitson and Michie 1995;
Daly 1996; Driskill 2012). However, a final consensus has never been reached as to which
theory (or theories) offers the correct view. The lack of a decisive account at the theoret-
ical level, in favour of or against free trade, generated a strong wave of applied empirical
studies—mainly during the 1980s and 1990s—with the aim of testing the available the-
oretical proposals as well as some of the posited effects of trade liberalisation.

By the turn of the century, many economists, policy makers, and other end-users of eco-
nomics had become convinced that the results of this swelling empirical research finally pro-
vided conclusive evidence for the claim ‘free trade causes economic gains’. This claim is a
causal generalisation or, as I will refer to it in this article, a causal-efficacy hypothesis
about free trade. Simultaneously, the same corpus of empirical results was taken as evidence
for the validity of a closely connected, yet distinct, claim: ‘to enjoy economic gains, a country
should reduce its barriers to international trade’. This is a policy prescription, or what I will
call a policy-effectiveness hypothesis about free trade.

In order to agree with the policy-effectiveness hypothesis exclusively on the grounds of
empirical evidence in favour of the causal-efficacy hypothesis, one has to accept that the
validity of a scientific generalisation of the form ‘A causes B’ can entail or warrant the
validity of a policy prescription of the form ‘If you want B, you should do A’.
However, as I will argue, the validity of the causal-efficacy hypothesis does not at all
entail or warrant the validity of the policy-effectiveness hypothesis. I develop the argument
for this point by analysing in detail some of the most influential empirical studies on the
benefits of free trade from the last four decades. Can the available empirical evidence in
favour of free trade be used as a reliable guideline for economic policy making? My con-
clusion is that the evidence is neither decisive nor even adequate to reliably support
policy recommendations in real-world situations. Nonetheless, there are noteworthy
lessons to be learned from looking at the details of why this is the case.

The empirical literature analysed in this article is confined to what can be labelled
‘mainstream empirical research’ in favour of free trade, which in turn is closely
aligned with the neo-classical economic approach. Thus, the literature I review is not rep-
resentative of all existing theoretical perspectives on international economics. The selec-
tion of this strand is based on the following considerations: (a) These articles are the most
highly cited and influential among economists and other social scientists in apologetics
for free trade; (b) these studies enjoy a high level of policy impact inasmuch as they have
typically been used by international organisations as the evidential base for outlooks and
reports regarding trade policy advice (e.g. IMF 1997; OECD 1998; Georgiadis and Gräb
2013); (c) the ultimate goal of my analysis is to bring to the forefront a worrisome mis-
match between, on the one hand, the research aims and outcomes of this kind of scien-
tific economics and, on the other hand, the kind of evidence that would in fact be useful
for guiding policy deliberations. This problematic mismatch is, I believe, rather endemic
and chronic in policy-oriented economic research. However, in the space of one article, I
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can only hope to properly analyse one concrete instantiation of it, hence the focus on the
case of the empirical research on free trade.

As is well known, heterodox economists have provided substantial criticisms of the
neo-classical approach to international trade, concerning both its theoretical foundations
and its empirical claims in favour of free trade (e.g. Reinert 2007; Chang 2008; Ocampo,
Rada, and Taylor 2009; Taylor 2010). This article takes a look, from a philosophy of
science perspective, at a methodological dimension underlying the debate on the
benefits of free trade. In particular, I dig into the empirical literature to investigate the
various kinds of methodological background assumptions that, in spite of enjoying
some epistemic justification according to the discipline’s scientific standards, generate
unavoidable limitations to the policy relevance of the results put forward as evidence
in favour of free trade. Critiques of mainstream arguments for free trade rarely focus
on this underlying dimension, so my analysis can be considered as complementary to
the existing accounts. Moreover, similarly focused methodological assessments could
also be made about any other economic approach (neo-classical or not) that claims to
derive reliable policy prescriptions directly from its theoretical or empirical framework.

In Section 2, I briefly portray the kind of policy aspirations underlying most scientific
research in international trade economics. In Section 3, I analyse the notion of ‘trade lib-
eralisation’ and the main econometric techniques used in mainstream empirical litera-
ture, and then show how different kinds of methodological background assumptions
heavily shape the causal meaning of the research results. In Section 4, I point out and
discuss three aspects of the empirical studies that make the results highly problematic
for inferring the effectiveness of policy prescriptions. In Section 5, I elaborate on the
kind of evidence that would be more in line with the contextual requirements of the
policy-making process in real-world economies.

2. The Policy Relevance Aspirations of International Trade Economics

Even if the ultimate aim of economic theory is better policy, one does not best serve that aim
by trying to make every journal article into a policy proposal. The immediate policy impli-
cations of a new idea are in the end less important than its intellectual contribution.
(Krugman 1993, p. 366)

Contrary to Paul Krugman’s opinion, economics articles often devote several lines, or an
entire section, to highlighting what the immediate policy implications of the main results
are supposed to be. According to Milberg (1996), the specialised literature on interna-
tional trade is particularly fond of this practice and tends to present, motivate, and inter-
pret most questions and answers as having immediate and clear-cut policy implications.1

For instance, supporters of the so-called new international economics have assumed
from the outset that new trade theory explains why reductions to trade barriers generate
economic gains (in their models), and therefore tariff reductions are automatically put
forward as good policy prescriptions (in the real world). In this theoretical approach,
the hypothesis that ‘trade liberalisation causes economic gains’ is not a theoretical
finding, but a working presupposition. In the words of Robert Feenstra:

1Milberg (1996) identifies a number of specific rhetorical devices that professional economists use to make international
trade articles look more policy relevant than they may actually be.
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[T]he models of economies of scale and monopolistic competition were conceived with a
very practical application in mind, namely, the gains that would result from large-scale
tariff reductions. Whether from multilateral tariff reductions under the WTO, or bilateral
tariff reductions under regional trade agreements, these models predicted gains from
trade over and above the gains from specialization in conventional models. (Feenstra
2006, pp. 617–618; emphasis added)

Similarly, the empirical studies on the benefits of free trade that proliferated during the
1980s and 1990s had a clear policy-relevance motivation as well. In an influential review
of the literature, Rodríguez and Rodrik (2001) describe what they take as the main ques-
tion driving applied international trade research:

Do countries with lower policy-induced barriers to international trade grow faster, once
other relevant country characteristics are controlled for? We take this to be the central ques-
tion of policy relevance in this area. To the extent that the empirical literature demonstrates a
positive causal link from openness to growth, the main operational implication is that gov-
ernments should dismantle their barriers to trade. (Rodríguez and Rodrik 2001, p. 264;
emphasis added)

This makes explicit what seems to be a tacit consensus in applied international econom-
ics, i.e. that the causal hypothesis ‘free trade causes economic growth’ is crucial and
deserves scientific investigation because of the significance of its expected policy impli-
cations. The underlying intuition—which in the latter quote is rather explicit—is that,
to the extent that the posited causal relation between free trade and economic growth
(a causal-efficacy hypothesis) is empirically validated, then the policy prescription that
‘governments should dismantle their barriers to trade’ (a policy-effectiveness hypothesis)
will automatically follow. As mentioned in the introduction, this is precisely the wide-
spread intuition that I claim is misleading.

A strong emphasis on turning scientific results into policy relevant prescriptions has
led some economists to mistakenly consider the potential or conditional policy implica-
tions of scientific research as automatically applicable in actual situations. As a conse-
quence, there is a great risk, on the one hand, of researchers believing that the
scientific knowledge they produce is much more suited and relevant to guiding policy
than it actually is, and on the other hand, of the end-users of science (i.e. policy
makers, governments, and the general public) believing that the scientific knowledge
they receive is unconditionally reliable and useful for achieving specific policy goals.

3. Empirical Evidence of the Benefits of Free Trade

Empirical studies on the economics of free trade are customarily of two broad types. One
type aims at testing the validity of a given theory. For instance, new trade theory postu-
lates that monopolistic competition models can be used to formally derive the following
argument: increasing the level of foreign trade will generate (a) efficient cost reductions,
(b) a wider variety of available goods in the domestic market, and (c) decreases in the
price levels within the trading countries (see Feenstra 2006). Accordingly, there are
studies designed primarily as empirical tests of these theoretical implications.

The other type of empirical research focuses on evaluating the effects of trade-liberal-
isation reforms. The primary goal of these studies is not to test underlying theories, but
rather to estimate the causal influence of trade liberalisation on other economic variables,
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using macroeconomic statistical data. Even if these studies are presented as mainly
empirical, they are still heavily theory-based in fundamental ways (clarified below). It
is this second type of study that is most commonly cited as evidence in favour of trade
liberalisation and the focus of my methodological analysis.

For the most part, the research on the benefits of free trade consists of econometric
estimations of the causal efficacy of a stylised variable standing for trade liberalisation.
The hypotheses under evaluation are typically of the generic form:

‘(For P), TL causes Y’

where P is the statistical population of countries from which the dataset has been col-
lected; TL is a variable standing for trade liberalisation; and Y stands for any of the
usual indicators of national economic performance, such as growth per capita, invest-
ment, income equality, price levels, and so on, as measured by conventional international
standards.

As concrete illustrations, I present here a non-exhaustive list of hypotheses about the
economic gains (Y) of trade liberalisation (TL), which have been empirically tested using
the concepts, causal criteria, and inferential methods that will be examined in this article:

(1) TL causes increases in economic growth (GDP/capita).2

(2) TL causes increases in investment (INV).3

(3) TL causes increases in the proportion of trade with foreign countries.4

(4) TL causes reductions in the prices of goods, given increasing returns to scale.5

(5) TL causes increases in the variety of goods available to consumers.6

(6) TL causes increases in economic competition, which in turn causes the self-selection
(and survival) of the most efficient firms.7

(7) TL causes convergence of wages, which leads to reductions in income inequalities.8

(8) TL causes reductions in unemployment.9

(9) TL causes transfers of foreign technologies.10

To the extent to which the causal-efficacy hypotheses listed above are taken as empirically
established according to the relevant scientific standards in the field, they can be taken as
evidence in favour of the broad claim that trade liberalisation causes economic gains. But
what exactly is one justified in inferring (and what not) from the results of these empirical
studies?

In the rest of Section 3, I will highlight two features of the empirical research on free
trade that are crucial to the policy relevance of its results. First, in 3.1, I show how the

2See Edwards 1992; Dollar 1992; Sachs and Warner 1995; Greenaway, Morgan, and Wright 1997; Ades and Glaeser 1999;
Wacziarg and Horn Welch 2008.

3Measured in terms of INV to GDP ratio (INV/GDP), and typically via foreign direct investment (FDI) as a mediating var-
iable; see Baldwin and Seghezza 1996; Wacziarg and Horn Welch 2008.

4Measured in terms of the so-called ‘openness ratio’; see Wacziarg and Horn Welch 2008.
5See Harris 1984; Smith and Venables 1988; Badinger 2007.
6See Feenstra 1994; Hummels and Klenow 2005; Broda and Weinstein 2006.
7See Coe, Helpman, and Hoffmaister 1997; Bernard et al. 2003; Eaton, Kortum, and Kramarz 2004; Trefler 2004; Feenstra
and Kee 2008.

8See Ben-David 1993; Frankel and Romer 1999; Winters, McCulloch, and McKay 2004.
9See Krueger 1983; Milner and Wright 1998; Falvey 1999; Dutt, Mitra, and Ranjan 2009.
10Mainly in the form of foreign capital equipment and technological research; see Keller 2004; Madsen 2007.
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methodology employed for testing the causal hypotheses interprets the notion of ‘trade
liberalisation’ (TL), that is, what the variable TL means in these studies. Then, in 3.2, I
examine the notion of causation that is implicit in the methodology employed to test
the causal hypotheses, or in other words, what exactly a ‘causal effect’ means in these
studies. Different interpretations of trade liberalisation as well as different notions of cau-
sation would enable or constrain the inferences that can be drawn about the effects of
policy prescriptions from scientific results.

3.1. The Meaning of ‘Trade Liberalisation’

The first thing that comes to mind when one thinks of trade liberalisation is the elimina-
tion of taxes on international exchange. This is somewhat correct, since trade liberalisa-
tion reforms almost always include the reduction of commercial tariffs. This is also the
way in which typical theoretical analyses study the conceptual effects of trade liberalisa-
tion, for instance, by calculating the burden of international tariffs on different economic
sectors. But what exactly is the meaning of ‘trade liberalisation’ in empirical research?
How is it measured? What kind of change in a real economy corresponds to a change
in the variable ‘trade liberalisation’?

In empirical studies, international economists define a variable TL—often referred to
as openness—that measures liberalisation levels in terms of the amount of trade restric-
tions in a particular country for a certain year. Given that many countries have initiated
clear-cut liberalisation reforms during the last few decades, researchers have focused on
characterising two aspects of liberalisation. These aspects are: (1) a set of openness criteria
for what counts as an open and as a closed economy, which allow for straightforward
comparisons of several economic indicators between open and closed countries; and
(2) the precise liberalisation dates for all countries that have launched liberalisation
reforms, which allow for comparisons of the economic trends and development within
each particular country before and after liberalisation reforms were implemented.

The most well-known, and still widely used, openness criteria were developed by Sachs
and Warner (1995). Using the ‘international comparisons’ dataset by Summers and
Heston (1991), Sachs and Warner constructed a dummy variable that takes the value 0
for a country in a particular year if it is closed, and 1 if it is open. A country is considered
to have a closed economy in a particular year if at least one of the following five features is
true for that country in that year:

(1) Average tariff rate level of 40 percent or more.
(2) Non-tariff barriers covering 40 percent or more of all trade.
(3) Black-market exchange rate at least 20 percent lower than the official exchange rate.
(4) State monopoly on exports.
(5) Socialist (centrally-planned) economic system.

Establishing precise liberalisation dates is less straightforward, and so various procedures
have been tried. A relatively simple method is to use an ex-ante approach and consider,
for instance, the ‘statements of intent’ made by countries when a World Bank Structural
Adjustment Loan (SAL) is granted. The date on which the loan begins can then be taken
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as the starting date of a liberalisation reform (e.g. Harrigan andMosley 1991;World Bank
1993; Greenaway, Morgan, and Wright 2002).

The alternative is to use an ex-post approach in which a set of countries’ economic
characteristics are assessed during a certain period to detect significant changes in
their openness conditions. For example, Dean, Desai, and Riedel (1994) inferred liberal-
isation dates for 32 countries from the 1980s to the beginning of the 1990s by analysing in
detail their socioeconomic history, focusing on four variables: changes in average tariffs,
changes in quotas, export taxes, and foreign exchange restrictions (Dean, Desai, and
Riedel 1994, pp. 11–14). Similarly, in the study by Sachs andWarner (1995) already men-
tioned, the authors inferred liberalisation dates for 111 countries using an ex-post
approach and their own—as described above—openness criteria.

An additional variable typically included in empirical studies is the openness ratio: a
measure of the volumeof a country’s foreign trade relative to its national product, calculated
as a ratio of the imports plus exports to theGDP (in a particular year). It is important to note
the contrast with the previously discussed variable for TL, the openness variable, whichmea-
sures the amount of trade barriers a country has in place, whereas the openness ratio refers to
the proportion of foreign trade a country actually experiences relative to its GDP.11

3.2. Empirical Methods and the Implicit Meanings of Causal Effects

The two most common approaches for estimating the effects of trade liberalisation are
cross-sectional and time-series analyses. Cross-sectional analysis—called cross-country
analysis when units are countries—has been widely used in international trade and eco-
nomic growth research, especially during the 1980s and 1990s. In this type of study, a set
of explanatory variables (including TL) and a dependent variable (Y) are incorporated
into the specification of a regression equation and the influence of each variable on Y
is estimated at a particular point in time for all sampled countries. Using matching tech-
niques, it is possible to compare countries that have experienced a trade liberalisation
reform (TL = 1) with countries that have not (TL = 0). Assuming that the regression
equation includes variables for all relevant causal factors that have a significant effect
on Y (apart from the effect of TL), then the result is an estimate of an average causal
effect of TL on Y, inferred from cross-sectional comparisons between liberalised and
non-liberalised countries during the same period.

By contrast, time series analysis offers estimates of the causal effect of trade liberalisa-
tion (TL) within one and the same country across a number of consecutive points in time.
Using data on the liberalisation dates, it is possible to evaluate trends within countries
and significant jumps or breaks in the evolution of the economic indicators as a conse-
quence of trade liberalisation reforms. TL is set to 0 for all years before the liberalisation
date of a particular country, and to 1 afterwards. Again, the result is an estimate of an
average causal effect of TL on Y, but in this case it is inferred from differential compar-
isons of the same country’s variations in Y from one year to the next across a number of
consecutive years.

11Changes in liberalisation levels as reflected in the openness variable need not coincide with changes in the openness
ratio, for example, a reduction in the level of trade tariffs (a change in the openness variable) may or may not
result in an increase of the proportion of foreign trade relative to GDP (the openness ratio). Similarly, the openness
ratio may very well change for reasons other than changes in the level of foreign-trade barriers.
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Empirical studies can combine both cross-country and intertemporal analyses when-
ever panel datasets are available. A panel dataset encompasses information on a relatively
large number of socioeconomic characteristics of different countries in different years. By
applying the openness criteria to distinguish liberalised and non-liberalised countries, and
then using information from a panel dataset, it is possible to obtain estimates for different
groupings of countries in the same study. For instance, one could use a sub-sample exclu-
sively composed of countries that have experienced trade reforms to make before-and-
after comparisons of the effects of TL, and one could also use a sample including both
liberalised and non-liberalised countries to make comparisons between the different
trends followed by open and closed economies (e.g. Greenaway, Morgan, and Wright
1997).

Both types of study are meant to assess whether TL has any causal influence over
Y. But is it really the case that these two types of method are actually testing the same
thing?

The fact that causation is a pluralist notion and that different causal connotations of
empirical results are dependent on the methods of causal inference employed to establish
them has long been recognised and discussed in philosophy of science (see Hitchcock
2003; Cartwright 2007). In the case at hand, it is clear that an average causal effect will
mean different things depending on which empirical method (cross-country or
within-country analysis) is used to establish it. Using different empirical techniques to
infer causality implies that the estimates are significantly dependent on the distinct meth-
odological assumptions that are essential to each method (e.g. assumptions about
country homogeneity, potential confounders, the uniformity of background characteris-
tics, and so on). Thus, it is important to examine further what these methodological
assumptions consist of and why they have to be made in the first place.

3.2.1. The Role of Background Assumptions in Cross-Country Analysis
A typical scientific approach to the evaluation of causal hypotheses like ‘TL causes Y’ is to
investigate the existence and workings of the causal relation in isolation (see Mill [1843]
1874, 3.8; Mäki 1992; Reiss 2008). The common feature among different econometric
methods of causal inference is precisely that they all aim at the best possible way of con-
trolling the potential confounders that could have an effect on Y apart from the posited
cause TL. They all differ, however, in the specific means employed to achieve such ideal
isolation or shielding.

In cross-country empirical studies, the main way to control for potential confounders
consists in trying to include all (and nothing else but) the relevant variables in the regres-
sion equation, i.e. getting the correctmodel specification. A common procedure to decide
which variables are to be included has been to look at what economic theory has to say. In
the case of TL, typically, the starting point is a ‘core’ new-growth-theory model ‘of the
type which has now become standard’ in empirical macroeconomics (Greenaway,
Morgan, and Wright 2002, p. 234). These models amount to a set of theoretical back-
ground assumptions, which are rarely explicitly discussed, yet always present.12 For

12In the mainstream empirical research on international trade, ‘standard specification’ refers to one in line with the
models proposed by Romer (1990) and Barro (1991), and with the specification-search results of Levine and Renelt
(1992). Why these particular models are the undisputed theoretical basis for growth cross-country regressions,
rather than any other, is an important methodological question that should be further investigated. For a detailed

REVIEW OF POLITICAL ECONOMY 541



instance, in the highly-cited article by Sachs andWarner (1995),13 the authors use Barro’s
(1991) growth specification as a baseline for their first regression and, after a few varia-
tions, they settle on using the following variables:

Dependent variable:
Y: Real GDP per capita

Explanatory variables:
X1: Sachs-Warner openness dummy variable (TL)
X2: Ratio of real gross domestic investment to real GDP (INV/GDP)
X3: Population density
X4: Secondary school enrolment rate
X5: Primary school enrolment rate
X6: Ratio of government consumption to GDP
X7: Extreme political repression and unrest
X8: Number of revolutions per year
X9: Number of assassinations per capita per year

Controlling for this set of variables and using data on 111 countries from 1970 to 1990,
Sachs and Warner’s cross-country analysis generated an estimate of a positive causal
effect of 2.44 from TL on GDP per capita. The magnitude of this estimate means that
on average countries classified as open have experienced an economic growth of 2.44 per-
centage points higher than countries classified as closed.14

In 2001, Rodríguez and Rodrik published a very influential critical review of the state
of the empirical research on the economic effects of trade liberalisation.15 They reviewed
in detail some of the most important studies at the time of the mainstream research (i.e.
Dollar 1992; Ben-David 1993; Sachs and Warner 1995; Edwards 1998; Frankel and
Romer 1999; and more briefly, Lee 1993; Harrison 1996; Wacziarg 2001), and discussed
thoroughly a number of methodological issues in them. According to the authors, the
relationship between TL and economic growth had not been accurately assessed in
these studies and remained ‘far from being settled on empirical grounds’ (Rodríguez
and Rodrik 2001, p. 266).

Their two main criticisms were directed at the Sachs-Warner openness criteria and
at the use of cross-country analysis. On the first issue, they concluded that the Sachs-
Warner openness indicator ‘yields an upward-biased estimate of the effects of trade
restrictions’ (Rodríguez and Rodrik 2001, p. 282), and that ultimately it is ‘so correlated
with plausible groupings of alternative explanatory variables […] that it is risky to draw
strong inferences about the effect of openness on growth based on its coefficient in a
growth regression’ (Rodríguez and Rodrik 2001, p. 292). Regarding the reliance on
cross-country regressions, they argued that the static estimates in cross-sectional anal-
ysis could mask dynamic variation in causally relevant country characteristics, which in

discussion of different specification-search methods to find robust determinants of growth for cross-country regres-
sions, see Hoover and Perez 2004.

136898 citations in Google Scholar (by February 2020).
14The same control variables for the regression specification, and thus the same theoretical background assumptions,
have been used with very few variations in subsequent empirical studies, see, e.g., Dollar 1992; Ben-David 1993;
and Edwards 1998. Greenaway, Morgan, and Wright 2002 also use the same model specification to test the robustness
of TL on GDP per capita to distinct ways of obtaining liberalisation dates. Wacziarg and Horn Welch 2008 replicate Sachs
and Warner’s result using exactly the same econometric specification but on a different dataset.

154973 citations in Google Scholar (by February 2020).
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turn could make the validity of the estimates not time-invariant. Overall, they con-
cluded that the results of the empirical research on free trade, at the time, could not
be trusted:

For the most part, the strong results in this literature arise either from obvious misspecifi-
cation or from the use of measures of openness that are proxies for other policy or institu-
tional variables that have an independent detrimental effect on growth. When we do point to
the fragility of the coefficients, it is to make the point that the coefficients on the openness
indicators are particularly sensitive to controls for these other policy and institutional var-
iables. (Rodríguez and Rodrik 2001, p. 315)

3.2.2. The Turn to Within-Country Analysis
As a consequence of Rodríguez and Rodrik’s criticisms, subsequent studies reduced their
reliance on cross-country estimation in favour of within-country estimation using time
series. This alternative technique can be used to analyse the effects of trade reforms over
time without relying so much on choosing adequate controls for comparing heteroge-
neous countries. Panel data analyses in which cross-country estimations were comple-
mented by within-country estimation techniques subsequently started to appear. In
particular, adaptations of econometric methods following the logic of design-based
econometrics and of the potential outcomes framework, such as difference-in-differences
and fixed effects analyses, have since become more popular in the literature on interna-
tional trade.

After Rodríguez and Rodrik’s (2001) critique, one of the most influential empirical
studies has been RomainWacziarg and Karen HornWelch’s (2008) ‘Trade Liberalization
and Growth: New Evidence’.16 The authors set out to achieve three goals in this article:
first, to update the Sachs-Warner openness classification using a more comprehensive
database; second, to replicate (and revise) Sachs and Warner’s cross-sectional positive
results using the updated classification; and it is their ‘third and most important goal
[…] to exploit the timing of liberalization in a within-country setting to identify the
changes in growth, investment, and openness associated with discrete changes in trade
policy’ (Wacziarg and Horn Welch 2008, p. 189).17

Using a dataset for 141 countries (from the 1970s until the end of the 1990s) with cor-
rected liberalisation dates, Wacziarg and Horn Welch replicated the cross-sectional anal-
ysis and tested the robustness of the estimates for three different decades. They found that
the Sachs-Warner results barely held for the 1970s and 1980s, and failed to hold for the
1990s. Their explanation was that relevant country characteristics do indeed vary
through time, thus confirming Rodríguez and Rodrik’s concerns about the fragility of
cross-country estimates. As Wacziarg and Horn Welch put it, their ‘results suggest
that the Sachs-Warner cross-sectional findings are highly sensitive to the decade under
consideration and that the updated openness indicator can no longer effectively distin-
guish fast-growing from slow-growing countries’ (Wacziarg and Horn Welch 2008,
p. 197).

161883 citations in Google Scholar (by February 2020).
17These variables correspond to the first three hypotheses listed at the beginning of this section, i.e., the effects of TL on
growth, investment, and the openness ratio. The three hypotheses are commonly tested together in the same empirical
studies, since investment and the proportion of foreign trade are taken as mediating variables in the causal paths con-
necting TL to growth.
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The authors then used the same dataset to estimate within-country effects of trade lib-
eralisation (TL) on GDP per capita, investment, and volumes of trade relative to GDP
(openness ratio). Using equations that amount to difference-in-differences regressions,
they found that, in contrast to the rather weak and unreliable cross-country results,
‘the results based on within country variation suggest that over time the effects of
increased policy openness within countries are positive, economically large, and statisti-
cally significant’ (Wacziarg and Horn Welch 2008, p. 189).

The specification of the regressions and the methodological assumptions in the anal-
ysis of within-country effects are entirely different from those used in cross-country anal-
ysis in several technical respects (see Wooldridge 2010, ch. 6.5). The main distinction to
be noticed here is that, instead of having to explicitly include explanatory variables to
control for confounders, the within-country methodology has no need to figure out
the right set of independent variables. The estimates are obtained entirely from measur-
ing whether variations in the dummy variable TL relate to a significant change in the
average differences of Y within each country from one period to the next. This
amounts to contrasting the trend of the yearly variation of Y between pre- and post-lib-
eralisation periods for all countries sampled. Since the comparanda are periodic trends, it
can be assumed that the relevant contextual differences among countries are controlled
for (see Angrist and Pischke 2015, ch. 5).

As an illustration, in order to estimate the within-country effects of TL on GDP per
capita, Wacziarg and Horn Welch ran difference-in-differences regressions in log
income of the following form:

log yit– log yit−1 = ai + bLIBit + 1it

where yit is GDP per capita in country i at time t, and LIBit (their variable for TL) takes
the value of 1 if t is greater than the liberalisation year.18 Using this equation, their esti-
mate of β for the whole period from 1950 to 1998 was 1.42 percentage points of average
difference in growth between liberalised and non-liberalised countries. Moreover, the
coefficient showed a gradual increase over time when the analysis was performed for
three consecutive periods (1950–70, 1970–90, and 1990–98). In particular, β reached a
statistically significant value of 2.55 for the 1990s. As the authors observed, ‘[t]hese
results stand in sharp contrast to the cross-sectional results: countries that liberalized
in the 1990s experienced a larger postliberalization increase in growth than countries
that liberalized in any other decade’ (Wacziarg and Horn Welch 2008, p. 200).

Overall, during the 2000s, researchers took into account the concerns about cross-
country studies raised by Rodríguez and Rodrik (2001), and responded with a
renewed wave of studies employing more sophisticated within-country econometric
techniques. Wacziarg and Horn Welch (2008), an emblematic example of this new
wave, explicitly present their results as revised (after considering Rodríguez and
Rodrik’s criticisms) and more correct estimates of the positive causal effects of TL. At
first glance, this approach could give the impression that empirical researchers were actu-
ally trying to avoid being dogmatic, by taking criticisms into account and revising flaws
in their methods, so that ultimately their results could be considered well-established

18The residual terms εit are modelled so as to include country and time fixed-effects; see Wacziarg and Horn Welch 2008,
pp. 199–202.
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according to accepted scientific standards. In fact, the switch from one estimation tech-
nique to another clearly implies merely a switch from one set of methodological (concep-
tual and statistical) assumptions to another set.

As discussed above, the assumptions employed and the logic behind the statistical
causal inference provide a characterisation of how each method interprets the notion
of causality. The resulting average causal effects will be as distinct in meaning as the
methodological assumptions used to obtain them differ. This point need not be problem-
atic in itself; but it definitely makes it unclear whether the estimates derived from both
techniques are in fact measuring the same thing, and even less clear whether the
results are indeed more robust when the two kinds of results support each other (as pre-
sentations of both types of estimates together in the same study often suggest).

Given that these methodological background assumptions shape the meaning of
causal effects, how do they affect the reliability of the empirical results for warranting
policy prescriptions?

4. Discussion: How Scientific Results Become Useless for Policy

Based on the previous analysis, I argue here that the criteria used to define the notion of
TL and the particular econometric methods employed in empirical research severely
limit the relevance of the established causal effects for policy-making decisions. As
depicted in the preceding section, the research results suggest that a change in the vari-
able TL has an average causal effect on the target variable Y, but only when subject to con-
ceptual, statistical, and methodological presuppositions.

In what follows, I shall emphasise three aspects of the empirical results that, on the one
hand, are a direct consequence of the a priori assumptions required to carry out the
research (and thus might be acceptable from a scientific perspective) but, on the other
hand, are highly problematic for the use of the scientific outcomes in guiding policy pre-
scriptions (and thus undermine the usefulness of the results from a policy-making
perspective).

4.1. Intervening on Multidimensional Variables

The first aspect is the lack of an unambiguous variable to account for changes in the level
of trade liberalisation. As mentioned in section 3.1, there have been methodological dis-
cussions among international economists on this issue. The main outcome has been a
consensus to conceptualise a compound or multidimensional variable that could
account for several characteristics of open and closed economies (e.g. Sachs and
Warner 1995). The variety of proposals for how to capture the notion of TL has in
fact motivated empirical assessments of the robustness of results to different measure-
ments of the TL variable (e.g. Greenaway, Morgan, and Wright 2002).

From a scientific perspective, as long as any of the proposed measures are reasonable
indicators of trade liberalisation and can be obtained from the available databases, then
researchers can take them as acceptable characterisations of TL in their empirical evalu-
ations of the causal efficacy of TL. However, from a policy-oriented perspective, there is
no straightforward way, in practice, of intervening on a multidimensional variable such
as the ones used to account for free trade levels. Which specific changes in the trade
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policy of a country should a government implement in order to affect variable TL in the
required way to achieve a desired policy outcome?

As an example, the Sachs-Warner criteria for TL, as noted before, includes five dimen-
sions: level of tariffs, non-tariff barriers, black-market exchange rate level, market power
of state commercial companies, and level of state interventionism in the economy. When
the results obtained in a study (using the Sachs-Warner measure of TL) significantly
support the claim that ‘TL causes growth in GDP per capita’, these results can be
taken as scientific evidence that trade liberalisation can be causally efficacious on eco-
nomic growth. Nevertheless, the results would say nothing specific about how distinct
combinations of changes in the different dimensions of TL should be implemented in
order to reliably induce a desired effect on the level of economic growth. What exactly
should a policy maker do to induce GDP per capita growth in a specific country?
Should tariffs be reduced, should non-tariff barriers be eliminated, should the state
monopoly on exports be dissolved, or a combination of all these? Which of the five
dimensions of TL must be affected, by how much, and in what way? More concretely
put, are the estimated causal effects invariant with respect to the specific policy design
and implementation of a change in TL?19

The process of designing the most appropriate policy reform for obtaining a specific
result in a real-world situation is a different and separate affair from the typical scientific
investigation of causal effects. Given the measuring criteria used to account for TL, even
the strongest scientific evidence in favour of the existence of a causal effect would not be
very informative for policy makers as to how the variable TL could or should be affected
in real situations so as to reliably attain a desired policy effect.

4.2. Average Causal Effects and Their Implicit Applicability Conditions

Another problematic aspect for policy purposes follows from the specific characterisation
of causation implicit in the methods used in the empirical research on free trade. As
shown in section 3.2, any coefficient elicited using cross-country and within-country
methods, regardless of how statistically significant and unbiased, ultimately represents
a particular type of causal concept which is characterised by a specific set of methodolog-
ical and statistical a priori assumptions. Thus, the validity of the results is entirely depen-
dent on the validity of these assumptions. Of course, all methods of causal inference
involve the postulation of assumptions in order to help identify and isolate manifesta-
tions of causal efficacy. However, precisely because such a priori assumptions are
always required, the empirical results obtained cannot constitute—and should not be
taken as—fully reliable evidence for the effectiveness of actual policy reforms in a real-
world economy.

From a scientific perspective, the results constitute valid estimates of an average causal
effect of TL on other socio-economic variables, such as GDP per capita or the investment
to GDP ratio. If the estimates were obtained after following all relevant quality standards
for this kind of econometric study, then the results can be taken as scientifically valid evi-
dence in favour of the hypothesis that changes in the TL variable have an average causal

19For a similar discussion of the potential ambiguity of policy interventions based on multidimensional variables, but in
the context of empirical research on the causes of unemployment, see Claveau and Mireles-Flores 2014, pp. 400–402.
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effect on variations of the GDP per capita (or on INV/GDP). The resulting estimate is a
causal concept inferred from a large number of counterfactual comparisons of country-
level datasets (as depicted in Section 3).

From a policy-making perspective, however, these results say nothing about the valid-
ity of the postulated causal influence of TL or its expected effect on target variable Y in the
socioeconomic context of any particular country. This is the case because the methodology
for estimating average causal effects is designed specifically to control for all relevant con-
textual characteristics and all observable and unobservable potential confounders. By
contrast, the evaluation and implementation of policy prescriptions and effective
policy reforms require exactly the opposite approach: the careful taking into account
of (as many as possible of) the relevant and knowable contextual features and potential
disturbing factors related to a specific target situation.

The econometric techniques employed to control for the influence of known and
unknown causal factors—in this case cross-country and within-country methods—
have their respective merits and deficiencies depending on the epistemic aim at hand.
Cross-country methods have the advantage of allowing researchers to explicitly
control for confounding factors (such as education level, social conflicts, institutional
framework, and so on), which is useful insofar as there is reliable background knowledge
about these factors. But since the resulting estimate essentially conveys a cross-sectional
picture of economies at particular instants, if countries experience a high socioeconomic
variability over time, then the estimates will be unreliable for making accurate and
specific policy inferences. Alternatively, within-country methods have the advantage of
allowing researchers to explore the trends that countries experience before and after
actual trade liberalisation reforms, as well as the trends followed by countries that
have not implemented such reforms. But there is often causally relevant heterogeneity
across countries underlying the final average results, and thus again the estimates will
be unreliable for making accurate inferences about the expected effects of a trade liber-
alisation reform in any particular country.

Most of the intrinsic methodological limitations of the estimation techniques are not
unknown to expert econometricians and empirical economists. In fact, the merit of many
contributions to the field consists of technical improvements intended to deal with such
methodological issues, e.g. sensitivity tests, multiple regressions to test for robustness of
different approaches and specifications, or case-study approaches to deal with single-unit
heterogeneity (seeWooldridge 2010; Best andWolf 2015). Furthermore, empirical research-
ers seem to be aware of the fact that conceptual and methodological assumptions in their
econometric techniques restrict the inferential potential of their results in different ways.

In fact, studies that support the positive economic effects of trade liberalisation often
add qualifications (perhaps too inconspicuously so as to not undermine their main
results) about the interpretation and limitations of the results outside the specified
dimensions of the scientific study. For example, the existence of concurrent policies in
real economies (but that are not measured in the studies) is commonly recognised as a
potential constraint to the effectiveness of trade policy in the real world (e.g. Greenaway,
Morgan, and Wright 1997, p. 1886; Greenaway, Morgan, and Wright 2002, p. 233; and
Wacziarg and Horn Welch 2008, pp. 206–207). In other words, researchers are aware,
even if they are not very explicit about it, that their results are valid only under ceteris
paribus conditions.
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As a more concrete example, Wacziarg and Horn Welch (2008)—just after presenting
their revised positive results—add in passing the following cautionary remark on the
potential heterogeneity of single-unit effects, which can always lie beneath average-
based estimates:

[T]he extent to which per capita income growth changed after trade reforms varied widely
across countries. While the average effect obtained in the large sample is positive, roughly
half of the countries experienced zero or even negative changes in growth following liber-
alization. […] generalizations about the factors that may explain these differences are
difficult to draw. The institutional environment of countries, the extent of political
turmoil, the scope and depth of economic reforms, and the characteristics of concurrent
macroeconomic policies all seem to have a role to play, to varying degrees in different coun-
tries. While this article paints a picture that is highly favorable to outward-oriented policy
reforms on average, it cautions against one-size-fits-all policies that disregard local circum-
stances. (Wacziarg and Horn Welch 2008, pp. 189–190; emphasis added)

Nevertheless, awareness about relevant qualms, qualifications, andprecautions in relation to
the interpretation of the results is absent in almost all discussions at the policy and decision-
making level. In particular, policy-related discussions that specifically refer to the study by
Wacziarg and HornWelch tend to make no reference to the qualms explicitly stated by the
authors in the quote above. Consider the popular book Free Trade under Fire, in which
Douglas Irwin (2009) summarises the outcomes of the existing empirical research in
favour of trade liberalisation (directly referring to Wacziarg and Horn Welch’s results).
Irwin makes no substantial mention of any qualms, limitations, or potential biases related
to the econometric average results but instead, he flatly states that ‘despite shortcomings
inmethod andmeasurement, cross-country andwithin-country studies support the conclu-
sion that economies with more open trade policies tend to perform better than those with
more restrictive trade policies’ (Irwin 2009, p. 54). This is precisely the type of ‘one-size-
fits-all’ policy conclusion that Wacziarg and Horn Welch warned readers not to make.

Admittedly, qualms and qualifications made by academic researchers might be easy to
miss in themidst of reading and trying to become acquainted with a large available corpus
of empirical studies. Nonetheless, it is an issue for reasonable concern that, more often
than not, these kinds of qualms and their significance for policy-making purposes fail to
reach public debates or the policy-making arena. Are economists failing at communicating
the relevant qualifications for end-users to reach a correct interpretation of their empirical
results? Are decision-makers failing at expressing their real-world policy needs to econo-
mists or at demanding clear guidelines for the interpretation and application of scientific
results? If economists know and understand the inherent shortcomings of their empirical
methods (e.g. those related to cross-sectional variation, time variation, parameter hetero-
geneity, and so forth), why are these well-understood limitations not promulgated among
the end-users of the science just asmuch as the final results? This is an especially important
concern since by ignoring these shortcomings the end-users could easily fall into making
dogmatic and potentially dangerous misapplications of the scientific results.20

To sum up, the second problematic aspect of the empirical research is that the specific
methodology used to test causal effects strongly shapes a priori the meaning of ‘causing’

20This kind of dogmatism and its problematic consequences can be clearly noticed, mutatis mutandi, by looking at the
policy prescriptions that were derived from the Washington Consensus; see Williamson 2000; Rodrik 2006.
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in claims like ‘TL causes Y’. Once a meaning for ‘TL causes Y’ gets fixed under a partic-
ular set of background assumptions, a predetermined stipulation of when and how that
particular causal relation will obtain in real life situations also gets fixed. Of course,
making assumptions is a standard and essential practice in scientific inquiry, both
when theorising and when doing empirical testing. The problem is not so much that
there are assumptions determining the meaning and applicability conditions of the out-
comes of scientific research, but rather that these assumptions are rarely explicitly dis-
cussed or sufficiently emphasised by the scientists when they put forward scientific
results as policy relevant, and moreover, that they are rarely acknowledged by policy
makers when they use scientific results to guide policy deliberations.

4.3. A Longing for Universal Validity

The third aspect to be noted can be labelled the ‘saving-the-generalisation attitude’ in sci-
entific research; this is the conviction that the more general a result can be taken to be, the
better. General validity (broadly conceived) is considered a virtue of any scientific
outcome in most academic economics. As a consequence, whenever an empirical analysis
shows significant exceptions to an otherwise well-established causal generalisation, a pri-
ority among researchers tends to be to save the truth of the generalisation by trying to
explain the outlying cases away.

Wacziarg and HornWelch’s article provides a clear example of this attitude. After pre-
senting the empirical results of their study—estimates of positive average causal effects of
trade liberalisation—they comment on a subsample of countries that actually show non-
significant or negative effects after liberalisation reforms when individually considered
(Wacziarg and Horn Welch 2008, pp. 207–212). They elaborate substantially on possible
non-economic contextual reasons for these exceptions in the form of brief ‘country case
studies’ in their Appendix 3, thereby providing ex-post justifications for why the causal
generalisation ‘free trade causes economic gains’ failed to obtain in each of these coun-
tries. As will become clearer in the next section, this type of country-specific information
could in fact be highly useful for increasing the reliability of policy prescriptions, but in
their article such additional contextual evidence was relegated to the appendices and
examined with the exclusive aim of saving the hoped-for general validity of the
average causal hypothesis under study.

One of the main goals of the detailed methodological analysis provided in Section 3
was precisely to show how and to what extent empirical studies—once their assumptions
are taken for granted—constitute evidence in favour of a causal-efficacy hypothesis,
which in this case comes in the form of an average causal effect. From a purely scientific
perspective, there is no problem whatsoever with considering the empirical studies about,
say, the positive causal effects of TL on GDP per capita, as valid evidence supporting the
causal generalisation ‘trade liberalisation causes economic gains’. However, from a
policy-making perspective, the validity of such a causal generalisation does not reveal
much about how specific trade liberalisation reforms could actually affect specific coun-
tries in their particular situations. Without sufficient additional contextual information
about the ways in which relevant disturbing factors and causal backgrounds can affect
the intended policy outcomes, decision makers will always be in danger of inferring
and implementing ineffective, or plainly wrong, policy prescriptions.
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5. Reconsidering the Evidential Needs of the Policy-Making Process

So far, I have made clear how, from a scientific perspective, the causal results on the
benefits of trade liberalisation in mainstream empirical research can be taken as valid
and well-established, but only contingent on a set of background assumptions. I have
also argued that, from a policy-making perspective, the a priori assumptions implicit in
the empirical research limit the reliability of any inference from the empirical causal
results to the context of particular cases, for which the assumptions might not hold
true at all.

To appreciate the significance of this evidential mismatch between the requirements of
science and those of policy-making, consider the following two hypotheses:

h1: For P, trade liberalisation causes economic growth.

h2: For country u, implementing a trade liberalisation policy will generate economic growth.

Hypothesis h1 is a representation of what I have called a causal-efficacy hypothesis on the
benefits of free trade, while h2 is an instantiation of what I have called a policy-effective-
ness hypothesis. Philosophers and other scholars concerned with the policy relevance of
science have tended to assume that these two claims are essentially of the same kind, and
that h1 entails h2. Indeed, both hypotheses are causal and apparently connect the same
kinds of causal relata, but in fact they are significantly distinct.21 Most importantly, it
would be a mistake to assume that h2 necessarily or automatically follows from h1. Evi-
dence that supports h1 could be sound and scientifically valid, and yet not be sufficient or
relevant to warrant the truth of h2.

As the previous sections show, empirical economists have made reasonable progress in
relation to evaluating and supporting claim h1. They have defined and agreed upon mea-
surement variables that allow them to characterise the level of trade liberalisation in
different countries, and more specifically, to define a dummy variable to demarcate open
from closed economies. They have employed different econometric techniques to evaluate
cross-sectional differences between open and closed economies, andwithin-country differ-
ences before and after trade liberalisation reforms have been implemented. They have
obtained positive and significant estimates of the average causal effects from changes in
trade liberalisation on the level of GDP per capita, investment, and a few other important
macroeconomic variables. All this may be taken as scientifically valid evidence in favour of
hypothesis h1.Nevertheless, for the reasons discussed in Section 4, none of the evidence that
supports the causal-efficacy hypothesis h1 can automatically be taken as valid, sufficient, or
even relevant evidence to support the policy-effectiveness hypothesis h2.

In contrast to the methods used to establish wide-ranging scientific causal hypotheses,
the evaluation of policy recommendations requires adopting a more specific and contex-
tual evidential approach.22 In the remainder of this section, I offer a few suggestions for
how scientific evidence could play a more reliable role in the process of evaluating the
expected effectiveness of particular policy hypotheses, such as h2.

21For a historical and methodological account of philosophically significant ways in which economic causal generalisa-
tions and policy recommendations differ, see Mireles-Flores 2016.

22The view endorsed in this section is inspired by Harold Kincaid’s (2004) contextualist approach to explanation, and by
Julian Reiss’s (2015) pragmatist theory of evidence.
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5.1. Making Methodological Assumptions Explicit

As discussed in the previous sections, a number of conceptual and methodological
assumptions have to be made in order to generate meaningful (significant and unbiased)
estimates of causal effects from the available data. The assumptions are required to justify
the inferential import of the econometric methods employed. Some assumptions, that
can be labelled ‘tractability’ assumptions (see Hindriks 2006), are mainly intended to
make statistical inference simpler, neater, and more manageable. These assumptions
are supposed to be irrelevant to the validity of the empirical results obtained. There
are, however, other assumptions, which can be called ‘substantial’ (see Kuorikoski, Leh-
tinen, and Marchionni 2010), that are connected much more significantly to the validity
of the research results. In this subsection, I will offer a few examples of methodological a
priori assumptions in the empirical research on the benefits of free trade that are substan-
tial, and that impose significant limitations on the relevance of the results for any reliable
policy prescription.

Consider one of the basic assumptions typically made in econometric techniques fol-
lowing the logic of the potential outcomes framework:

Temporal stability: The value of a single-unit effect is assumed to be independent of when
the cause is produced and measured in any particular unit of P (see Holland 1986, p. 948).

When this assumption is made, the response of the same unit to the same cause is sup-
posed to be the same over time. It does not matter when any particular unit is exposed to
the posited cause (or to its alternative), the response will always be the same for that same
unit. Of course, this might hold for some real-life cases, but not for others. In relation to
trade liberalisation, this assumption has to be carefully reconsidered. As mentioned in
Section 3, one of the problems with the existing empirical evidence on this topic has
been precisely that the effects of TL on economic growth seem to vary depending on
the decade in which countries have implemented a TL reform. Thus responses to the
same treatment in this case are not time invariant (see Wacziarg and Horn Welch
2008, pp. 202–206). Admittedly, econometricians have developed techniques to
analyse and deal with these time variations to some extent when estimating average
effects (e.g. Firebaugh, Warner, and Massoglia 2013; Brüderl and Ludwig 2015), but it
is not at all clear that the nuances and qualifications involved in such technical develop-
ments are ever clearly understood or even considered by policy makers. A better under-
standing of the specific causes or processes responsible for time variations would
certainly be useful for any country-specific policy deliberation.

Similarly, let us consider some of the fundamental assumptions that are intrinsic to the
difference-in-differences estimation method. The analysis assumes that when calculating
the expected values over the differences in variable Y in all countries studied, among
which some liberalised at a certain point (i.e. switched from TL = 0 to TL = 1) and
others did not, the result can be treated as if it were the outcome of a random assignment
of TL = 0 or TL = 1. Of course, in the real world, there is absolutely nothing random
about a country deciding to implement a trade policy reform or not. So the inferences
within the econometric study may be justified by assuming random assignment of the
treatment, but there is little discussion or qualification offered about how the posited
causal effect would be affected in real-world cases, where essentially no policy is ever
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implemented in isolation from the other socioeconomic events occurring in those
countries.23

Another fundamental assumption is what is often called the ‘parallel trend assump-
tion’, which states that the average trend of variation observed in the control group
(countries during non-liberalised periods) represents the counterfactual average trend
for the treatment group (countries after liberalisation) had they received no treatment.
Ultimately, the causal effect can be interpreted as a difference between the observed
trends of Y in liberalised countries and what the values of Y would have been with parallel
trends if there had been no liberalisation. But how can this substantial assumption be
justified in the case of trade liberalisation? Is it reasonable to assume that the trends of
countries with no reform are a good representation of how countries that implemented
reforms would have evolved if they had not implemented reforms? Furthermore, the
fixed-effects techniques—used in Wacziarg and Horn Welch’s difference-in-differences
study, as in many other within-country econometric analyses—explicitly introduce sub-
stantial assumptions so that a number of unobservable relevant causal characteristics can
be taken as time-invariant during different periods for the same country, thereby making
the before-and-after comparisons meaningful.24

Overall, the outstanding improvements that within-country econometric techniques
have achieved in recent decades allow for fairly reliable estimates of average causal
effects even in the face of country heterogeneity and time variation. These improvements,
however, come with the cost that any inference about what would happen in a specific
real economy would be highly circumscribed by all the required conceptual and method-
ological assumptions involved in the estimation methods. Somewhat ironically, the more
sophisticated the techniques for evaluating causal effects become, the more the results
can be accepted by economists as scientifically valid, but the less informative they
become in relation to specific country-level policy needs.

But is it really necessary to make the users of science always aware of all the method-
ological assumptions implicit in scientific research? Perhaps not always and not all of the
assumptions, but, depending on the case at hand, some background assumptions
definitely turn out to be crucial to the policy relevance of the scientific results. Let us con-
sider another common assumption in most design-based econometric approaches:

Stable unit treatment value assumption (SUTVA): the value of the causal effect of each
unit ui is assumed to be independent of any changes in the causal exposures to TL of any
of the other units in P (see Morgan and Winship 2007, pp. 37–40).

This methodological assumption is essential for the reliability of the causal inferences so
far discussed. It makes the causal effect invariant to the specific number of individuals
receiving and those not receiving the treatment. If this assumption does not hold, then
the estimated causal effect could be quite different in different cases depending on the pro-
portion ofmembers of populationP that are exposed to the causal variable. Again, thismay
be a reasonable assumption when estimating some average causal effects, but it seems par-
ticularly problematic for making policy inferences in relation to the expected effects of
trade liberalisation.

23For a discussion of this specific problem—known as ‘policy endogeneity’—see Rodrik 2012.
24For more details on the assumptions related to difference-in-differences methods and fixed-effects analysis, see Fire-
baugh, Warner, and Massoglia 2013; Brüderl and Ludwig 2015; Angrist and Pischke 2015, ch. 5.
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In fact, the effects of trade liberalisation for someAsian countries in the 1960s were pos-
itive and high, in part because the majority of countries in the region at that moment had
closed economies (James, Naya, and Meier 1989; Young 1996). By contrast, the effects of
trade liberalisation for Latin-American countries in the 1980s and 1990s were muchmore
ambiguous, especially for countries that started liberalisation policies after most other
economies had already opened up their international trade (Agosin and Ffrench-Davis
1995). Moreover, the difference in the effects of trade liberalisation reforms between
these two regions could also be a consequence of the historical intra-regional trading net-
works that were already in place among some Asian countries, but almost non-existent or
underdeveloped among Latin-American countries (Tsunekawa 2019).

Trade liberalisation, almost by definition, seems to be a variable to which the
SUTVA cannot really apply, since the specific causal effect of TL on country ui will
virtually always depend on whether other trading countries (or at least those in ui’s
economic region) are also implementing TL reforms or not. Consequently, before
implementing any liberalising policy reform in country ui, it seems imperative to eval-
uate at least how many other countries have already liberalised their markets and to
what extent, what the state of the relevant international trade networks is in the rele-
vant area, and how the new overall trading configuration would affect the intended
effects for country ui.

A few experts on causal inference have argued that making methodological assump-
tions as explicit as possible is certainly a positive move towards a better and more trans-
parent applied science, since leaving them implicit can often lead to misinterpretation
and misapplication (see Holland 1986; Spanos 2015). As I have shown, such a recom-
mendation is definitely important in relation to the use of science as a guide for policy
making. Whether the assumptions just discussed (or any other similar methodological
assumptions made to facilitate the empirical testing of causal relations) are true or not
about real countries determines how much one can trust that a causal result will
obtain in concrete cases. If the assumptions do not hold in a particular country (even
if the average causal effect is positive for a large population of countries), it is necessary
to perform additional tests and gather additional contextual evidence of the relevant
factors and conditions that could interfere with the realisation of the intended policy
effect in that particular country.

5.2. Evaluating Relevant Disturbing and Contextual Factors

The evidential base required to inform a full evaluation of a policy-effectiveness hypoth-
esis like h2 would consist of all available pieces of reliable knowledge and information (be
it scientific or not) about the relevant disturbing and contextual factors that could poten-
tially affect or interfere with the outcome of the specific policy intervention intended in
country ui. In broad terms, the crucial causal knowledge for policy purposes is not about
what evidence best supports the hypothesis ‘TL causes Y’, but rather about the possible
ways in which, and the reasons why, the claim ‘TL causes Y’ might fail to obtain.

Effective policy making requires taking into consideration all sorts of specific condi-
tions of country ui (that are known or suspected to be relevant disturbing factors), as well
as their potential effects on the intended policy outcome. Disturbing and contextual
factors need not refer only to economic factors, but to a wide variety of causal influences
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relevant to the intended effect, e.g. institutional, geographical, political, the socioeco-
nomic status of the inhabitants, governance conditions, the composition of the economic
sectors, cultural features, relevant historical events, other planned and ongoing socioeco-
nomic policies, other countries’ trade policies, and so forth. Obviously, our knowledge of
these relevant causal factors is in most cases imperfect and partial, and cannot come
exclusively from economics, but from all available sources of reliable knowledge (scien-
tific or not). In contrast to the production of scientific research, the process of policy
making is an inherently interdisciplinary endeavour. So how are we to know which dis-
turbing and contextual factors could be relevant to specific policy hypotheses such as h2?

An obvious place to begin the investigation of relevant factors is the list of (observable)
variables that were controlled for in the empirical studies using regression analysis in the
first place. Assuming there are good reasons to believe the specifications used were
correct, then policy makers can take seriously some of the parameters estimated in
such equations (or at least the signs of their average changes), and then run further
more localised empirical tests concerning the effects that each of the confounding exog-
enous variables could have on the intended policy outcome. For instance, we can con-
sider the variables (listed in section 3.2) that were included in the standard
specification used by Sachs and Warner (1995), by Wacziarg and Horn Welch (2008),
and by many others in their empirical studies.25

According to the mainstream empirical studies, all the variables in Figure 1, in addi-
tion to TL, have an effect on GDP per capita. This is the reason, of course, why all these
confounding effects were explicitly controlled for in the observational studies. Hence, the
evaluation of a policy-effectiveness hypothesis about a trade liberalisation reform in a
particular country will require the assessment, in the local context of the intended
policy, of as many causal factors and relations as possible from those depicted in
Figure 1. Moreover, it will be useful to search for any additional available information
about the contents and details of the set labelled ‘unknown variables Z’, which could
include such things as institutional framework, cultural aspects, or potential influences
from concurrent policy reforms. As previously mentioned, this kind of additional infor-
mation would most likely come from various disciplines, e.g. sociology, political sciences,
environmental sciences, anthropology, history, and so on, and not exclusively from eco-
nomics. The point here is that a clear and explicit account of what was controlled for
during empirical testing can provide much more useful knowledge (than study results
on their own) about which potential factors should be further investigated in relation
to the implementation of particular policy reforms.

5.3. Making Underlying Theories Explicit

Theoretical preconceptions also play a role as background assumptions in the process of
evaluating specific policy hypotheses. In economics, there are many different, and often
seemingly contradictory, theories that are meant to account for the underlying causal
structure of economic phenomena. According to Rodrik (2015), this plurality of accounts
should not be understood as a problematic feature of economics, but rather as richness in
terms of available tools, both for explanatory and for policy purposes. Different economic

25See footnote 14 above (in subsection 3.2.1), and the references therein.
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accounts differ from one another precisely because they are built upon the basis of
different assumptions and thus, rather than stating factual contradictions, they state
results as conditional, contingent on distinct proposed applicability circumstances (see
Rodrik 2015, ch. 3). Of course, the crucial question then is how can one know which the-
oretical account is the right one to be used in any given situation?26

The minimum scientists should do to address the problem of theory choice is to be as
explicit as possible about the theoretical stance implicitly endorsed when engaging in
empirical research. For instance, suppose that the monopolistic competition model of
new international trade theory (see Krugman 1979, 1980, 1981; Lancaster 1980;
Helpman 1981) is the theoretical account favoured by some empirical researchers inter-
ested in evaluating whether trade liberalisation causes economic growth. It is very likely
that they would also favour the empirical evidence supporting the central tenets of new
trade theory (see Feenstra 2006).27 A causal diagram making explicit the connections
postulated by this underlying theory can be drawn and used as a complementary guide-
line for local empirical investigations concerned with the implementation of particular
trade liberalisation policies.

Figure 2 portrays a number of variables (and their interconnections) as they are pos-
tulated and tested by researchers using new trade theory. This causal model can be taken
as describing the local applicability conditions of the tenets of the theory. Whether the

Figure 1. Relevant contextual and disturbing causal factors that are controlled for by the so-called
‘standard specification’ used in growth cross-sectional regressions on the effects of TL.

26Rodrik offers his own answer to this issue in the form of what he and his colleagues call ‘growth diagnostics’; see Haus-
mann, Rodrik, and Velasco 2008; and Rodrik 2010.

27See also the footnotes with the references relevant to these tenets at the beginning of section 3.
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predicted implications of the theory will obtain or not in real-life cases will depend
(among other things) upon the values of the postulated variables and the efficacy of
their posited interconnections in the particular context of application.

As has been argued by several authors (see Driskill 2012), increases in economic
growth do not automatically produce improvements in welfare or in welfare distribution.
This would still be the case irrespective of any significant effect of TL on GDP per capita,
on investment (INV), or on variations in the openness ratio. This is reflected in the causal
model of Figure 2. New international trade economics provides some insights on poten-
tial causal paths that could lead to welfare variations, but the noteworthy point here is
that given certain concrete policy aims, all the relevant nodes and causal connections
in Figure 2 would have to be evaluated at a local level if one is to have a reliable expec-
tation that the intended welfare-improving policy will be effective. Other theoretical
accounts will suggest different potential causal paths that should be checked before
trying out any actual policy reform. This is precisely the reason why underlying theoret-
ical accounts should be made explicit in policy deliberations.

5.4. Causal Diagrams as Heuristic Evidential Guidelines for Policy Assessment

Figure 3 displays a non-exhaustive compilation of relevant causal factors and interactions
related to trade liberalisation (as derived from the literature reviewed throughout this
article).28 All factors included can have a bearing on the effectiveness of a trade

Figure 2. Non-exhaustive set of causal factors and causal connections, based on the tenets of new
international trade theory, as an illustration of nodes to be evaluated before a trade policy reform
is implemented in a particular country.

28Different causal diagrams could be designed on the basis of different methodological background assumptions or of
different economic theories underlying the empirical research.
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liberalisation policy reform in a particular country. Careful analysis of the nodes and
posited causal connections at the local level would be useful for gathering more reliable
evidence to support concrete policy-effectiveness hypotheses.29 All relevant, available and
reliable knowledge (interdisciplinary and contextual) about each of the nodes and their
interconnections should, if possible, be taken into account before implementing any
specific trade policy reform.

The most valuable contribution scientific studies could offer to policy makers is not a
stock of well-established lawlike causal generalisations, but rather a clear account of the
background assumptions implicit in the research, and the reasons why empirically estab-
lished causal results might sometimes fail to obtain in concrete and specific real-world
situations. In other words, they should provide evidence about the possible disturbing

Figure 3. Causal diagram including variables and interconnections that are relevant to the effective-
ness of a trade policy reform (in accordance with the background assumptions of the empirical
research reviewed in this article).

29Local and regional studies in international economics have become slightly more popular after 2000. These studies
show (ex post) the workings of contextual variables that have shown distorting effects in particular regions after
trade liberalisation reforms have been implemented (see, e.g., Easterly, Fiess, and Lederman 2003; OECD 2005;
Baylis, Garduño-Rivera, and Piras 2012).
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and mediating factors, enabling or disabling background characteristics, causal interac-
tions, and any other type of contextual element that could significantly distort the out-
comes of real-world socio-economic policy reforms.

6. Conclusions

After analysing some of the most influential studies in mainstream empirical economics
about the benefits of international free trade, it can be concluded that there is scientifi-
cally valid evidence supporting a broad generalisation about the causal efficacy of trade
liberalisation on economic gains. More specifically, there is scientific evidence for posi-
tive average causal effects of a variable defined as ‘trade liberalisation’ on other well-
known indicators of economic gains (such as, GDP per capita, investment, and so on).
Nevertheless, such wide-ranging results are not straightforwardly useful or relevant for
informing any specific trade policy decision.

The meaning of the causal hypotheses tested in each particular study depends on
the different background assumptions embedded in the econometric techniques
employed to test them. Thus, even if the broad causal-efficacy hypothesis that ‘trade
liberalisation causes economic gains’ can be taken as scientifically well-established
(as many economists do take it), there are at least three methodological aspects of
the empirical literature that make the causal results ambiguous or inadequate for
policy-making purposes.

First, the variable that is used to measure trade liberalisation is rather vaguely defined
from a policy-making point of view. It is usually characterised as a multidimensional var-
iable that allows measurement and econometric estimation. But it is not clear how
changes in such a variable would translate into definite real-life policy interventions.

Second, the specific assumptions about the causal criteria and about controlling back-
ground conditions, which are implicit in the econometric methods, restrict the inferences
that can be drawn about concrete policy applications of the empirical results.

Third, empirical researchers tend to present their scientific results in ways that aim at
protecting the general validity of their causal conclusions, e.g. by explaining away
observed or potential exceptions, so as to uphold the truth of lawlike generalisations.
From a policy-making perspective, a more useful approach would be to tackle straight-
forwardly the exceptions to the rule, and to offer a clear and explicit characterisation of all
the relevant contextual features, background conditions, and disturbing factors that con-
currently could enable or constrain the actual occurrence of a causal effect. Such infor-
mation could provide basic guidelines about which variables are relevant, and how they
might affect any intended policy outcomes.

The analysis offered illustrates a mismatch between the kind of evidence typically pro-
duced and promoted by economic researchers and the kind of evidence that actually
could be useful to policy makers. Most empirical economists working on the research
reviewed seem to be aware, to different extents, of their implicit assumptions and the
related constraints that such assumptions impose on making policy inferences about
specific real-country economies. Nevertheless, the clarifications and qualifications
required to properly understand the inferential limits of the empirical results are
rarely openly stated or discussed, and thus seldom reach the end-users of scientific
research in the policy-making arena.
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