Basic Issues in AI Policy
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Abstract. This extended abstract summarises some of the basic points of AI ethics and policy as they present themselves now. We explain the notion of AI, the main ethical issues in AI and the main policy aims and means.

1 AI

The term “Artificial Intelligence” (AI) is now used in two main meanings:

(a) AI is a research programme to create computer-based agents that can show complex behaviour, capable of reaching goals [1], OR
(b) AI is a set of methods employed in the AI research programme for perception, modelling, planning, and action: machine learning (supervised, reinforced, unsupervised), search, logic programming, probabilistic reasoning, expert systems, optimisation, control engineering in robotics, neuromorphic engineering, etc. Many of these methods are also employed outside the AI research programme [2–5].

The original research programme (a) from the “Dartmouth Conference” in 1956 onwards was closely connected to the idea that computational models can be developed for cognitive science of natural intelligence and then implemented on different hardware, i.e. on computing machines. This programme ran into various problems in the “AI Winter” ca. 1975–1995 and the word “AI” got a bad reputation; it thus branched into several technical programmes that used their own names (pattern recognition, data mining, decision support system, data analytics, cognitive systems). After 2000, AI saw a resurgence, with faster hardware, more data, and a stress on neural network machine-learning systems. From ca. 2010 “AI” became a buzzword that resonated in circles outside computer science; now everyone wants to be associated with AI. As a result, the meaning of “AI” is currently broadening towards (b). (More details on this development and the contrast to robotics in [6].)

2 AI Ethics

As a result of the popularity of AI, around 2015, the possible negative effects of AI on humanity came into focus as well, e.g. whether AI would take human jobs, decide over
human lives, spell the end of privacy, kill humans with autonomous weapons or just take over the world entirely in a ‘singularity’. Eurobarometer surveys showed that European citizens’ views on robots had become more negative [7, 8].

Work on ethics of AI had existed since the 1950ies but it was a very small minority of researchers who worked on it, mostly in the context of computer ethics and data ethics (esp. on privacy) [for a history, see 9]. AI ethics is closely connected to the philosophy of AI. As a field, it is reaching maturity in the present years, and surveys of the state of the art have only appeared since 2020 [6, 10–12].

AI ethics is an application of the methods of ethics, i.e. it is a branch of “applied ethics”. Ethics is the classical discipline of philosophy that describes how to evaluate actions as right or wrong, i.e., how to use normative statements that involve values. The basis for such ethical judgment is typically an evaluation of personal virtues (positive character traits, e.g. honesty or friendliness), of ethical rules or duties (e.g. “do not steal”) and of the consequences of an action (typically in terms of utility). Ethical dilemmas occur when rules conflict (e.g. honesty vs. politeness) or when rules conflict with outcomes (e.g. honesty results in harm for an innocent person). It is clear that a comprehensive theory of ethics, and thus a comprehensive applied ethics, must take into account all three components: the person performing the action, the type of action and the consequences of the action.

Sometimes it has been assumed that if machines act in ethically relevant ways, then we need a machine ethics, for “ethical machines”, for machines as subjects, rather than for the human use of machines as objects [13–16]. However, this is very likely a misunderstanding since there is general agreement that current and foreseeable AI systems do not have what it takes to be responsible for their actions (moral agents), or to be systems that humans should have responsibility towards (moral patients) [17]. So, the responsibility remains firmly with the humans and for the humans – as well as other animals.

What is at stake in AI ethics is the human design and use of AI. There seems to be reasonable agreement that the main ethical issues are:

- Privacy & Surveillance
- Manipulation of Behaviour
- Opacity of AI Systems
- Bias in Decision Systems
- Human-Robot Interaction
- Automation and Employment
- Autonomous Systems and Responsibility
- Machine Ethics
- Artificial Moral Agents
- Singularity

For details on each of these, see the 10 sections on the “main debates” in [6].

If successful, AI ethics says what is right and what is wrong, i.e. it defines what “ethical AI” would be like (see below). Knowing what ethical AI is like is a significant input to AI policy (see below) because it defines what the main policy aims of AI policy should be.
3 Ethical AI

3.1 Explanation

If AI is designed and used ethically, as defined by AI ethics, then it is ethical AI. This desirable state has often been expressed in different terms that sound less academic, e.g. using the term “Human-centric AI” is an approach to AI that judges AI by its positive effects on humans, which captures most of what we want from ethical AI. It stresses that AI should serve human well-being, guarantee human rights or dignity, and have positive effects on society. All of these things are traditionally captured in ethics, which takes into account rights and positive consequences (in deontological and consequentialist considerations).

Some years ago, there was talk of developing “trust in AI”, especially after the Eurobarometer had shown that there was little trust – focusing on threats to jobs from AI ? and by autonomous robots. However, one can trust a system for good and for bad reasons, so what matters is whether it deserves to be trusted, whether it is “trustworthy”. Thus “trustworthy AI” became the central term in the EC White paper [18] and the slogan for EC AI policy.

Much speaks in favour of just calling this “good AI”, but “ethical AI”, “human-centred AI” or “trustworthy AI” will do just as well.

3.2 AI Ethics Guidelines

In the effort to explain what “ethical AI” might mean, in ca. 2015–2020, many institutions published “ethics guidelines” (under several terms) and to explain how they are in favour of ethical AI. There is a map on https://aiethicslab.com/big-picture/, a list on https://inventory.algorithmwatch.org (and http://www.ptai.org/TG-ELS/policy) and there are recent surveys of these [19, 20]. What these guidelines do is usually not very exciting; they look at the points where ethical issue do occur, like the list of 10 above, and say that we should be ethical – rarely going into the points where there is actually a difficulty in saying what is ethical, i.e. a dilemma. For example, the Independent High-Level Expert Group on Artificial Intelligence set up by the European Commission [21] says:

- AI should guarantee:
- Human agency and oversight
- Technical robustness and safety
- Privacy and data governance
- Transparency
- Diversity, non-discrimination and fairness
- Societal and environmental wellbeing
- Accountability

This really just says that AI must guarantee responsibility and liability (1 & 7), positive utility in the long run (2 & 6) and safeguard rights like privacy, autonomy and justice (3 & 4 & 5). None of this comes as news to AI ethics.

The question is what should be done to make sure ethical AI is a reality. This is where AI policy comes in.
4 AI Policy

4.1 Definition

A policy is a set of principles to guide organisational actions (typically of states or supranational organisations). A policy consists of two main components: policy aims and policy means to further those aims.

4.2 Policy Aims

In our case of AI, policy aims are constituted by a) ethical principles on AI, plus b) general policy aims, such as those formulated in the 17 UN Sustainable Development Goals (https://sdgs.un.org).

It is thus important for AI policy to specify the specific (a) and general (b) aims it pursues.

While there is significant agreement on the specific ethical principles on AI, general policy aims will often differ between nation states, e.g. the US has a high sensitivity to bias and discrimination, China and the US place great emphasis on geostrategic aims (will thus be reluctant to limit automated weapons), the EU will be sensitive to monopolies and places great emphasis on privacy, many states will put a higher emphasis on economic development than on justice, etc.

Which policy aims will actually be pursued also depends on powers that the state actors are subjected to, e.g. public opinion, lobbying, technical feasibility, cost, etc.

Setting policy aims, e.g. through AI ethics guidelines, should not be identified with policy, since policy also involves practical activity to achieve these aims.

4.3 Policy Means

Policy means are the practical instruments and methods with which we can further the policy aims. It appears that the main bottlenecks of AI policy, at the moment, is with the appropriate policy means.

The first thought of policy aims goes for legal regulation, but it is important to remember the broad range of other options that exist:

- educational efforts (e.g. curriculum of AI degrees)
- framework for legal liability (e.g. insurance)
- impact assessment tools
- legal regulation
- PR measures
- public spending
- self-assessment frameworks
- self-regulation (in industry)
- self-regulation (e.g. a “Hippocratic oath”)
- supporting ethics by design
- taxation
- technical standards (in a framework of legal regulation)
There is material that can help in this area and in politics and political science there is ample experience in developing policy & in facing the bottlenecks of practical policy means.

From other cases of ethics-driven policy, there are models that we can follow, e.g. medical ethics [22] or engineering ethics [23], or professional ethics in various areas. What can be learned from traditional computer ethics, esp. data ethics [24, 25]. What are the ways forward in a professional ethics for AI engineers [26]? Are the principles we have “actionable” [cf. 27]? Perhaps self-assessment is the way, such as the ALTAI self-assessment tool (EC, Unit A1; July 2020): https://altai.insight-centre.org [28]. Further to “ethical AI”, there is also a movement to use AI to further other social aims, i.e. to use “AI for social good” [29] – this goes beyond AI policy.

4.4 EU Regulatory Efforts

In the EU, a dominant notion for policy means is “risk”. The AI HLEG says there are two kinds of risks [21]: Risks for fundamental rights, including personal data and privacy protection and non-discrimination. Risks for safety and the effective functioning of the liability regime. These risks are then classified in terms of high-risk vs. low-risk. (This is a bit misleading since the rights are not at risk, the risk is that the rights could be violated. Typically, one distinguishes rights (that exist independently of positive or negative consequences) from risks (the probability of a negative consequence). Any ethics will involve both a notion of rights/obligations and a consideration of outcomes.)

This is combined with moves towards certification, ex ante and post hoc, voluntary and involuntary, self-certification and certification through official bodies. (In Germany through the BSI, DIN and VDA [cf. 30]).
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