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Certainty

Andrew Moon
This overview of the philosophy of certainty will distinguish two types of certainty, specify controversial theses about certainty from recent literature, and explain some of the arguments for and against those theses. (See Klein (1981), Reed (2022), and Belkoneine and Vollet (2022) for other valuable overviews.)
Philosophers often distinguish between two types of certainty: psychological certainty and epistemic certainty.  Psychological certainty is often attributed by sentences of the form, “S is certain that p” or “S is sure that p,” like, “Fred is certain/sure that all vaccines are dangerous.”  This statement is compatible with Fred having no good evidence that all vaccines are dangerous; his certainty might be completely unjustified.  At a first approximation, ‘psychological certainty’ refers to an extremely high degree of confidence.  ‘Epistemic certainty’, on the other hand, is often attributed by sentences of the form, “It is certain that p,” like, “It is certain that the bomb went off at noon.”  This statement does entail that there is good evidence or justification that the bomb went off at noon.  Thus, at a first approximation, ‘epistemic certainty’ refers to a high degree of justification (or evidence) for believing something.

Psychological and epistemic certainty are distinct.  Fred might be (psychologically) certain that all vaccines are dangerous when it is not (epistemically) certain that they are.  Or it might be (epistemically) certain, given Fred’s evidence, that some vaccines are safe, but he might not be (psychologically) certain that some are.  Although they are distinct, they are also related.  Bob Beddor suggests the following connection:
“p is epistemically certain for A iff A ought to be psychologically certain that p.” (2020a, 3)
I’ll assume that Beddor’s link between the two types of certainty is correct.
The first of the controversial theses about certainty are about its scope:
COMMONpc: Ordinary sentences using the word ‘certain’ to attribute the presence of psychological certainty are often true.
COMMONec: Ordinary sentences using the word ‘certain’ to attribute the presence of epistemic certainty are often true.
RAREpc: Ordinary sentences using the word ‘certain’ to attribute the presence of psychological certainty are nearly always (or always) false.
RAREec: Ordinary sentences using the word ‘certain’ to attribute the presence of epistemic certainty are nearly always (or always) false.

These theses are not exhaustive, but philosophers tend to lean toward a combination of two of them.
COMMONpc and COMMONec will be held by many outside philosophy.  In ordinary conversations, people assert sentences attributing both psychological and epistemic certainty all the time, and they unreflectively take those sentences to be true.  Many philosophers start with the assumption that much of our ordinary talk is true unless there is a strong reason to think otherwise.  Are there such strong reasons to think otherwise?  Are there reasons in support of RAREpc or RAREec?
RAREec is supported by skeptical scenarios.  After reading Descartes, many think there is some chance, even if very small, that they are being deceived by a demon.  Hence, ordinary propositions such as snow is white or pizza exists are not epistemically certain for them.  It is then natural to think that propositions which are epistemically certain are extremely rare, perhaps restricted to propositions about one’s own existence or current mental states.  Note that one could accept RAREec but sensibly still affirm COMMONpc by thinking that people who have never thought about skeptical scenarios are still psychologically certain of ordinary propositions about pizza or snow’s color.  They just shouldn’t be because they might be beguiled by a demon.
An important argument for RAREpc is found in Peter Unger’s (1975) influential book, Ignorance.  He distinguishes between what he calls ‘absolute terms’ and ‘relative terms’.  An example of an absolute term is ‘flat’.  Unger writes, “To say that a surface is flat is to say that some things or properties which are matters of degree are not instanced in the surface to any degree at all” (p. 54).  In the case of flatness, bumpiness is the degreed property, and ‘bumpy’ is the corresponding relative term.  For a surface to be flat is for it to have absolutely no bumps.  Other examples of absolute terms are ‘straight’, ‘empty’, and ‘vacuum’, each of which designate a property that entails the complete absence of some degreed property.
Unger then argues that nothing (or almost nothing) is flat.  If something is flat, then it must have absolutely no bumps.  If something has absolutely no bumps, then it is impossible for anything to be flatter.  Therefore, if something is flat, it is impossible for anything to be flatter.  Nothing (or almost nothing) meets this condition.  He writes, “When we look at a rather smooth block of stone through a powerful microscope, the observed surface appears to be rife with irregularities” (p. 66).  Therefore, nothing (or almost nothing) is flat.  What Unger says about ‘flat’ applies to other terms, like ‘empty’ and ‘straight’.
Unger then argues that ‘certain’ is also an absolute term.  Certainty entails the absence of a degreed property: doubt.  He writes, “Where a man is certain of something, then concerning that thing, all doubt is absent in that man’s mind” (p. 64).  It naturally follows that “if someone is certain of something then there never is anything of which he or anyone else is more certain” (p. 67).  And here is the connection to RAREpc: Unger argues that this condition is rarely, if ever, met.  Suppose people say they are certain that there are automobiles.  Unger replies, “we must then believe of these people that it is impossible for anyone ever to be more certain of his own existence than all of them now are of the existence of automobiles” (p. 68).  Unger thinks this is implausible.  And what Unger says about this proposition about automobiles applies to propositions that ascribe certainty.  These considerations support RAREpc.
Views like RAREpc and RAREec seem extreme.  Defenders of COMMONpc and COMMONec commonly respond by defending the first of the next two theses:
CONTEXTUALISM: The term ‘certain’ is context-sensitive.

INVARIANTISM: The term ‘certain’ is not context-sensitive.

Following David Lewis’ (1979, 353–354) response to Unger, Beddor argues that one can sensibly accept Unger’s view that ‘certain’ is an absolute term without accepting RAREpc and RAREec by accepting that ‘certain’ is context-sensitive.
Using the absolute term ‘straight’ as his example, Beddor (2020a, 12) says that if we are in a context in which we are building a satellite, a microscopic dent in an antenna would prevent ‘straight’ from correctly applying to it.  But if we are in a context in which we are repairing a television, this would not prevent ‘straight’ from correctly applying to its antenna.  Different contexts call for different standards for correct attributions of ‘straight’.  In a context with a lax standard, an object can correctly be called ‘straight’ only if there are no noticeable bends.  In a context with a strict standard, an object can correctly be called ‘straight’ only if there is not even the tiniest bent.  In both cases, something is straight only if a certain relative property is completely absent, as Unger said, but which property must be absent depends on context.  What Beddor says about ‘straight’ can apply to other terms like ‘flat’ and ‘empty’.
Beddor’s view, simplified a bit, says that certainty (psychological or epistemic) that p requires that there be no relevant alternative scenarios (or worlds) in which p is false (2020a, 12).  For example, if I seem to hear rain, but I have not ruled out the scenario in which it is not raining and I am actually just hearing wind, then I will not have certainty that it is raining; there is a relevant alternative scenario in which the proposition that it is raining is false.  I could rule out that scenario, however, by looking out the window and seeing the rain pour down; then the proposition that it is raining would be true in all the relevant alternatives, and I would have certainty.  Fortunately, I don’t need to rule out the scenario in which I am a brain in a vat and the rain is an illusion; in an ordinary context, that is not a relevant alternative.  In the context of the epistemology seminar room, however, the brain in a vat scenario would be a relevant alternative, and so I would need to rule it out to have certainty.
How might Unger respond to all this?  Although he doesn’t address the topic of context-sensitivity directly, he would likely affirm that even though our ‘certainty’ talk is strictly speaking false, it is still useful to engage in (1975, 51).  So, it seems that either our ‘certainty’ talk (and talk involving many other absolute terms) is often true and context-sensitive, or it is often false but useful.  Resolving this issue would require resolving deeper issues in philosophy of language.
Our next theses are about certainty’s connection to knowledge:
KPC: S knows that p only if S is (psychologically) certain that p.
KEC: S knows that p only if it is (epistemically) certain for S that p.
One thing at stake with these theses is that KPC can be combined with RAREpc (or KEC with RAREec) to serve as premises in a skeptical argument that knowledge is rare or nonexistent, as Unger (1975) does.
Defenders of KPC and KEC appeal to sentences like the following:  
1) “I know that it will rain, but I am not certain that it will rain.”

2) “I know that it will rain, but it is not certain that it will rain.”

3) “Fred knows that it will rain, but he is not certain that it will rain.”

4) “Fred knows that it will rain, but it is not certain that it will rain.”
Unger argues that the felt contradiction in sentences like (1) and (3) support KPC, and the felt contradiction in sentences like (2) and (4) support KEC.
Jason Stanley (2008) and Beddor (2020a) present detailed and extensive criticisms of KEC and KPC, as well as Unger’s arguments in defense of them.  Here are just a couple of their points.  Stanley says that the following sentence, which is similar to (3),
5) “John knows that Bush is Republican, though, being a cautious fellow, he is somewhat uncertain of it” (40),
“is not at all obviously false” (40) and later in his paper says it “is fine” (49).  Beddor (2020a, 5) gives similar examples from ordinary news outlets.  Second, Stanley and Beddor both present linguistic arguments against KPC and KEC.  Stanley says that sentences such as 

6) “I know that Bill came to the party.  In fact, I’m certain that he did.
7) “I know that Bill came to the party.  In fact, it’s certain that he did” (2008, 40). 
do not seem redundant.  The second sentence in each of (6) and (7) seems to add information that does not follow directly from the first sentence.  Similarly, Beddor (2020a, 3) says that “someone knows with certainty” and “someone knows for certain” do not seem redundant.  It seems stronger to say those sentences than just “someone knows,” and Beddor gives examples of this distinction in many languages.  These points count against KEC and KPC.
Colin Radford (1966) provided influential counterexamples against KEC.  In the most famous one, Jean at one point clearly knew some facts about English history, forgot that he learned those facts, but later correctly answers quiz questions about them.  While answering, he thinks that he doesn’t know these facts and takes himself to be guessing.  Radford thought that this is a case of someone who knows some historical facts but is neither certain of them nor believes them.  In response to Radford, most philosophers challenged Radford’s view that this is knowledge without belief, but it is also a formidable challenge to KEC.
The last set of theses requires background.  Timothy Williamson (2000) has argued that knowledge plays a number of philosophically important roles.  Some, especially Beddor (2020a, 2020b), have argued that these roles should be attributed to certainty instead of knowledge.  The following theses are about these roles.

Consider the following two theses:
Psychological Certainty Norm of Assertion (PCNA): S may assert p only if S is psychologically certain that p.

Epistemic Certainty Norm of Assertion (ECNA): S may assert p only if it is epistemically certain that p.
Both norms are defended by Stanley (2008, 48) and Peterson (2018); Beddor (2020a, 24) defends ECNA.  They replace Williamson’s norm that S may assert p only if S knows p.  A defense of the norms appeals to the infelicity of sentences in the following schemas: 
8) “p, but I’m not certain that p.”

9) “p, but it’s not certain that p.” 
If someone told you, “It’s raining.  But it’s not certain that it’s raining,” you would think they were retracting with their second sentence what they said in the first.  According to ECNA, you may assert, “It’s raining” only if it is certain that it is raining.  When you assert that it’s raining, you are thereby implying that it is certain that it is raining.  This is contradicted when you assert the second sentence: “But it’s not certain that it’s raining.” So, ECNA explains the infelicity of sentences in the form of (9).  Similar considerations would make (8) support PCNA.
Part of Peterson’s (2018, 4698) extensive defense of ECNA appeals to conversational patterns.  He notes that “That’s not certain” in response to someone’s assertion is seen as a criticism.  Or a speaker who says, “I told John that the butler killed the millionaire although I knew it wasn’t certain” gives the impression that the speaker was behaving inappropriately.  Both phenomena are explained by ECNA, and hence, some evidence for it.
Epistemic modals are about what might or must be true.  Here is a proposal based on Beddor (2020a, 21), Littlejohn (2011, 611–618) and DeRose (2009, 20).

MIGHT: p might be true for S if and only if p is compatible with what is certain for S.  

MUST: p must be true for S if and only if p is entailed by what is certain for S.  

Littlejohn observes that the second sentence in,

10) “It is certain that Bill was at the party.  Indeed, Bill must have been there.” (2011, 614)

seems redundant.  This is evidence in favor of MUST.  Beddor says that the following sentences seem odd:

11) “There’s no possibility that the cook was involved.  But it isn’t certain that the cook wasn’t involved.” (2020a, 21)
This is evidence for MIGHT.
How do we determine what one’s evidence is?  Beddor argues for the following:
“E=C: In any context, the expression A’s evidence is co-extensive with the expression A’s epistemic certainties.” (2020a, 15)

Beddor argues that E=C is superior to Williamson’s E=K thesis (that one’s evidence is what one knows).  He says that the oddity of, 

12) “It’s certain that smoking causes cancer.  But the evidence leaves open the possibility that smoking doesn’t cause cancer” (2020a, 14).
supports E=C.
What is it for a proposition to be (evidentially) probable?  Beddor writes,
“Certainty Account of Evidential Probability: The evidential probability of p (relative to a contextual standard s) is p’s degree of epistemic certainty (relative to s).” (2020a, 16)

He says that the following seem interchangeable:

13) “It’s 99% likely that the Mets will win.” (2020a, 18)

14) “It’s 99% certain that the Mets will win.” (2020a, 18)
It would be odd to affirm one and deny the other.
The above theses reveal important ways that certainty might be philosophically important.  Future research that explores further arguments for and against these theses will help determine whether they are true.  
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