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ABSTRACT
By now a consensus has emerged that people, when 
subjected to high-stakes decisions through automated 
decision systems, have a moral right to have these 
decisions explained to them. However, furnishing such 
explanations can be costly. So the right to an explanation 
creates what we call the cost problem: providing subjects 
of automated decisions with appropriate explanations 
of the grounds of these decisions can be costly for the 
companies and organisations that use these automated 
decision systems. In this paper, we explore whether large 
language models could prove significant in overcoming 
the cost problem. We provide an initial case for believing 
that they can but only with serious ethical costs.

INTRODUCTION
Many claim that individuals affected by high-stakes 
decisions made by automated systems have a moral 
right to an explanation of these decisions.1–6 For 
instance, when an AI (Artificial Intelligence) system 
is used to diagnose medical patients, these patients 
may be entitled to an explanation of why the system 
recommended a particular diagnosis. However, this 
claim faces challenges. While one problem concerns 
the well-known black-box problem,7 we will here 
focus on a different and less discussed problem that 
we call the cost problem. Essentially, the problem is 
that it can be prohibitively costly to ensure patient 
understanding of AI decisions. If unresolved, the 
cost problem threatens to undermine the right to 
explanation.

Recent studies suggest that large language models 
(LLMs) may play a central role in alleviating the 
cost problem.8 The key idea is to incorporate LLMs 
into various explainable AI (XAI) methods to create 
a dialogue partner that promotes understanding. 
We provide a case for believing that LLMs could 
reduce the need for human involvement in the 
process of explaining automated decisions. Yet, we 
conclude, that opting for this solution is associated 
with important ethical challenges.

How the right to explanation generates a cost 
problem
Why think there exists a moral right to explana-
tion? One reason concerns autonomy. If you have 
no way of understanding why you were diagnosed 
in a certain way or recommended a particular 
medical treatment, it will be much harder to make 
informed decisions about your health. By fostering 
understanding, explanations may thereby support 
autonomy.1 A second reason concerns the need 
to identify inaccuracies and unfairness in medical 
treatment. Understanding the reasons behind auto-
mated decisions allows individuals to detect and 

contest errors or biases, ensuring more fair and 
accurate outcomes (2; for criticism.5 6

Of course, not all medical decision-making 
processes warrant explanation. Examples may 
include specific clinical circumstances such as 
emergency situations where immediate action is 
necessary, or cases involving patients who lack the 
capacity to understand the explanation. While this 
might be true, however, it remains desirable to 
require explanations for medical decisions, whether 
made by AI systems or human doctors. Notably so 
when it comes to algorithmic decision-making, as 
algorithmic decision-making is often notoriously 
intransparent when compared with most human 
decision-making. Moreover, since medical algo-
rithms typically are trained on vast datasets, they 
can contain biases and errors that are undetectable 
by humans.9 While explanations of these algorithms 
may not reveal all these biases and errors, they at 
least increase the chance that we will identify and 
eliminate them.

Let us grant this initial case for a right to expla-
nation. Which kind of explanation is then rele-
vant? Ideally, we want explanations that elucidate 
which factors made a difference in the outcome 
of an automated decision and how they mattered. 
Examples of such explanations could be causal and 
difference-making explanations.10 For instance, to 
foster an understanding of why a machine learning 
system predicts a high risk of pancreatic cancer 
for a patient, a relevant causal explanation might 
pinpoint the key segments of input data that made 
the biggest difference in the prediction.11 Yet, even 
without causal explanations, various non-causal 
types of explanations may help us. In particular, 
there is hope that tools from the XAI toolkit may 
play many of the same roles as causal explanations 
when it comes to understanding the difference-
making properties of automated decision systems.11 
Feature importance analysis, for example, may help 
identify which features in an input space have the 
most significant impact on an algorithm’s predic-
tions, whereas SHapley Additive exPlanations 
(SHAP) may provide an even more detailed view by 
quantifying how much impact each feature has on 
the algorithm’s output.12

But explanations should not only tell us which 
factors made a difference in an automated deci-
sion. Ideally, they should also be personalised and 
tailored to individual patients. Whereas a tech-
nically trained person may be able to interpret a 
SHAP summary plot—a visualisation tool used to 
interpret the output of machine learning algorithms 
by showing the impact of individual features on the 
algorithm’s predictions—most people will not. So 
explanations must be adapted to an individual’s 
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level of understanding of the concrete medical domain. Addi-
tionally, explanations should only provide patients with the most 
relevant information. If not, there is a risk of information over-
load that may restrict the patient’s ability to make an informed 
decision.13

Providing subjects of automated decisions with explanations 
that meet these different requirements can obviously be a costly 
affair. Not only are there initial costs associated with developing 
systems that promote the explainability of automated decisions. 
For instance, developing, implementing and maintaining an XAI 
solution involves substantial costs related to advanced computing 
resources, specialised personnel and ongoing updates. More-
over, there are variable costs associated with delivering expla-
nations to end-users that cater to their individual needs and 
abilities. When it comes to information from a SHAP summary 
plot, for example, there is no mechanical way to translate infor-
mation from the summary plot into something that is useful for 
individual patients.8 This creates the need for staffing human 
specialists with relevant domain expertise who can interpret 
the technical SHAP values and contextualise them in a manner 
that is comprehensible to each patient. Without such mediating 
specialists, XAI methods are likely to misfire and result in either 
information overload, misunderstanding or no understanding.1

Let us collect these different cost-increasing features of 
providing suitable explanations of automated decisions under 
the label of the cost problem. This problem not only threatens 
to diminish or even erode the net benefit of adopting automated 
decision systems in medical decision-making. It also threatens to 
undermine the case for thinking that there exists a right to expla-
nation.1 The main driver of the cost problem, we claim, is to be 
found in the variable cost of the human labour, which is needed 
to provide suitable explanations of automated decision systems 
to patients. After all, only humans have—at least so far—been 
able to effectively understand and convey the nuances involved 
in personalised and context-sensitive explanations.

How LLMs may solve the cost problem
Recent developments in LLMs and generative AI hold the 
promise of automating many tasks that were previously thought 
to be possible only for humans to accomplish. Focus on text 
production. Generating scripts, writing articles, crafting poems 
and engineering code used to be a job exclusively for humans. 
So did tailoring writing styles and answers to specific audiences 
and genres. And so did collaborating with human writers on 
creative and intellectual projects. But all these tasks can now be 
approached with great success by LLMs.14–16

Likewise, it seems possible to train LLMs to act as medi-
ating specialists, translating various XAI explainability methods 
into explanations that promote patient understanding. Here 
is how it might work. Suppose a hospital deploys a complex 
black-box algorithm to differentiate between malignant and 
benign tumours, considering factors such as tumour size, 
shape, density and patient medical history. Due to the nature 
of the algorithm, patients may not understand why they receive 
a ‘malignant’ or ‘benign’ diagnosis. To remedy this situation, 
the hospital decides to implement a SHAP-based model on 
top of the opaque diagnostic algorithm, with the resulting 
SHAP values elucidating how much features like tumour size 
and density influence the diagnosis compared with patient age 
and genetic markers. As mentioned, summaries of such SHAP 
values might not be meaningful to non-specialists. Recognising 
this, the hospital decides to fine-tune an LLM to interpret the 
summary plot for patients. Initially, they gather a diverse set 
of diagnostic cases containing relevant input features such as 

tumour characteristics and patient history. They also collect 
the SHAP values associated with each case and the diagnostic 
algorithm’s predictions (malignant/benign). A team of medical 
experts then provides a range of explanations for the algo-
rithmic diagnosis using the input features and SHAP values, 
tailored to hypothetical patient inquiries. Ideally, these expla-
nations will span widely, catering to various informational 
needs and comprehension levels.

Once all this data is compiled, the hospital uses supervised 
learning to train the LLM by supplying it with sets of input 
data, including the relevant medical features, SHAP values, 
opaque algorithmic prediction and a specific query, along with 
the corresponding expert-generated explanation as the target 
output. Through this training, the LLM learns to discern the 
connections between the input data and the expert explanations. 
Assuming that the training data encompass a wide enough array 
of inquiries and explanations, the LLM should learn to adapt 
its explanations to diverse patients. Depending on the patient’s 
inquiry, the LLM might emphasise which features most signifi-
cantly impact the algorithmic diagnosis, whether they contribute 
positively or negatively to the diagnosis, and how these features 
relate to the individual’s case. Ultimately, a patient might receive 
an LLM-generated explanation along the lines:

‘While the diagnosis indicates a benign tumour, it is important 
to understand which factors led to this conclusion. The size and 
density of the tumour were key considerations, while your fami-
ly’s medical history played a minor role in the assessment. Your 
overall health and recent medical tests also contributed posi-
tively to the diagnosis’.

Since LLMs in this way can learn to personalise explanations 
based on specific users and queries, they have the potential to 
play the role of the mediating specialists that we characterised 
above.

Slack et al have documented a proof of concept of these ideas 
that they call TalkToModel8: ‘a system that enables open-ended 
natural language dialogues for understanding (machine learning) 
models for any tabular dataset and classifier’.7 While we shall 
not go into the details of this system here, what matters for 
our purposes is that Slack et al make use of an LLM to mediate 
between the questions, which users may have about an automated 
decision affecting them, and the answers that they receive from 
the interpretability model associated with the relevant opaque 
algorithm. Based on this natural language interface, Slack et al 
claim that the TalkToModel has a number of desirable features. 
Not only can the model facilitate discussions about why specific 
algorithmic predictions were made, and about how these predic-
tions may change if the input data were to change. It can also 
answer questions about how the opaque model works in general 
as well as supporting end-users by asking follow-up questions.8

As such, it is not merely a theoretical possibility that LLMs 
may help mitigate the cost problem. If LLMs can learn to 
accomplish many of the communicative roles that could previ-
ously only be handled by human experts—by experts who are 
able to understand and effectively communicate the findings of 
explainability models like SHAP to end-user—LLMs can also 
help reduce the costs involved in providing explanations of auto-
mated decision systems. Moreover, since LLMs will be able to 
handle large volumes of explanations simultaneously, they also 
have the potential to scale up in ways that human labour cannot, 
thereby further increasing cost savings. Finally, since LLMs can 
continuously learn and improve with ongoing use, they can 
improve over time to deliver increasingly adequate explanations 
to users, thereby decreasing the time and the costs associated 
with generating explanations to users.
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Taken together, then, it seems that LLMs can play a central 
role in overcoming the cost problem: they can deliver expla-
nations that foster suitable understanding without incurring the 
high costs associated with human labour.

Ethical challenges from using LLMs to solve the cost problem
Yet, if we attempt to use LLMs to overcome the cost problem 
for the right to explanation, there are certain distinct ethical 
concerns that we need to be aware of.

Risk of discrimination
We have argued that LLMs can help translate technical explana-
tions into simpler explanations that may foster understanding in 
patients and cater to their diverse needs. This process, however, 
introduces risks of discrimination and unequal treatment. 
Notably, because patients have to express their explanatory 
needs to the LLM via natural language prompts. Even if we set 
aside concerns about technical skills in prompting effectively, it 
is well documented that capacities and expertise in articulating 
one’s needs through natural language are unequally distrib-
uted.17 On average, people with a higher socioeconomic status 
are better off in this regard. This creates the risk that using LLMs 
to solve the cost problem may inadvertently sustain, if not exac-
erbate, already existing inequalities in healthcare due to indirect 
socioeconomic discrimination.

While this risk is significant, alternatives to LLMs are beset 
with quite similar problems. For instance, direct and indirect 
socioeconomic discrimination also happens in interactions with 
human doctors, as they too can be influenced by class-based 
biases.18 Of course, doctors may be in a better position than 
LLMs to correct some of their biases when interacting with 
patients. Unlike LLMs, doctors are not confined to interacting 
with patients through ordinary language; instead, they can often 
gain much information about a patient’s explanatory needs by 
observing their non-verbal behaviour.19–22 For example, a doctor 
might notice a patient’s gaze and discern that they are confused 
or anxious about a particular aspect of their diagnosis. Such 
non-verbal cues can prompt the doctor to provide additional 
clarification or reassurance, tailored to the patient’s immediate 
needs. In this sense, the ability to interpret non-verbal cues gives 
doctors a richer evidential basis for addressing the explana-
tory needs of patients. While so-called multimodal LLMs may 
eventually remedy this situation—as they have the potential to 
interpret non-verbal cues for users—at least for now a purely 
text-based LLM solution to the cost problem significantly 
reduces the number of ways in which explanatory needs can be 
articulated and met.

Risk of fabrication
Another risk stems from the fact that LLMs have a tendency to 
fabricate or ‘hallucinate’ information. For example, when asked 
about factual information, they may tell us about books that 
were never published, and about events that never happened.23

This is particularly worrisome in the medical domain. If LLMs 
are prone to offering false, fabricated or misleading explana-
tions, they may mislead patients into thinking they genuinely 
understand what made an algorithm yield its prediction, when 
in fact they do not. In the worst case, false or misleading expla-
nations may motivate patients to undertake courses of action 
that are either unwarranted or directly counterproductive for 
their overall health situation. Suppose, for instance, that an LLM 
explains to a patient that the primary cause of their disease is 
genetic disposition, when in fact it is primarily caused by the 
patient’s lifestyle. Without accurate information, the patient 

might wrongly conclude that no lifestyle changes are needed, 
thereby missing the chance to take beneficial action.

Fabricating information is indeed a challenge when using 
LLMs for generating explanations based on XAI methods. Of 
course, it may be noted that human doctors are not perfect 
either. Occasionally, they also end up giving patients false expla-
nations. However, this point may underestimate the extent to 
which LLMs are different from humans when it comes to the 
types of mistakes they make. First off, well-meaning human 
doctors simply do not fabricate medical data to arrive at a diag-
nostic recommendation. They may misunderstand the available 
data in different ways, but they simply do not produce it on a 
whim. Second, LLMs tend to err in ways that are both different 
from and harder to anticipate than the errors made by human 
doctors.24 That is, while human experts typically make mistakes 
that follow certain recognisable patterns due to common human 
limitations or biases, the mistakes made by machine learning algo-
rithms can be more random, more extreme and less foreseeable.

There is no easy fix to these problems. However, there are 
approaches that may help mitigate the issue in the highly fine-
tuned and specific contexts where we imagine that LLM models 
are employed. First, we should attempt to ensure that training 
and fine-tuning data sets are of high quality: they need to be 
diverse and representative of various question-answer scenarios. 
This will help the LLM learn a wide range of accurate responses 
and thus reduce the likelihood of generating incorrect informa-
tion. Second, we should attempt to incorporate various fact-
checking mechanisms into the training process to catch and 
correct factual errors. We may, for instance, allow the LLMs to 
access peer-reviewed articles such as those that can be found on 
PubMed to cross-check information against these databases to 
verify the accuracy of their explanations.23 Finally, we may try 
to reduce information fabrication by enhancing the fine-tuned 
LLMs themselves. For instance, we may attempt to integrate 
various rule-based systems with the LLMs to help them operate 
more strictly within well-defined parameters.

It also bears mentioning that human fact-checking accounts 
for a central part of the training phase for the LLMs. Medical 
experts initially curate and verify a diverse set of diagnostic 
cases, ensuring that the explanations provided by the LLMs 
during training are accurate and contextually appropriate. This 
work helps the LLMs learn how to generate reliable explana-
tions based on the data provided by experts. In fact, it is compat-
ible with what we have said so far that human fact-checking is 
involved also during the LLMs’ inference phases. Of course, 
expecting humans to check every single LLM explanation would 
reintroduce many of the costs that the use of LLMs is meant to 
save. But human fact-checking can be employed more strategi-
cally.25 For example, explanations that have a significant impact 
on patient care, involve high-stakes decisions or are flagged by 
automated systems for potential issues can be prioritised for 
human review. Additionally, regular audits of randomly selected 
explanations can help ensure overall quality and identify any 
systemic issues in the LLMs’ outputs. In this way, by reserving 
human oversight for where it is most needed, we can expect to 
reduce the negative impact of information fabrication.

Risks to privacy
A third risk associated with using LLMs to overcome the cost problem 
stems from their tendency to ‘leak’ sensitive or confidential informa-
tion present in their training data.26 LLMs can also be susceptible to 
prompt injection attacks, where malicious users craft inputs designed 
to manipulate the models into generating unauthorised responses 
from which misleading information may then be extracted.27

P
rotected by copyright.

 on S
eptem

ber 26, 2024 at S
tate Library in A

arhus -S
tatsbiblioteket.

http://jm
e.bm

j.com
/

J M
ed E

thics: first published as 10.1136/jm
e-2023-109737 on 12 S

eptem
ber 2024. D

ow
nloaded from

 

http://jme.bmj.com/


4 Munch L, Bjerring JC. J Med Ethics 2024;0:1–4. doi:10.1136/jme-2023-109737

Original research

It is worth highlighting explicitly that this problem is more 
serious for LLMs than for other methods of meeting a patient’s 
need for explanations. For example, while a human practitioner 
could, and sometimes does, leak confidential information, this 
risk is much less pronounced. Not only can access to confidential 
information be restricted to specific human agents, but human 
practitioners are also bound by strict ethical guidelines and 
professional standards that emphasise the importance of patient 
confidentiality. Absent such ethical constraints and training, 
LLMs may, by contrast, inadvertently process and reveal confi-
dential information, especially if not properly supervised or if 
their data handling protocols are not meticulously designed.

Again, these are serious challenges to the idea of using LLMs 
to overcome the cost problem. As above, however, there are 
various ways in which they could be addressed. We may, for 
instance, implement differential privacy techniques during 
training to make it difficult to reliably infer any individual data 
points from the LLM’s output.28 We may of course also restrict 
who has access to the LLMs and include various monitoring 
devices for their usage.

CONCLUSION
We have argued that LLMs may play a significant role in over-
coming the cost problem for the right to explanation. With 
proper training, LLMs can deliver personalised explanations 
of opaque automated decisions to individual patients, making 
them both efficient and cost-effective due to their scalability. 
However, we should be careful not to paint too glamorous a 
picture of the potential of LLMs in offering explanations. As 
we have seen, they also bring significant ethical concerns that 
must be addressed, including LLM accuracy, discrimination and 
privacy. Moving forward, we need empirical data on how best 
to test and implement LLMs in automated decision-making in 
medicine. This involves designing rigorous validation protocols 
and pilot studies to assess the real-world effectiveness and safety 
of LLMs. Understanding user interactions and feedback will be 
crucial in refining these models to ensure they meet the needs 
and expectations of patients.
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