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Self-visitation and the metaphysics of place, causation, and facts

Daniel S. Murphy

[forthcoming in Analytic Philosophy. Lacks post-acceptance improvements or corrections.]

Abstract: I explore how endurantists are to handle cases of synchronic bi-location, in which a thing bi-locates at a time (such as by time-travel). I argue that endurantists face significant pressure to posit distinct but structurally identical facts (DSIFs), and critique the fragmentalist approach to bi-location in Simon (2018). Both the positive argument and critique are animated by the observation that handling bi-location cases requires perspicuously describing their spatiotemporal and causal structure. Accordingly, the argument proceeds by considering how endurantists are to think about the metaphysics of place and causation, two issues that are important independent of the thesis about DSIFs.
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1. Introduction and Preliminaries
This paper’s aim is to contribute to the debate about how endurantists (roughly, those who think that things exist as a whole at various parameters of persistence) are to handle cases of synchronic bi-location, in which a thing bi-locates at a time (such as by backward time-travel). I’ll argue that endurantists face significant pressure to posit distinct but structurally identical facts (“DSIFs”), and critique the fragmentalist approach to synchronic bi-location articulated by Simon (2018).
Though synchronic bi-location might seem exotic, it’s a familiar fact that reflections about unusual cases can have far-reaching metaphysical implications. So, some of the moves that the endurantist makes to deal with such cases may affect his view about what reality is actually like. We’ll focus on the metaphysics of (i.) place, (ii.) causation, and (iii.) (as just alluded to) facts.

1.1 Facts
By a “fact”, I mean something that’s:

(i.) a worldly entity (non-linguistic item of ontology)		(ii.) sentence-shaped

(iii.) structured (has constituents)				(iv.) concrete

(v.) particular							(vi.) an occurrent.

So suppose we have an enduring thing (substance), a, that’s a certain way (F) right now. In addition to accepting a into our ontology, we might also accept a worldly entity ((i.)), f, composed of a and Fness ((iii.)) in a way that corresponds to the sentence ‘a is F’ ((ii.)) (cf. Kim, 1973, p. 222; Rosen, 2010, p. 114). We may bring (i.)–(iii.) together by saying that f has a-is-F structure.
	Supposing f is also a concrete particular ((iv.)–(v.)) and occurrent ((vi.)), it’s a fact. Consider a token game of chess, constituted by a series of movements of pieces. The pieces and movements are all concrete particulars. But while the pieces are (prima facie) continuants or endurants, enduring through the game, each movement is an occurrent, composed of temporal parts none of which endure (cf. e.g. Simons, 2014, pp. 59–60). So f, unlike its endurant-constituent a, can’t endure. If a remains F for a whole second, f either spans the interval or occupies just one slice of it.
	Obviously, ‘fact’ is often used for goings-on that don’t meet (i.)–(vi.), such as the worldly import of a true statement (contra the “entity” part of (i.)) or a true proposition (contra (iv.) on common uses of ‘proposition’). I’m just reporting my (typical) usage. Further, there are obviously other words that may be used for the target entities, such as ‘event’ or ‘state (of affairs)’.
Now suppose a bi-locates right now and is F twice. If we then accept two a-is-F facts, f1 and f2, we accept DSIFs: distinct but structurally identical facts (more in §2).

1.2 Self-visitation
In the cases we’ll consider, the synchronic bi-location is brought about by time-travel. (See Mooney, 2021a, on whether the former requires the latter.) I’ll call them “self-visitation” cases (see Carroll, 2011; Wasserman, 2018): a thing “visits” its “younger” self. Some of my points would apply to any case of synchronic bi-location, while others are specific to self-visitation.
I just assume arguendo that, if any thing endures, it’s metaphysically possible for some things to endure through time-travel. (See Wasserman, 2018, for various challenges, and responses, concerning time-travel’s possibility, including on endurantism.) As long as there’s a significant chance that this conditional is true, there’s a significant chance that endurantists need to be able to accommodate self-visitation. So it would be quite risky to be one who can’t.

1.3 Tasks for endurantists
With any self-visitation case, C, I take it that the endurantist’s fundamental task is:

(T1) perspicuously describe, in terms of his basic (fundamental) ontology and ideology, C.

I don’t just mean describing the self-visitation itself, but rather the situation in which the self-visitation occurs, in all its spatial, temporal, and causal structure. Much of the literature focuses on these tasks:

(T2) explain how C avoids contradiction or incoherence, or is consistent with Leibniz’s Law;

(T3) distinguish C from nearby but intuitively distinct possibilities.

But T2 arises only for cases in which the endurant has intuitively incompatible properties at the same time,[footnoteRef:1] not cases in which it has the same property twice. Further, one simple solution to T2 is “property compatibilism” (Carroll, 2011; cf. Sider, 2001, p. 102; Wasserman, 2018, p. 203; Mooney 2021b, pp. 5307–08), on which the intuitively incompatible properties are compatible. But this doesn’t help with T1 or T3. But if we can specify how the endurantist is to perspicuously describe a given case (T1), that will also provide the materials for meeting T3 (and perhaps help with T2), as well as highlight theoretical costs the endurantist incurs. [1:       I just stipulate that T2 concerns this particular source of apparent incoherence. If you think a self-visitation case contains other sources of apparent incoherence, they fall outside T2.] 


1.4 Theories about time
How endurantists approach self-visitation tasks may be sensitive to their view about the nature of time. I’ll focus on two views: presentism, according to which reality is fundamentally tensed (the “A-theory”) and always, only present matters exist; and the “B-theory”, according to which reality is fundamentally tenseless. We also consider fragmentalist variations in §4.

2. Metaphysics of Place
2.1 Bi-location across space
Let’s start with two self-visitation cases in which a thing bi-locates across space (cf. Sider, 2001, pp. 101–03):

(Case 1) Fred sits, then travels back in time and stands next to his sitting self.

(Case 2) Fred sits, then time-travels and sits next to his younger self.

In both, Fred bi-locates at a single time. But in Case 1, he has intuitively incompatible properties, while in Case 2, a single property twice. It’s ordinarily natural for presentists to describe a person, P’s, sitting (standing) in terms of a truth to the effect that P is sitting (standing), and for B-theorists to describe such in terms of P’s sitting (standing) at a particular time. But since we have two “manifestations” (I take the word from Simon, 2018, p. 133) of Fred in Case 1 and 2, such claims fail to perspicuously describe the cases. Saying, of Case 1, that Fred sits and stands fails to capture crucial spatial structure (the distance between sitting and standing Fred). And saying, of Case 2, that Fred sits fails to distinguish the case from a variant in which Fred sits just once (cf. Sider, p. 103; Simon, 2005, p. 358), in addition to omitting spatial structure.
To capture spatial structure, our endurantist must somehow bring in places. One option: accept places in our basic ontology (presumably spatial regions for presentists, spatiotemporal regions for B-theorists). What are the primary occupants of places? On thing-occupant substantivalism, we get basic (fundamental) truths like:

p1 and p2 are five feet apart

Fred occupies p1		Fred occupies p2

(1a) Fred sits at p1		(1b) Fred stands at p2.

((1a) and (1b) in particular concern how Fred has his properties at places. And in illustrating these various views about places, I assume presentism for convenience. Hence I used the simple spatial predicate ‘are five feet apart’.) On fact-occupant substantivalism, we get basic truths like:

p1 and p2 are five feet apart

(2a) [Fred sits] occupies p1		(2b) [Fred stands] occupies p2.[footnoteRef:2] [2:       Cf. Haslanger (2003) on “SOFism”, and the “transcendentist” view of persistence in Giordani and Costa (2013) and Costa (2017).] 


Another option: relationalism about places. On operator-relationalism, we get basic truths like:

(3) Fred sits five feet away from where Fred stands.

On predicate-relationalism, ones like:

(4) [Fred sits] and [Fred stands] are five feet apart.

While (3) employs a sentence operator (‘five feet away from where’) (cf. Sider, 2001, p. 119; Mellor, 2004, pp. 319–20), (4) employs a predicate (‘are five feet apart’) and ontology of facts.
	So we have four “metaphysics of place” (more precisely, of the thing-place relation) on which endurantists might draw to capture spatial structure. A metaphysic of place may also help explain how Fred’s sitting and standing in Case 1 don’t yield a contradiction: task T2 from §1.3. But as suggested there, we don’t need to attend to places to handle T2. For if we assume property compatibilism, we can coherently state ‘Fred sits’ and ‘Fred stands’. But of course, such simple statements fall pathetically short of capturing Case 1’s structure. So I emphasize that metaphysics of place are, in the first instance, meant to help us “handle” self-visitation cases in the sense of perspicuously describing them (task T1).
	Now when we turn to Case 2, two of our metaphysics of place, namely fact-occupant substantivalism and predicate-relationalism, create pressure to posit DSIFs. For when we apply the line of thought operative in Case 1, we get:

(2a*) [Fred sits]1 occupies p1		(2b*) [Fred sits]2 occupies p2

(4*) [Fred sits]1 and [Fred sits]2 are five feet apart.

The bracketed bits in the fact-names reveal fact structure, and superscripts distinguish distinct identically structured facts. But as proper names, they’re metaphysically arbitrary; we could call the facts ‘A’ and ‘B’. Now, the “DSIF-er” doesn’t have to include fact-names in his basic ideology. He might instead existentially quantify over the facts. For instance:

x(x is a Fred-sits fact & x occupies p1)	x(x is a Fred-sits fact & x occupies p2)

xy(x is a Fred-sits fact & y is a Fred-sits fact & x and y are five feet apart).

He would thereby strike the facts’ thisnesses from fundamental reality.
	Creating pressure to accept DSIFs isn’t the same as entailing their presence. Both with fact-occupant substantivalism and predicate-relationalism, DSIF-avoidance tactics are available. But I won’t discuss them yet, since an even simpler way of avoiding DSIFs in Case 2 is available: opt for one of the other two metaphysics of place. On thing-occupant substantivalism and operator-relationalism, we might respectively say:

(1a) Fred sits at p1		(1b*) Fred sits at p2.

(3*) Fred sits five feet away from where Fred sits.

Neither approach relies on facts, a fortiori DSIFs.
	However, I’ll now introduce two more self-visitation cases, in one of which all four metaphysics of place create pressure for endurantists to accept DSIFs.

2.2 Bi-location at a space
Here are the two new cases (cf. Simon, 2018; Mooney, 2021b; Wasserman, 2018, pp. 200–01):

(Case 3) Casper the ghost hovers for a spell, then time-travels and co-locates with his younger self. But he’s green the first time around, white the next.

(Case 4) the same as Case 3, except Casper is white throughout.

Case 3 resembles Case 1 in that a thing has intuitively incompatible properties at the same time. But in Case 3, they’re had at the same space too. Case 4 resembles Case 2 in that a thing has the same property twice over at the same time. But in Case 4, at the same space too.
	In thinking about time-travel, and especially ghostly travelers, it’s natural to employ mental properties. But I tend to avoid them, for two reasons. First, an important part of handling self-visitation cases is attending to their causal structure (§3), and there are complications about the causal profiles of mental properties. Second, employing mental properties can lead to distractions about the unity of consciousness. I say ‘distractions’, because self-visitation cases don’t, it seems to me, depend on the traveler’s being sentient.
	Now in Case 3, our metaphysics of place don’t seem to help with T2. Indeed, they might seem aggressively unhelpful. Consider these illustrations (of thing-occupant substantivalism, fact-occupant substantivalism, operator-relationalism, and predicate-relationalism respectively):

Casper is green at p				Casper is white at p

[Casper is green] occupies p			[Casper is white] occupies p

Casper is green zero distance from where Casper is white

[Casper is green] and [Casper is white] are zero distance apart.

If you ask me to consider a case, C, in which a thing, Casper, is green (all over) and white (all over), and I tell you that C seems incoherent, you’ll hardly assuage me by adding: “But you see, he’s green and white at the same place!” That just highlights the problem.
	But as noted in §2.1, the primary purpose of a metaphysic of place is to help capture worldly structure (T1); and the above illustrations are fine on that front. To perspicuously describe what’s going on in Case 3, our endurantist must unapologetically affirm green and white Casper’s spatiotemporal coincidence. As for T2, three quick remarks. First, as noted earlier, property compatibilism is a simple fix. Second, attending to Case 3’s causal structure (§3) may help. Third, in §4 we consider whether fragmentalism may help.
	Now in Case 4, all four metaphysics of place pressure endurantists toward DSIFs, in the following sense: either the line of thinking operative in Case 3 naturally yields DSIFs, or DSIFs (prima facie) must be added to preserve key structure. First, consider these illustrations of fact-occupant substantivalism and predicate-relationalism, the metaphysics of place that were already liable to DSIFs in Case 2:

[Casper is white]1 occupies p			[Casper is white]2 occupies p

(5) [Casper is white]1 and [Casper is white]2 are zero distance apart.

By invoking DSIFs, we make clear that Casper is white twice over at the same place. Now here are the simplest applications of thing-occupant substantivalism and operator-relationalism:

Casper is white at p				Casper is white at p

Casper is white zero distance from where Casper is white.

These applications fail to capture Casper’s being white twice over at the same place. For in both cases, the displayed statements would be true even were Casper white just once. But note that these metaphysics of place can be implemented with DSIFs:

[Casper is white at p]1 exists (occurs, etc.)		[Casper is white at p]2 exists

[Casper is white]1 exists zero distance from where [Casper is white]2 exists.

On this application of operator-relationalism, the metaphysic incurs the predicate-relationalist’s commitment to an ontology of facts. And on the application of thing-occupant substantivalism, we no longer have basic truths of the form ‘a is F at p’. Rather, such content is shunted into a fact-entity, which is then said to exist (occur, etc.).
You might think that adding DSIFs to these two metaphysics of place makes them less plausible. Fact-occupant substantivalism and predicate-relationalism, by contrast, can incorporate DSIFs more smoothly. But my aim isn’t to adjudicate between these metaphysics. Rather, the point is that, on all four metaphysics of the thing-place relationship, there’s pressure to accept DSIFs if we’re to adequately capture Case 4’s structure.

2.3 Avoiding DSIFs
I’ve argued that, in Case 2, two of our metaphysics of place pressure endurantists toward DSIFs (§2.1), and that, in Case 4, all four do (§2.2). But I also said (§2.1) DSIF-avoidance tactics are available; to these we now turn.
	To the extent that an endurantist finds any such tactic plausible, the pressure to adopt a DSIF-based approach to self-visitation is diminished. But to the extent that he finds DSIF-avoidance tactics implausible, the pressure to accept DSIFs is increased. As long as no such tactic is clearly superior to accepting DSIFs, DSIFs deserve a place on the endurantist menu. While I won’t (and needn’t) try to refute the following DSIF-avoiding maneuvers, I submit that none are clearly superior to accepting DSIFs.
	Suppose we seem to have two DSIFs, f1 and f2, in a spatial structure, S(f1, f2). For instance, S(f1, f2) might consist in the truth of

(2a*) [Fred sits]1 occupies p1		(2b*) [Fred sits]2 occupies p2

in Case 2, or of

(5) [Casper is white]1 and [Casper is white]2 are zero distance apart

in Case 4. A DSIF-avoidance tactic denies that matters are as they seem. Here are three:

(DAT1) Deny that f1 and f2 have identical internal structure

(DAT2) Deny that f1 and f2 are distinct

(DAT3) Deny S(f1, f2).

The perdurantist (or stage theorist) can easily opt for DAT1. He may say, for instance, that Case 4 doesn’t contain two Casper-is-white facts, but rather two facts or truths with C1-is-white and C2-is-white structure, where C1 and C2 are distinct parts (or stages) of Casper. To illustrate with operator-relationalism:

C1 is white zero distance from where C2 is white.[footnoteRef:3] [3:       The non-endurantist might deny that Casper can have distinct co-located parts (stages) in the first place. My point is just that he can accept co-location without any pressure to accept DSIFs.] 


But DSIF-avoiding maneuvers are open to endurantists too; I’ll note three.
First, endurantists might opt for DAT3 by radically re-thinking spatial structure. They might accept a sort of monism on which all that really exists is an enduring cosmos with various properties over time, instead of an enduring bi-locating Fred or Casper. Or they might accept a sort of idealism on which all that really exists is an enduring mind or minds with various mental states over time. These options may amount to rejecting our four metaphysics of place altogether.
Second, the endurantist might opt for DAT2 by saying that f1 and f2 are a single bi-locating entity. I’ll call this maneuver ‘collapsing’, as it collapses f1 and f2 into a single entity. So for instance, in Case 2 collapsers might reject (2a*) and (2b*) in favor of

(2a) [Fred sits] occupies p1			[Fred sits] occupies p2.

Collapsing is suggested in a different context by Zimmerman (1997a). Chisholm’s (1990) theory of events is liable to yield distinct but structurally identical ones across A-theoretic time. If we assume presentism and let a thing, a, be F, then not F, then F again, the theory seems to imply that, when a was first F, there was an event, e1, with a-is-F structure, and, when a is F again, a distinct a-is-F event, e2. So e1 and e2 seem to be DSIFs.[footnoteRef:4] But Zimmerman isn’t sanguine with DSIFs (pp. 84–5), and proposes modifying Chisholm’s theory: take e1 and e2 to be a single intermittently existing entity. Collapsing requires denying that f1 and f2 are “facts” in §1.1’s sense, at least by denying that they’re occurrents. [4:       Or close enough. Chisholm maintains (p. 421) that his events can endure, contra my (vi.) in §1.1.] 

If the only motive for collapsing is to avoid DSIFs, a simpler alternative would seem to be to “de-reify” f1 and f2. For instance:

(1a) Fred sits at p1				(1b*) Fred sits at p2.

More importantly, though, collapsing fails to preserve key structure in Case 4. To illustrate, if we reject

[Casper is white]1 occupies p			[Casper is white]2 occupies p

in favor of

[Casper is white] occupies p			[Casper is white] occupies p,

we fail to capture the fact that Casper is white twice over at p. Similarly, when we turn to causal structure (§3), we’ll see that collapsing destroys key structure DSIFs can preserve.
Third, endurantists might opt for DAT1 by invoking tropes; I’ll call this maneuver ‘troping’. To illustrate with Case 4, the troper may say that we don’t really have two Casper-is-white facts, but rather two facts or truths with Casper-has-t1 and Casper-has-t2 structure, where t1 and t2 are distinct whiteness-tropes. To illustrate with operator-relationalism:

Casper has t1 zero distance from where Casper has t2.

Troping requires adding tropes to our basic ontology. For if Casper’s having a particular whiteness, t, is grounded in Casper’s being white at a particular place, p, then t is useless for avoiding DSIFs in our basic, place-constituting truths (the nature of which will vary depending on our metaphysic of place).
As noted above, I needn’t refute DSIF-avoidance tactics to establish that DSIFs belong on the endurantist menu. But I will dwell on troping a bit, since it and “DSIF-ing” might seem quite similar. Whereas DSIF-ers posit distinct but structurally identical Casper-involving facts, tropers posit distinct but duplicate Casper-possessed tropes.
First, I emphasize that “troping” is a particular, trope-based strategy whereby endurantists might avoid DSIFs in self-visitation cases, and is by no means available to just anyone who accepts basic tropes. Indeed, many trope theorists will deny that Casper endures in the first place. Assuming arguendo that basic tropes exist, here are four questions:

(Q1) Are things basic too, or built out of tropes?

(Q2) Can things endure?			(Q3) Can tropes endure?

(Q4) What individuates tropes?

If things are basic too, expressions like ‘Casper has t1’ may figure in basic truths. Since the troper grants that Casper endures, he answers Q2 with ‘yes’. But he must answer Q3 with ‘no’. For if younger Casper’s whiteness can endure, t1 and t2 may be identical (cf. Schaffer, 2001, p. 249; Ehring, 2011, pp. 28, 78), and DAT1 has been abandoned. I’m not aware of whether any trope theorists accept this Q2-Q3 combination.[footnoteRef:5] Ehring (2011) affirms the opposite: ‘no’ to Q2 (ch. 4), ‘yes’ to Q3 (ch. 2). Further, most trope theorists take things to be trope-built (Q1). But I think our troper should take things to be basic, since I doubt that something built out of non-enduring tropes could itself endure in any robust sense. Moreover, supposing things are basic, the standard answer to Q4 is that tropes are individuated by what has them (e.g., Lowe, 2006, p. 27). And our troper can’t accept this without qualification, on pain of identifying t1 and t2. [5:       There certainly are endurantists who also believe in occurrents. But our troper’s tropes are a very specific type of occurrent. (More on this below.)] 

	So troping seems to require an eccentric metaphysic of tropes. Admittedly, though, the DSIF-er’s conception of facts is open to critique as well (more in §5). Here are some additional challenges for troping, some of which don’t seem to be shared by DSIF-ing:

Why can’t the “occurrents” endure? Tropers aren’t opposed to endurance; Casper does it. So why can’t whiteness t1? Admittedly, many endurantists (including DSIF-ers) accept occurrents alongside continuants. But many of them can also explain why their occurrents can’t endure in terms of their metaphysical grounds and/or internal structure (cf. Meyer, 2012, p. 44). Since t1 is fundamental, appears to be simple, and falls under a metaphysical category, namely “entity”, some of whose members can endure, it’s hard to see why it can’t endure. While DSIF-ers’ DSIFs don’t seem to have grounds, they do have structure. Perhaps [Casper is white]1 is an occurrent in virtue of something about the second ingredient (being white) and/or how the ingredients combine. At any rate, DSIF-ers seem to have more resources for explaining their occurrents’ occurrent-ness.

Qualitative parsimony. While thing-building trope theorists may have a parsimonious theory, it’s not clear that tropers do. DSIF-ers and tropers both (I’m assuming) capture Casper’s being white on a particular occasion by appealing to a basic thing (Casper). But while DSIF-ers add a bit of basic ideology (being white) and a basic fact (a Casper-is-white fact), tropers add a basic trope (a whiteness) and bit of basic ideology (trope-possession). While these schemes might seem equal vis-à-vis parsimony, I think DSIF-ers have an edge. For the Casper-is-white fact is composed of the other basic posits (Casper, being white), and hence seems less offensive to parsimony (and less revisionary).

Quantitative parsimony. On tropism, as Casper lazily hovers reality is busy destroying and creating basic tropes (this whiteness, then that one, etc.). Admittedly, DSIF-ers are similarly situated. As Casper endures, we get this basic Casper-is-white fact, then that one, etc.

Flux.[footnoteRef:6] But there’s more stability through the endurance for DSIF-ers. The successive facts have the same internal structure (Casper and being white, combined in the same way). On tropism, by contrast, Casper is the only stable ingredient in the successive truths. [6:       Cf. Lipman (2015, p. 3125) for the general concern here, though I don’t claim that he endorses this application.] 


3. Metaphysics of Causation
Let’s review. Any endurantist who accepts the metaphysical possibility of (endurantism’s truth in) a self-visitation case, C, needs a way of perspicuously describing C’s structure (§1.3’s task T1). Thus far I’ve argued that endurantists face pressure to accept DSIFs. For on any of §2’s four metaphysics of place, there’s pressure to posit them to capture Case 4’s structure.

3.1 Lingering place-related problems
Even if having a metaphysic of place is necessary for capturing the structure in our self-visitation cases, it doesn’t seem sufficient. At any rate, §2’s metaphysics of place seem insufficient.
I’ve argued that these metaphysics, when implemented with DSIFs, can capture Casper’s being white twice at the same place in Case 4. But there are at least three ways this might occur:

a. Backward time-travel		b. Backward causation without travel

c. Brute property-piling

Let’s use ‘p’ for the place at which Casper bi-locates in Case 4. It may or may not be a basic entity; we’re presently neutral on metaphysics of place. Case 4a is Case 4 as I introduced the latter: Casper is white twice at p because Casper himself is present at p twice. In variant 4b, we are to imagine that the time-travel device doesn’t cause Casper to return to p. Rather, it just causes younger Casper to be white “again”. And in 4c, there’s no backward causation, a fortiori travel. Casper is just white twice at p as a brute fact. Now consider again how the predicate-relationalist might use DSIFs to capture Casper’s being white twice at p:

(5) [Casper is white]1 and [Casper is white]2 are zero distance apart.

This is true in 4a, b, and c, and hence seems to fall short of capturing key structure in 4a. The same goes for troping alternatives, as well as for the other metaphysics of place.
Admittedly, if we now let p be a basic entity, a thing-occupant substantivalist can distinguish 4a from the other two via

[Casper occupies p]1 exists		[Casper occupies p]2 exists.

But it would be unfortunate if our endurantist was committed to this one metaphysic of place, instead of having other options. Further, thing-occupant substantivalism doesn’t seem to provide a way of distinguishing 4b and 4c, or 4a and a variant in which Casper occupies p twice, and is white at p twice, but in which both whiteness episodes belong to younger Casper.
	You might think that (i.) 4b and 4c are metaphysically impossible, and that (ii.) if (i.) is true then our endurantist’s basic truths about Case 4 needn’t distinguish 4a from 4b and 4c. I’m sympathetic to (i.). It’s natural to think, for example, that if something backwards-causes younger Casper to be white at p, and if he would have been white at p anyway, then we have a single overdetermined whiteness-episode, not two whiteness-episodes. But (ii.) seems implausible. Intuitively, our endurantist needs to be able to capture the fact (in Case 4) that Casper himself is present at p twice, and 4b’s and 4c’s prima facie conceivability suggests that (5) is insufficient.
	I think a metaphysic of causation can pick up the slack, and help secure “place-related” structure that our metaphysics of place, by themselves, can’t. Further, endurantists presumably need a metaphysic of causation anyway, since our self-visitation cases evidently contain causal structure.
	Reflecting on Case 3 also reveals place-related structure that our metaphysics of place seem insufficient for capturing (cf. Simon, 2018, fns. 16–17). Let Case 3a be a version of Case 3 in which green Casper has mass M1-ness and white Casper mass M2-ness, and 3b be a variant in which the masses are distributed the other way. (In both, younger Casper is green, older Casper white.) Let’s use ‘the binding problem’ for the problem of describing the worldly structure whereby particular properties bind together in particular manifestations of an endurant. Were green and white Casper spatially separated (as sitting and standing Fred are in Case 1), we could distinguish 3a and 3b via our metaphysics of place. But they aren’t, so we can’t. It’s true in both 3a and 3b that, for instance, Casper is green zero distance from where Casper is M1. We’ll explore whether here, too, a metaphysic of causation might help.
So this section’s aim is to consider how endurantists might capture causal structure in our cases, and how such structure might help with the above place-related problems. And just as there’s pressure to accept DSIFs to capture spatial structure, we’ll see the same with causal.

3.2 Causation
Let’s assume causation is a fundamental feature of reality, and consider how an endurantist might articulate basic truths about it. (If you prefer to talk of basic laws, I assume that points I make about causal structure could be transposed into talk of nomological structure.) If causation isn’t fundamental, some of the endurantist’s tasks may become easier. If there’s no basic causal structure, then (i.) there’s less worldly structure to capture (T1), (ii.) certain time-travel cases may not be possible in the first place, and (iii.) the distinctions between certain prima facie distinct cases (T3) may break down (see Wasserman, 2018, pp. 203–09).
	Just as we distinguished operator- and predicate-relationalism about places, we can do the same with causation. Since they share ‘relationalism’, I’ll just call them ‘operator-ism’ and ‘predicate-ism’. The dominant view of causation has been that it connects entities, and I’ll stipulate that “predicate-ists” take it to connect facts. So they might affirm basic truths like:

[a is F] causes [b is G]		[a is F at t1] causes [b is G at t2].

Cf. respectively Chisholm (1990) and Kim (1976, p. 160) on events. Keep §1.1’s meaning of ‘fact’ in mind. So if I say that one fact causes another, that may be what others call ‘event causation’, whereas what others call ‘fact causation’ may be closer to operator-ism. To illustrate:

b is G because a is F.

Cf. Mellor (1995; 2004). Or we might use ‘cause’, but not to connect facts. For instance:

a caused b to become G by becoming F.

See Skow (2018, ch. 5); I’ll call this causal idiom ‘thing-ism’ (think ‘thing-causation’). Despite employing ‘cause’, it resembles operator-ism in (prima facie) avoiding an ontology of facts.[footnoteRef:7] [7:       Or one might use ‘cause’ to connect tropes; for instance, ‘t1 causes t2’, where t1 and t2 are Fness and Gness tropes. But since I’m assuming that tropers include things in their basic truths (§2.3), I’ll suppose they can opt for predicate-ism, operator-ism, or thing-ism.] 

	We need an idiom-spanning word for causal relata. Predicate-ists and operator-ists take all relata to be sentence-shaped matters, and thing-ists may take many (if not all) to be. Call such matters ‘states’.[footnoteRef:8] If a state involves a thing, a, it’s an a-state. So for predicate-ists, states are facts (e.g., [b is G]). For operator-ists and thing-ists, state-talk can give way to talk of state-constituents (e.g., ‘b is G because…’; ‘…caused b to become G by…’). [8:       Apologies to Skow (op. cit.), who overtly excludes “states” from causal relata.] 

We needn’t attend to full or immediate causation. I’ll use ‘causally traces to’ for the transitive closure of ‘fully or partially caused by’, and ‘causally contributes to’ for the converse. So if state S1 is a partial cause of state S2, which is a partial cause of state S3, then S3 causally traces to S1 and S1 causally contributes to S3. When I deploy any of the above causal idioms in what follows, I have tracing or contributing in mind. But since this isn’t a natural reading, I’ll add subscripts: …because-T…; …causes-C….
I assume that when a thing, a, endures, parts of a’s life are connected by something like immanent-causal connections (cf. Zimmerman, 1997b; Olson, 2016). Letting ‘a’ range over endurants, and ‘I1’ and ‘I2’ indices of endurance:

(Endurance-Causation Link) If a endures from I1 to I2, then a’s existence and nature at I2 result, at least in part, from a’s existence and nature at I1, by way of causal processes that are internal to a (or a’s parts) throughout the journey.

(I’ll hereafter ignore parts; we may suppose that the endurants being discussed are simple.) The consequent describes something like immanent causation.
	I say ‘something like’ because ‘immanent causation’ is a term of art and there may be multiple phenomena it’s been used to track. Sometimes immanent causation seems to be understood in terms of the causal relata: states of the same thing. Consider W. E. Johnson (1924, p. 128):

…exhibits immanent causality; i.e. the causality in which the cause occurrence and the effect occurrence are attributed to the same continuant.

Here then [in transeunt causation] the cause occurrence and the effect occurrence are referred to different continuants, whereas in immanent causality cause occurrence and effect occurrence are attributed to the same continuant.

Let a and b be things, and A and B an a- and b-state, and suppose A immediately causally contributes to B. Say that this causal connection is J-immanent (‘J’ for ‘Johnson’) iff a = b.
But immanent causation also seems to be sometimes understood in terms of something it does: facilitate persistence. Consider Zimmerman (2012, p. 209) and Olson (2016, p. 56):

For fundamental substances…, persistence through time plausibly requires the sort of causal dependence of later stages upon earlier stages that is often called immanent causation.

When a thing causes itself to continue existing, or to have a certain property, in a way that doesn’t go entirely outside that thing, we call it “immanent” causation – as opposed to the “transeunt” causation of a thing’s affecting something else. (my bold)

Supposing a-state A immediately contributes to b-state B, say that this causal connection is P-immanent (‘P’ for ‘persistence’) to a thing, c, iff it facilitates c’s persistence from the index at which A occurs to the index at which B occurs. If a = b, the P-immanent connection is also J-immanent, and if a = b = c, the connection facilitates the endurance of the thing whose states are connected.
	I’ll leave ‘facilitates’ intuitive, and so P-immanence’s definition is a bit fuzzy. Still, it’s clear that P- and J-immanence come apart. Suppose older Fred slaps, with his left hand – call it ‘h’ – younger Fred’s left hand, causing an indentation in the latter. Call this case ‘SLAP’. We have a causal connection, C, from an h-state to an h-state, and so C is J-immanent. But C isn’t P-immanent to any thing. Neither h nor anything else persists from the cause index to the effect index. (Rather, h travels from the effect index to the cause one, via an intervening index at which time-travel is activated.) A fortiori, C doesn’t facilitate any such persistence. It also isn’t clear that P-immanence entails J-immanence. Perdurantists may say that a thing persists in virtue of causal connections none of which are J-immanent. And it may be conceivable for a composite thing to endure in virtue of indices-spanning connections none of which are J-immanent.[footnoteRef:9] [9:       See Zimmerman (2016) on the “falling elevator” model of bodily resurrection.] 

	In my mouth, “immanent-causal” connections facilitate persistence, and given our focus on endurantism, endurance in particular. And to simplify, I’ll assume that the endurance of any endurant, a (Fred, h, Casper, etc.), is facilitated by J-immanent connections between a-states. But as SLAP illustrates, J-immanence doesn’t suffice for immanent causation. What more do we need?
	Option 1: ground immanent causation in some type or quantity of J-immanent connections. So, SLAP’s h-to-h causal connection, C, isn’t immanent (i.e., doesn’t facilitate h’s endurance from the cause index to the effect one) because it doesn’t connect the right h-states, or because we need more h-to-h connections. However, I worry that proposals in this vein will still be susceptible to SLAP-style counterexamples. For example, if we propose that, for h to endure from index I1 to index I2, h’s mass at I2 must causally trace to h’s mass at I1, we could suppose that, due to exotic technology or laws of nature, the slapping hand’s mass indeed causally contributes to the slapped hand’s mass. Option 2: ground immanent causation partly in a different (i.e., non-causal) sort of relation. So, C isn’t immanent because the h-states it connects fail to stand in some additional relation. Again, I’m skeptical. The only candidate sort of relation that comes to mind is spatial or spatiotemporal. You might say that C isn’t immanent because the causal relation, in going from older h to younger h, penetrates older h’s spatial boundary. But to mention just one problem with this proposal: it doesn’t generalize. Suppose younger Casper’s color is partly caused by co-located older Casper’s color. This isn’t immanent causation, and yet the causal relation never leaves older Casper’s spatial boundary.
Option 3: ground immanent causation at least partly in endurance itself. So, C isn’t immanent because h doesn’t endure “across” it. Perhaps truths about immanent causation boil down to endurance-truths and ordinary-causal-truths. Or perhaps endurance-truths themselves are inherently causal (though this is close to Option 4). Either way, endurance is more basic than immanent causation, and so the latter “facilitates” the former, if at all, only in the loose sense of accompanying it. Option 4: take immanent causation to be a distinctive type of causation. Variant 4a: immanent causation connects the same types of relata as ordinary causation; it’s just a different relation (cf. Zimmerman, 2012, pp. 232–3). So, C isn’t immanent because the causal relation between the h-states isn’t of the right sort. Variant 4b: immanent causation has a different shape. Instead of going from a thing-state to a thing-state, perhaps it resembles Chisholm’s (1964, p. 7) “immanent causation” in going from a thing-as-such to a thing-state. So, C isn’t immanent because h-as-such isn’t doing the causing.
	We needn’t presently decide which option is best. To capture worldly structure in self-visitation cases, endurantists just need some way to distinguish J-immanent connections that don’t facilitate endurance (as in SLAP) from ones that do. I’ll employ Option 4a. I’ll assume that immanent causation resembles ordinary causation except in respects investigation brings to light. Two differences are already clear: ordinary causation can connect states of distinct things, and when it connects states of the same thing, the thing doesn’t thereby endure. I’ll assume there’s an immanent-causal variant of ordinary-causal tracing and contributing, which I’ll call ‘immanent tracing’ (…because-IT…) and ‘contributing’ (…causes-IC…).
So let’s sharpen Endurance-Causation Link as follows:

(ECL-1) If a endures from I1 to I2, then a’s existence and nature at I2 immanently trace to a’s existence and nature at I1.

But which I2 a-states are the ones whose immanent causing facilitates a’s entrance into I2, and for any such state, to which I1 a-state or states must it immanently trace? I’ll set out a view for concreteness, but don’t claim endurantists must accept every detail.
Say that basic a-states aren’t grounded even partly in other a-states, and that intrinsic a-states concern a’s intrinsic properties. Assume that, for every endurant, a, and index, I, into which a endures, there are basic intrinsic a-states at I. Assume also that, for every such state, the constituent property falls under an “essential determinable” (cf. Zimmerman, 1997b, p. 451), D, of a: at any index a occupies, a has some or other determinate under D. Let’s now sharpen ECL-1 as follows:

(ECL-2) If a endures from I1 to I2, then every basic intrinsic a-state at I2 is such that it immanently traces to some D-connected intrinsic a-state at I1.

A “D-connected” state is one whose property either falls under the same determinable or just is that determinable. So suppose a ball, B, endures from index I1, at which B is 1 kg. and red, to index I2, at which it’s 1 kg. and blue. Assuming these are basic intrinsic B-states and that mass and color are essential determinables of B, ECL-2 implies that B’s 1-kg.-ness at I2 immanently traces to at least one of these B-states at I1: B’s being 1 kg., B’s being massive. Similarly with color.
	Having laid this groundwork, in §3.3 I highlight how DSIFs help us capture causal structure, and in §3.4–5 invoke causal structure to try to solve §3.1’s place-related problems.

3.3 DSIFs and Case 4’s causal structure
In Case 1, 2, 3, or 4, we may focus on three indices of endurance:

I1: the index occupied by the younger time-traveler (before time-travel is initiated)

I2: the index at which time-travel is initiated

I3: the index occupied by the older time-traveler “causally after” initiation.

In all four cases, I1 and I3 are simultaneous and temporally precede I2. I1 and I3 are spatially separated in the Fred-cases, spatially coincident in the Casper-ones. The order in which I present the indices, as well as the labels, corresponds to the cases’ intuitive endurance-cum-causal structure: the traveler endures from I1 to I2 to I3, and I3 traveler-states immanently trace to I2 ones, which immanently trace to I1 ones.
Perhaps we can capture the causal structure in Case 1, 2, and 3 without pressure to accept DSIFs; I’ll illustrate with Case 3 and operator-ism. For convenience, I assume the B-theory of time, thing-occupant substantivalism about places, and that the places are spatiotemporal regions. Let r1 be a region at which younger and older Casper spatiotemporally coincide, and r2 a later region at which younger Casper initiates time-travel. Assuming that color is an essential determinable of Casper, we might say:

(6.1) Casper is white at r1 because-IT Casper is green at r2

(6.2) Casper is green at r2 because-IT Casper is green at r1.

Intuitively: Casper’s been white at r1 immanently traces to his being green at r2, which immanently traces to his being green at r1. So though his greenness (at r1) and whiteness spatiotemporally coincide, they occupy causally distant parts of his life.[footnoteRef:10] This is so even if there’s immediate causal commerce between older and younger Casper. Suppose, for example, that younger Casper’s greenness at r1 is immediately, but partly and non-immanently, caused by older Casper’s whiteness at r1. We might say: [10:       This may help with task T2 (§1.3): putting “distance” between the greenness and whiteness diminishes the sense of incoherence. But again, endurantists might also solve T2 with property compatibilism.] 


(6.3) Casper is green at r1 because-T Casper is white at r1

~(Casper is green at r1 because-IT Casper is white at r1).

(6.1)–(6.3) give us a sort of causal loop, but the immanent-causal path that constitutes Casper’s life, and that underpins talk of “younger” vs. “older” Casper-manifestations, is linear.
I emphasize that tracing (§3.2), whether immanent- or ordinary-causal, isn’t meant to provide a complete explanation for an effect. (6.1) and (6.2) are simply meant to identify (at least some of) the immanent-causal connections whereby Casper endures from I1 to I2 to I3, not to fully explain the color-change. Perhaps it’s due to something wholly internal, or partly exogenous; it doesn’t matter.
	But let’s turn now to Case 4. Here, operator-ism runs into trouble, at least without DSIFs or tropes to bail it out. Suppose we try to mimic the above approach to Case 3:

Casper is white at r1 because-IT Casper is white at r2

Casper is white at r2 because-IT Casper is white at r1.

This yields a causal loop, and hence mangles Case 4’s causal structure. We can avoid a loop by adding DSIFs to the above operator-ist sentences:

[Casper is white at r1]2 exists because-IT Casper is white at r2

Casper is white at r2 because-IT [Casper is white at r1]1 exists.

Or by simply scrapping operator-ism in favor of predicate-ism:

(7.1) [Casper is white at r1]1 causes-IC [Casper is white at r2]

(7.2) [Casper is white at r2] causes-IC [Casper is white at r1]2.

Either way, DSIFs let us unloop the loop. Thing-ists might try to avoid a loop with DSIFs in something like the following way:

By occurring in [Casper is white at r1]1, Casper caused-IC himself to occur in [Casper-is-white at r2]

By occurring in [Casper is white at r2], Casper caused-IC himself to occur in [Casper-is-white at r1]2.

	Let’s consider “collapsing”, one DSIF-avoiding maneuver from §2.3. As noted there, Zimmerman (1997a) proposes collapsing structurally identical temporally separated Chisholmian (1990) events into single intermittently existing events. Now as Zimmerman notes (op. cit., §VII), you might initially think such collapsing would sabotage events’ ability to do causal work. Suppose a gun’s trigger is pulled twice, and in each case causes the gun to fire. Call the pullings ‘p1’ and ‘p2’, the firings ‘f1’ and ‘f2’. If we collapse p1 and p2 into one event, P, and f1 and f2 into one, F, it seems to follow that p1 causes f2, which seems false. But Zimmerman argues that we make sense of what’s going on by relativizing causation to time. One event doesn’t cause another flat out, but rather causes another to occur at a certain time. So when P first occurs, it causes F to occur right away, and when P recurs later, it again causes F to occur right away.
	But to handle self-visitation cases, it seems to me that collapsers must relativize causation to space too. Suppose that, in Case 2, Fred’s sitting invariably causes him to be happy. So when Fred sits twice over across space, he’s happy twice over. DSIF-ers can say there are two Fred-sits facts, s1 and s2, and two Fred-is-happy facts, h1 and h2, such that s1 causes h1, and s2 h2. Collapsers, by contrast, collapse s1 and s2 into one fact, S, and h1 and h2 into one, H. So to capture Case 2’s causal structure, it seems that collapsers must relativize causation to space twice over: S, as it occurs over here, causes H to occur right away over here.
	And it seems that collapsers can’t capture Case 4’s causal structure at all. If they collapse [Casper is white at r1]1 and [Casper is white at r1]2, (7.1) and (7.2) yield a causal loop. And since Casper is white twice at the same time and space, it’s hard to see how relativizing causation will enable us to unloop the loop.
Let’s turn to “troping”, another DSIF-avoiding maneuver. Instead of employing DSIFs as illustrated above, an operator-ist might employ tropes as follows:

Casper has w3 at r1 because-IT Casper has w2 at r2

Casper has w2 at r2 because-IT Casper has w1 at r1.

Because whitenesses w1 and w3 are distinct, we avoid a causal loop. Thing-ists also might opt for tropes instead of DSIFs: by having w1 at r1, Casper caused-IC himself to acquire w2 at r2…. Were troping superior to DSIF-ing, this would diminish the pressure to posit DSIFs. But in §2.3 I sketched some reasons for skepticism here.
	So to capture causal structure in Case 4, our endurantist faces significant pressure to accept either DSIFs or tropes in his basic ontology.

3.4 Backward time-travel, mere backward causation, and mere property-piling
Let’s turn to how we might use causal structure to distinguish Case 4 from 4b and 4c (§3.1). In 4b, Casper has two whiteness-states at r1, not because Casper travels back to r1, but because something at r2 causes younger Casper to acquire a second whiteness-state. In 4c, there’s no backward causation at all; Casper just brutely has two whiteness-states at r1.
Suppose we capture Case 4’s structure with (7.1) and (7.2). We can capture how 4b differs by keeping (7.1) but replacing (7.2) with:

(8.1) [Casper is white at r2] causes-C [Casper is white at r1]2

(8.2) ~([Casper is white at r2] causes-IC [Casper is white at r1]2).

(8.1) and (8.2) make clear that the backward causation is merely ordinary-causal, not immanent-causal. So Casper doesn’t travel back to r1. Because [Casper is white at r1]1 and [Casper is white at r1]2 are distinct, Casper is white twice at r1. If we want to describe a case of mere backward causation in which Casper is white just once at r1 – call it ‘4b*’ – we can substitute [Casper is white at r1]2 for [Casper is white at r1]1 in (7.1). Such a modified (7.1), along with (8.1), would give us a sort of causal loop, but Casper’s immanent-causal path would still be linear.
	And we can describe Case 4c simply by knocking out causal structure. For example, we just assert

[Casper is white at r1]1 exists			[Casper is white at r1]2 exists,

or

[Casper is white]1 occupies r1			[Casper is white]2 occupies r1,

without adding any causal sentences. I emphasize that I’m not defending 4b’s or 4c’s possibility. But it’s good to be able to articulate how Case 4 differs from them. Further, 4b* does seem possible (assuming Case 4 is), and so it’s good to be able to distinguish it from 4.
	In discussing how Case 4 differs from 4b, 4b*, and 4c, I emphasized that, in the first case, Casper is really present at r1 twice over. Mooney (2021b) examines how endurantists are to make sense of self-colocation. What is it in virtue of which a case of self-colocation would differ from a case of singular location? I maintained that immanent-causal connections may explain why, in a causal sense, Casper is twice-present at r1: the immanent-causal path constituting his life passes into r1 twice. As for why, in a constitutive sense, I relied on facts. If we wish, we could add occupation-facts: there are two Casper-occupies-r1 facts, only one of which traces to goings-on at r2. Mooney objects that it’s ontologically extravagant to posit such distinct but “duplicate” entities (p. 5305). But while it might be extravagant to posit DSIFs simply to make sense of self-colocation, or simply because of an intuition that Casper is twice-present at r1, this paper has been providing other grounds for positing them. Mooney proposes that endurantists should say that apparent self-colocation is really just singular location (pp. 5306–08). But then how are we to distinguish Case 4 from the above variants? Or should we not accept such distinctions? I suspect that his proposal faces other challenges as well.

3.5 The binding problem
Let’s turn to Case 3 and the binding problem. Though this sub-section doesn’t add to the case for the utility of DSIFs, it continues to consider how endurantists are to capture worldly structure.
	In Case 3, younger Casper is green, co-located older Casper white. We’ve already seen how the endurantist can differentiate this case from a variant in which younger Casper is white and older Casper is green. It’s younger Casper who’s green, because Casper is green in the “earlier” parts of his life-constituting immanent-causal path. But intuitively, we should be able to assign additional properties to manifestations of Casper. So to return to the two versions of Case 3 from §3.1: in 3a younger Casper is green and M1 (a specific mass) while older Casper is white and M2 (a distinct mass), whereas in 3b the masses are swapped.
	Let’s focus on these three indices of endurance in Case 3:

I1: the index at which Casper is green at r1

I2: the index at which time-travel is initiated

I3: the index at which Casper is white at r1.

So for our endurantist to perspicuously describe 3a, he needs a way of assigning Casper’s M1-ness to I1 and M2-ness to I3.
	Employing operator-ism about causation for convenience, and still assuming color is an essential determinable of Casper, we have an immanent-causal chain constituted by (6.1) and (6.2) from §3.3:

(6.1) Casper is white at r1 because-IT Casper is green at r2

(6.2) Casper is green at r2 because-IT Casper is green at r1.

Now it will help to be able to display causal chains more simply. So consider this sequence

(C1)	<Casper is green at r1, Casper is green at r2, Casper is white at r1>,

which represents the causation officially articulated in (6.1) and (6.2): Casper’s r1-greenness immanently contributes to his r2-greenness, which immanently contributes to his r1-whiteness.
	Assuming mass is also an essential determinable of Casper, we can add a “mass chain” alongside the color chain:

(C2)	<Casper is M1 at r1, Casper is M1 at r2, Casper is M2 at r1>.

It might seem that C1 and C2 capture Casper’s being green and M1 at the same index of endurance. But they don’t. C1 concerns three indices, J1–J3, through which Casper endures, and C2 also concerns three such indices, K1–K3. But we don’t yet know whether J1 = K1, J2 = K2, etc. Compare: examining two roads’ intrinsic structures tells you nothing about the relation between parts of one and of the other. So how do we bind together particular color- and mass-episodes?
	I’ll survey some options, but won’t commit to any. This paper can advance the discussion about how endurantists are to handle self-visitation without solving every problem. Nor would failing to solve the binding problem undermine my thesis that endurantists face pressure to accept DSIFs.
	We might take C1 and C2 to be immanently-causally isolated: no state in either immanently traces to any state in the other. Say that on a “multi-chain” view of endurance, an endurant a endures via multiple immanently-causally isolated chains. On a “single-chain” view, a doesn’t so endure. While ECL-2 (§3.2) might seem to suggest the multi-chain view, it doesn’t entail it. First, ECL-2 is consistent with a’s having just one basic intrinsic state at every index into which a endures. Second, though ECL-2 requires every immanently caused a-state to immanently trace to a D-connected state, it doesn’t preclude the former from also immanently tracing to a state whose property falls under a different determinable.
	Consider first the multi-chain view. We might try to bind particular C1- and C2-links by appealing to some relation, R, between the entire chains (that’s irreducible to relations between chain-links). But this doesn’t seem promising; here are some problems. (i.) Would the candidate R really be capable of securing the link-to-link connections? (ii.) The approach makes property-binding largely extrinsic. In Case 3a, Casper is green and M1 at I1 in virtue of something about two entire causal chains. (iii.) The approach may make property-binding largely indeterminate. Suppose that when Casper exists at I1, it isn’t yet settled how the causal chains will unfold.
	So let’s look for a relation, R, between individual C1- and C2-links. R can’t be a spatiotemporal relation; that would collapse I1 and I3. Nor can it be grounding; we’re confining our attention to basic Casper-states. It doesn’t seem plausible to take R to be mereological. For if each C1-state is part of the accompanying C2-one (or vice versa), we should presumably deny the basicness of the states in one of the chains. Since we’re assuming that C1 and C2 are immanently-causally isolated, R won’t be immanent causation. And it isn’t plausible to take it to be ordinary causation. For one thing, this would collapse I1 and I3 if there’s ordinary-causal commerce between Casper at I1 and at I3.
Suppose Casper originates (i.e., his life has a beginning). Given that color and mass are essential determinables, he has some color and mass at the first part of his life. If we now add that C1’s and C2’s first states don’t immanently trace to anything, it seems to follow that these states obtain at the same index of endurance. But this might seem like an oddly extrinsic binding account. Further, it still isn’t clear how to bind subsequent C1- and C2-states. Imagine that every immanent-causal chain comes with a ticking clock; at each tick, we move from one state to the next. To ensure that C1 and C2 remain coordinated as Casper endures, the clocks must tick at the same rate. But why must they?
Let’s turn to the “single-chain” view, on which Casper endures via a single immanent-causal network. Option 1: go monistic about Casper’s properties. If Casper has just one basic intrinsic state at every index he occupies, then his mass and color, at every index, will bind together in virtue of being somehow contained in the same Casper-state. So we might think of Casper’s immanent-causal path in Case 3a in terms of this chain

	<Casper is F at r1, Casper is F at r2, Casper is G at r1>,

where Fness comprehends greenness and M1-ness, and Gness whiteness and M2-ness.
	Such a property monism might be plausible if reality is constituted by tiny (or at least simple) things. But this move is quite risky; it certainly seems to be a live option that there are enduring things with more complex intrinsic natures.
	Option 2: go monistic about immanent causation. Even if Casper has multiple basic intrinsic states at I1 and at I2, suppose immanent causation doesn’t link I1 states to I2 states one-by-one, but rather in an irreducibly plural way (cf. Dasgupta, 2014, on grounding). To revert back to our causal idiom, we might let ‘because-IT’ take multiple sentences on both sides. To illustrate with the step from I1 to I2, we might say this of Case 3a:

Casper is green at r2, Casper is M1 at r2 because-IT Casper is green at r1, Casper is M1 at r1.

As for chain-talk, we could represent each link with a set of sentences instead of a sentence.
	On this option, Casper’s basic I2 states bind together in virtue of being together-immanently-caused, and similarly with I3 states. But what about Casper’s basic I1 states? Would they bind together in virtue of together-immanently-causing? That seems backwards; they seem eligible to together-immanently-cause further states by virtue of being bound together.
	Option 3: shrink the immanent-causal path whereby Casper endures. According to ECL-2, every basic intrinsic state of an endurant, a, plays a role in a’s endurance. But even if Casper has multiple basic intrinsic states at each index, and even if immanent causation connects states one-by-one, perhaps the immanent-causal process whereby Casper endures passes through only a single state at each index. Perhaps one of Casper’s “essential determinables” (in §3.2’s sense) is also “essential” in a deeper sense (see e.g. Fine, 1994) that qualifies it for this role.
	But we don’t yet have a binding account. Suppose Casper endures from I1 to I2 to I3 via the mass-chain, C2. In Case 3a, Casper’s being green at r1 is bound to C2’s first link, and his being white at r1 is bound to C2’s third link, which we may represent as follows:

(C2)	< Casper is M1 at r1, Casper is M1 at r2, Casper is M2 at r1>.
\					\
  \ Casper is green at r1		  \ Casper is white at r1

But what is this relation, R, in virtue of which the color-states bind to the mass-ones?
For reasons given in discussing the multi-chain view, R won’t be a spatiotemporal relation, or grounding, or a mereological relation. Surely ordinary-causal contribution, whether running from Casper’s M1-ness at r1 to his greenness at r1 or vice versa, wouldn’t suffice for binding. For causal commerce between younger and older Casper wouldn’t collapse the indices of endurance. And Casper’s being green at r1 can’t immanently contribute to his being M1 at r1, for then the former would be prior to the latter in the immanent-causal chain.
Might R be immanent causation, running from Casper’s being M1 at r1 to his being green at r1? On this view, the immanent-causal network constituting Casper’s life is more like a tree than a chain. Casper’s being green at r1 is indeed part of the network, but only as an effect. It’s an immanent-causal epiphenomenon or dead end. (Though it may be ordinary-causally potent.) Though this view doesn’t bind Casper’s greenness at r1 and M1-ness at r1 together in the same index, it does connect the former and latter in a way that distinguishes Case 3a from 3b, which will contain a different immanent-causal tree.
But this view has some odd implications. (i.) Casper exits I1 via fission, fissioning into I2[footnoteRef:11] and the dead-end I1-offshoot (call it ‘I1*’) at which Casper is green at r1. (ii.) Younger Casper isn’t colored and massive at the same indices of endurance: he has mass but no color at I1, and color but no mass at I1*. (iii.) Casper dies at I1*. [11:       Or into the closest index (indices) that connect(s) I1 to I2.] 

In discussing both the multi- and single-chain views, I’ve highlighted the apparent need for a relation “R” to bind states together in manifestations of endurants. In §4, we consider another candidate (or two) for this job. But I emphasize that this paper doesn’t claim to solve the binding problem, nor do I claim to cover every way of attacking it.

4. Fragmentalism and Self-Visitation
To review. I’ve explored how endurantists can handle self-visitation cases with the help of a metaphysic of place (§2) and of causation (§3). In both contexts, I’ve argued, endurantists face pressure to accept DSIFs. (And though I haven’t dwelt too much on this, accepting DSIFs may have implications for which metaphysic of place and/or causation one should adopt.)
	We turn now to a fragmentalist approach to self-visitation, touted by Simon (2018). I’ll address two questions. First: does fragmentalism provide a plausible alternative to the place-causation approach set out in §§2–3? (No.) Second: might it nevertheless be good to augment this approach with fragmentalism? (Maybe.) And in examining fragmentalism, we’ll continue to see pressure to accept DSIFs.

4.1 Fragmentalism
Forget self-visitation for a moment, and suppose Fred was sitting a second ago and is now standing. Standard presentism presupposes what Fine (2005, p. 271) calls ‘Absolutism’ and ‘Coherence’. Roughly, reality is constituted by a single collection of truths, that cohere. So on standard presentism, there was a second ago a single coherent reality-constituting collection, C1, of truths, which has been replaced with a new coherent collection, C2. But on fragmentalist versions of (or, if you prefer, neighbors to) presentism (see, in addition to Fine, Lipman, 2015; 2018), we can perspicuously describe reality from an atemporal perspective according to which C1 and C2 both exist. Hence the single reality-constituting collection of truths consists of “fragments” (C1 and C2) that cohere internally but not mutually.
	Standard B-theorists also presuppose that reality is constituted by a single collection of mutually cohering truths. They might say that there’s a single coherent collection including, for example, ‘Fred sits at time t1’ and ‘Fred stands at t2’. And as Simon (2018) and Pickup (2023) point out, there can also be fragmentalist versions of the B-theory. Suppose we say that reality is fundamentally tenseless: none of the reality-constituting truths are tensed. But suppose also that some truths don’t cohere (for example, ‘Fred (tenselessly) sits’ and ‘Fred (tenselessly) stands’).
What is it for two goings-on to “cohere” (thereby occupying a shared fragment)? Simon follows Lipman (2015) in drawing on a primitive bit of ideology called co-obtainment. Suppose Ann sits when Fred does and stands when he does, and consider these statements:

Fred is sitting			Ann is sitting

Fred is standing		Ann is standing

Whereas the standard presentist may say that reality used to be constituted by the first and second truths, and is now constituted by the third and fourth, the fragmentalist presentist thinks all four constitute reality. But he may say that the first and second co-obtain with each other and not with the third or fourth, whereas the third and fourth co-obtain with each other and not with the first or second.
	Co-obtainment connects (closed-)sentence-shaped matters. If we reify and accept sentence-shaped entities (such as facts), we may express co-obtainment with a predicate:

[Fred is sitting] and [Ann is sitting] co-obtain.

But we may instead express co-obtainment with a sentence operator. Lipman employs the following sort of statement:

Fred is sitting insofar as Ann is sitting.

So, we can distinguish predicate-relationalism and operator-relationalism about fragments, as we did about places and causation. (I won’t consider a substantivalist account of fragments.) I’ll shorten these labels to ‘predicate-ism’ and ‘operator-ism’, as I did with causation.

4.2 Fragmentalism and self-visitation
Simon (2018) maintains that B-theoretic fragmentalism can help endurantists handle self-visitation cases, and I think the approach could be adapted to presentism as well. Here are ways in which accepting (the ideology of) co-obtainment prima facie seems helpful in handling self-visitation cases: it enables endurantists to…

(CH1) …dispel the appearance of incoherence in cases like Case 1 and 3, in a way that’s superior to other dispelling tactics;

(CH2) …secure distinctions between intuitively distinct possibilities, for instance Case 3a and 3b, in a way that’s superior to other tactics;

(CH3) …maintain that endurants have their properties “simpliciter”.

This list is my own, but based on Simon.
	CH1. In Case 1, Fred sits and stands at the same time, which (when put that way) appears incoherent. And there are various strategies for dispelling this appearance. Perdurantists say that the sitter and stander are two distinct things. Endurantists who accepts substantivalism about places may say that Fred sits and stands at two distinct places. But as we saw in §2, none of §2’s metaphysics of place give endurantists a dispeller in Case 3, since green and white Casper co-locate. Well Simon notes that fragmentalism does: we may say that Casper is green and white in two distinct fragments. To illustrate with operator-ism:

Casper is green			Casper is white

~(Casper is green insofar as Casper is white).

If our fragmentalist is a B-theorist, we have three tenseless truths about reality. If a presentist, we imagine him speaking at a particular A-theoretic time at which Casper self-colocates, and we have three tensed truths about (what is then) reality.
	We’re liable to confusion here, since two types of presentist fragmentalism have surfaced. By ‘standard presentist’ in §4.1, I meant a presentist who thinks reality fundamentally changes, such that some truths get replaced by others. By ‘fragmentalist presentist’ in §4.1, I meant one who thinks all these truths exist together, constituting a fragmented reality. Call this ‘static fragmentalist presentism.’ Now a standard presentist can take on some fragmentation, by adding (non-)co-obtainment truths to the stock that presently and temporarily constitutes reality. This is what I had in mind in the above paragraph. Call it ‘dynamic fragmentalist presentism’.
CH2. In §3.5 I struggled to solve the binding problem with causal structure. Maybe I was looking in the wrong direction. Co-obtainment has a different formal shape (for example, it’s symmetric), and might be used to bind properties of manifestations of endurants. For instance, though Casper is green, white, M1, and M2 at the same space and time in Case 3a and 3b, we might say that it’s true only in 3a that he’s green insofar as he’s M1.
CH3. On §2’s metaphysics of place, it seems that we can’t say that Fred or Casper have their (intuitively) intrinsic properties flat out, or simpliciter, or without qualification. Rather, we say things like (to give just a couple options) one of the following:

(1a) Fred sits at p1		(3) Fred sits five feet away from where Fred stands.

But suppose, per CH1, we avoid incoherence via co-obtainment. Now we can coherently assert

Fred sits			Fred stands.

Hence (it might seem) we secure the idea that Fred sits and stands simpliciter. (Similarly with Casper.) Which is often seen as good in the literature on change.

4.3 Fragmentalism a plausible alternative?
Let’s remind ourselves of three tasks endurantists may face with a case, C, of self-visitation (§1.3):

(T1) perspicuously describe C			(T2) explain how C avoids incoherence

(T3) distinguish C from nearby possibilities.

Simon’s (2018) discussion of fragmentalism and self-visitation seems animated by a concern with T2 and (to a lesser though still significant extent) T3.
But how is the fragmentalist going to actually describe these self-visitation cases, in all their structure? If we say, of Case 1, that Fred sits, that Fred stands, and that

(9) ~(Fred sits insofar as Fred stands),

this tells us nothing about spatial structure. (Are sitting and standing Fred spatially separated? If so, by how much?) It also tells us nothing about causal structure. (Which Fred is younger Fred? Do we even have time-travel at all?) So, the fragmentalist approach to self-visitation needs a metaphysic of place and of causation. For instance, a fragmentalist might be an operator-relationalist about places, and add (3) alongside (9), thereby accounting for some spatial structure.
Admittedly, the fragmentalist approach could be an alternative to the place-causation approach in §§2–3 if the former provided a basis upon which to build a new metaphysic of place and/or causation.
It’s true that static fragmentalist presentists take co-obtainment to connect with temporal structure: setting aside special relativity, each time is constituted by a maximal collection of co-obtaining truths. But even here, co-obtainment doesn’t provide much structure. If f and y co-obtain, they’re simultaneous; if they don’t, they’re not. But to tell whether f precedes, follows, or occupies a separate temporal system from y, we must inspect the contents of f’s and y’s fragments. To illustrate, suppose reality consists of two A-theoretic times with these contents:

(A) Fred is sitting; WILL (Fred is standing)

(A*) Fred is standing; WAS (Fred is sitting).

The fact that each A-truth fails to co-obtain with each A*-truth doesn’t tell us that fragment A precedes fragment A*. We must look to the truths’ internal structure to see that.
	And static fragmentalist presentism isn’t even germane here, since the fragmentalist approach to self-visitation turns on being able to fragment simultaneous (in Case 1 and 2), and indeed spatiotemporally coincident (in Case 3 and 4), goings-on. To use fragmentalism to build a metaphysic of place, B-theorist fragmentalists must articulate how (non-)co-obtainment truths help build spatiotemporal structure, while dynamic fragmentalist presentists must articulate how temporally successive (non-)co-obtainment truths do so. Though Simon isn’t (as far as I see) undertaking this project, he does float some ideas on how it might proceed (pp. 137, 131).
He suggests (at least tentatively) that fragments will correspond to either times or spatiotemporal regions, except insofar as we have self-visitation, which yields multiple fragments per time or region. Let’s explore the regions-variant. Letting ‘f’ and ‘y’ be schematic for truths, and ‘f(a)’ and ‘y(a)’ for truths about intrinsic properties of the same thing, and ‘f(a)’ and ‘y(b)’ for truths about intrinsic properties of distinct things, and using ‘FSn’ for candidate principles about the connection between fragment structure and spatiotemporal structure, we might say:

(FS1) If f and y co-obtain, then f and y spatiotemporally coincide

(FS2) If f(a) and y(b) don’t co-obtain, f(a) and y(b) don’t coincide

(FS3) If f(a) and y(a) don’t co-obtain, it does not follow that f(a) and y(a) don’t coincide.

FS1–FS3 don’t cover every type of case (what if, for example, a truth about a relation between two things doesn’t co-obtain with another such truth?), but should suffice to illustrate how we might try to use co-obtainment to build a metaphysic of place. Note also that FS3 isn’t merely a suggestion about the relation between fragment and spatiotemporal structure, but rather is crucial to handling cases like Case 3 and 4.
	Also crucial is this principle about the connection between fragment structure and endurant-manifestation structure:

(FM1) If f(a) and y(a) concern distinct a-manifestations, then f(a) and y(a) don’t co-obtain.

This is what lets us say that, when Casper spatiotemporally coincides with his younger self, the two Casper-manifestations occupy distinct fragments.
	One problem with the above (sort of) proposal is that it struggles to account for the spatiotemporal relationship between distinct a-manifestations. Consider co-located green and white Casper in Case 3. It follows by FM1 that Casper’s being green and his being white don’t co-obtain. If we now consult FS1–FS3 to see what follows about spatiotemporal structure, we’re led to FS3, which tells us only that green and white Casper might not spatiotemporally coincide. So fragmentalists still face pressure to adopt one of §2’s metaphysics of place to secure the relevant self-colocation (e.g., ‘Casper is green zero distance from where Casper is white’).
	A second problem is that FS2 secures hardly any spatiotemporal structure. If two goings-on don’t spatiotemporally coincide, is that because they occupy distinct spatiotemporal systems, or because they stand in some distance relation? And in the latter case, what kind (spatial? temporal?) and quantity of distance? So fragmentalists still face pressure to adopt one of §2’s metaphysics of place to secure more fine-grained spatiotemporal-separation structure (e.g., ‘Fred sits five feet away from where Ann stands’).
	The first problem might be ameliorated by connecting the relevant “f(a)” and “y(a)” via “mediating” truths. For instance, if there’s a truth with which Casper’s being green and Casper’s being white each co-obtain, it follows by FS1 and the transitivity of spatiotemporal coincidence that green and white Casper coincide. This sort of approach to the problem faces certain costs and challenges. But I won’t pursue them, since the second problem seems fatal to any attempt to use co-obtainment to build a distinctive metaphysic of place (that’s capable of capturing the rich structure §2’s metaphysics can). I just don’t see how the ideology of co-obtainment could be capable of securing fine-grained spatiotemporal-separation structure.
And we haven’t even considered what a fragmentalist metaphysic of causation might look like. I conclude (with one caveat, articulated in §4.4) that the fragmentalist approach to self-visitation is not a plausible alternative to the place-causation approach from §§2–3.
Before turning to whether the ideology of co-obtainment might nevertheless be a helpful addition to §§2–3’s approach, let me note that fragmentalist endurantists face pressure to accept DSIFs to capture fragment structure.
	Turn to Case 2, in which Fred sits twice over across space. Fragmentalists can capture the “twice-over”-ness, and thereby distinguish the case from a variant in which Fred sits just once, via the following target thought:

(T) Fred sits twice over, across two fragments.

Now, operator-ism about fragments may struggle here. Suppose we try:

(10) Fred sits & ~(Fred sits insofar as Fred sits).

But three potential problems arise. First, we must deny that co-obtainment is reflexive, which might be a significant cost. (For discussion, see Simon, pp. 130–1 and fn. 27.) Second, it’s not clear to me that (10) captures T. (Might Fred’s sitting fail to co-obtain with itself even if Fred doesn’t sit twice?) Third, even if (10) hits the target, how would we distinguish a case in which Fred sits twice (across two fragments) from one in which Fred sits thrice (across three)?
	But suppose we opt for predicate-ism, or add facts to the operator-ist’s sentences. Here’s an illustration of each option:

[Fred sits]1 and [Fred sits]2 exist & ~([Fred sits]1 and [Fred sits]2 co-obtain)

[Fred sits]1 and [Fred sits]2 exist & ~([Fred sits]1 exists insofar as [Fred sits]2 exists).

Either way, we rely on DSIFs. These options let us say that co-obtainment is reflexive if we wish. And they capture T. And they generalize: we can distinguish cases in which a thing has a property n times over (across n fragments) by drawing on n DSIFs.

4.4 Fragmentalism a helpful addition?
As just discussed, (the ideology of) co-obtainment doesn’t seem to help with capturing spatial, temporal, or causal structure in our self-visitation cases. I grant that it dispels the appearance of incoherence (T2) in Case 1 and Case 3. But a simpler move here is property compatibilism. So I don’t think the endurantist is justified in employing co-obtainment simply on the basis of T2.
	Let’s consider the two other prima facie benefits of employing co-obtainment identified in §4.2: letting us say that endurants have their properties simpliciter (CH3), and providing a nice solution to the binding problem from §3.5 (CH2).
To return to Case 1, perdurantists can say that the proper subjects of Fred’s properties have them simpliciter. Endurantists (it’s often thought) can’t. But by putting Fred’s sitting and standing in distinct fragments, fragmentalist endurantists (it seems) can say this, while also being able to say – unlike perdurantists – that the proper subject is Fred himself.
First, distinguish the metaphysics of how a thing has its properties from the metaphysics of truth-bearers (propositions, etc.), and/or our practices of evaluating them. The former concerns the worldly mechanics of how the thing has its properties, the latter representational items (e.g., are such items true or false simpliciter? At times?). I’m not addressing whether fragmentalism is useful for letting us say (for instance) that <Fred sits> is true simpliciter, but whether it’s useful for (for instance) letting Fred sit simpliciter.[footnoteRef:12] [12:       Simon (2018) often speaks of a thing having a property simpliciter, but sometimes of a truth-bearer’s being true simpliciter. Pickup’s (2023) situationalist account of change focuses heavily on truth-bearers.] 

Now §2’s four metaphysics of place don’t only provide ways of capturing spatiotemporal structure; they also provide accounts of what it is for a thing, a, to have a property at a place. So here’s the “caveat” I alluded to in §4.3: though I don’t think fragmentalism gives us a new option for capturing spatiotemporal structure, I’ll grant that it gives us a new option for having a property at a place, namely a fragmentalist spin on thing-occupant substantivalism. I’ll now argue as follows. If the fragmentalist (i.) opts for any of §2’s metaphysics of place unmodified, the fragmentalism makes no difference to the metaphysics of how a has its properties: a either doesn’t have its properties simpliciter (notwithstanding the fragmentalism), or already did without the fragmentalism. If, by contrast, he (ii.) opts for “fragmentalist thing-occupant substantivalism”, then while this might deliver CH3, it also faces significant challenges.
Here are illustrations of how we might pin Fred’s sitting to a particular place on thing-occupant substantivalism, operator-relationalism, predicate-relationalism, and fact-occupant substantivalism respectively:

(1a) Fred sits at p1

(3) Fred sits five feet away from where Fred stands

(4) [Fred sits] and [Fred stands] are five feet apart

(2a) [Fred sits] occupies p1.

If (1a) is a basic truth, then it prima facie seems that Fred doesn’t sit simpliciter, but rather that his sitting is a partly relational matter. On operator-relationalism, Fred’s sitting seems to become even more extrinsic (cf. Sider, 2001, p. 117), partly a matter of how things are five feet away. (And adding more spatial structure seems to exacerbate the extrinsicness; e.g., ‘Fred sits a hundred feet away from where a dog barks’.) On predicate-relationalism and fact-occupant substantivalism, Fred does seem to sit simpliciter, in a sense: when we inspect the content of [Fred sits], we see Fred sitting simpliciter (cf. Haslanger, 2003, p. 346).
	But it doesn’t presently matter whether Fred can sit simpliciter on any of these metaphysics of place. Rather, the question is whether adding fragmentalism makes a difference. Let our fragmentalist select one of these four candidate basic truths, and suppose he adds

(9) ~(Fred sits insofar as Fred stands).

I grant that this lets him coherently assert the simple sentences

(11) Fred sits				Fred stands.

But property compatibilism would too. Does adding (9) affect the worldly mechanics of how Fred sits? I don’t see how.
	You might think that the fragmentalist doesn’t merely say that ‘Fred sits’ or <Fred sits> is true, but that he takes (11) to capture a basic truth about the worldly phenomena, a truth that’s just as fundamental as his selection that pins the sitting to a place. But if it is indeed legitimate to say this, I don’t see why that should depend on fragmentalism. Why, for instance, would the operator-relationalist have to say anything about (non-)co-obtainment to say that (11) captures a basic truth about the world alongside the place-pinning (3)?
	But now suppose our fragmentalist doesn’t deploy any of §2’s metaphysics of place straight out of the box, but instead embues his selection with some fragmentalism first. I don’t see how this would work with three of the metaphysics of place. But suppose that after choosing thing-occupant substantivalism, he affirms the following basic truths instead of (1a):

(11) Fred sits				Fred occupies p1

(12) Fred sits insofar as Fred occupies p1.

This proposal is inspired by a proposal floated by Simon (2018, p. 131) concerning times instead of places. And it might seem to secure Fred’s sitting simpliciter. None of our original four metaphysics of place employ (11) in its account of Fred’s sitting at a place.
	I needn’t argue that fragmentalism can’t deliver on CH3. But here are four worries concerning fragmentalist thing-occupant substantivalism (“FTOS”). Availability: As explained in §4.3, the fragmentalist endurantist faces pressure to accept a basic ontology of facts to capture fragment structure. In which case, it would be surprising for facts to not show up in his place-constituting truths. So it isn’t clear that FTOS is available. Viability: If FTOS is to capture spatial structure that original thing-occupant substantivalism can, (12) must entail that Fred’s sitting takes place at p1 ((1a)). It isn’t clear to me that it does. Need/utility: If FTOS’s (12) doesn’t inject relativity (non-simpliciter-ness) into Fred’s sitting, why must operator-relationalism’s (3)? Cost: FTOS relies on a basic ontology of places. But the fragmentalist approach to self-visitation was supposed to free us from such reliance (Simon, pp. 131, 137).
	Let’s turn to the binding problem. In Case 3a, younger Casper is green and M1, co-located older Casper white and M2. In 3b, those masses bind to Casper-manifestations the other way round. Might we use co-obtainment to bind properties to manifestations?
	As the ideology has been introduced in work on the philosophy of time, co-obtainment is not inherently a property-to-manifestation binding relation. If Fred sits five feet away from where Ann stands, B-theoretic and presentist (static or dynamic) fragmentalists might think that Fred sits insofar as Ann stands. Here, co-obtainment wouldn’t bind properties to a manifestation of a single thing. But perhaps co-obtainment could help with binding. Letting ‘f(a)’ and ‘y(a)’ again range over truths about intrinsic properties of the same thing, you might think:

(FM1) If f(a) and y(a) co-obtain, then f(a) and y(a) concern the same a-manifestation.

(This is the contrapositive of FM1’s formulation in §4.3.) So ‘Casper is green insofar as he’s M1’ would entail that Casper is green and M1 in the same manifestation.
	Even if co-obtainment helps with binding, the fragmentalist still needs a metaphysic of causation to account for binding-related structure. For instance, even if co-obtainment explains why greenness and M1-ness bind together in a Casper-manifestation, he needs causal truths to explain which manifestation.
	But it isn’t clear to me that co-obtainment does help with binding. I do find FM1’s converse plausible: if f(a) and y(a) concern the same a-manifestation, f(a) and y(a) co-obtain. But I’m less confident in FM1. Younger and older Casper are quite closely related! They co-locate, and there may even be immediate causal commerce between them (§3). So it’s not clear to me that younger and older Casper should be taken to occupy distinct fragments. Presumably their consciousnesses (which I’ve been ignoring (§2.2)) are “fragmented”. But so are Fred’s and Ann’s, who (by fragmentalists’ lights) can occupy a shared fragment.
	This concern strikes at the heart of the fragmentalist approach to self-visitation, as FM1 is constitutive of the latter. So perhaps it’s open to the adherent of this approach to insist that “co-obtainment”, in his mouth, expresses a relation governed by FM1. But it isn’t clear to me that such a relation should be identified with the “co-obtainment” in previous work on time. In any case, I grant that we might accept a basic bit of ideology that binds properties of manifestations of endurants, which we might call ‘co-obtainment’, or ‘co-instantiation’.
To review, here are my main points about the fragmentalist approach to self-visitation. (i.) It’s at best an add-on to §§2–3’s place-causation approach, not an alternative. (ii.) Just like the latter approach, the former faces pressure to posit DSIFs. (iii.) The only self-visitation-related problem that (something like) co-obtainment seems especially useful for solving is the binding problem. But there are admittedly a couple other problems the ideology might help with, and I’ve taken no stand on whether, in the end, endurantists should incorporate (something like) co-obtainment into their approach to self-visitation.

5. Taking Stock
I assumed (§1.2) that, if things endure, it’s metaphysically possible for some to endure through backward time-travel. As long as there’s a good chance that that’s right, there’s a good chance that endurantists need to be able to make sense of self-visitation cases. I also emphasized (§1.3) that handling a self-visitation case requires doing something any metaphysician should do for any worldly situation, namely perspicuously describing it in all its structure (spatial, temporal, causal). I then explored how endurantists might do this, with a focus on spatial (§2) and causal (§3) structure, and then assessed the fragmentalist approach to self-visitation (§4).
One theme has been that certain metaphysics of place, and of causation, can handle self-visitation more smoothly than others. But the main theme has been that endurantists repeatedly face pressure to posit “facts” (in §1.1’s sense) that are numerically distinct but have identical internal structure: DSIFs. Moreover, the pressure is to posit basic DSIFs, i.e., ones that somehow reside (more in §2.1) in our basic (fundamental) truths.
This brings me to (in my view) this paper’s biggest lacuna: are basic DSIFs even acceptable? If not, this paper might seem to show that endurantists are in trouble. Now, my main aim has just been to highlight the connection between endurantism and DSIFs, not to vindicate either. However, I do think this paper suggests that basic DSIFs at least pass a basic intelligibility test. For I repeatedly invoked them to capture various bits of worldly structure, and never got the sense that the resulting positions were absurd or incoherent.
	The most serious objection to basic DSIFs, it seems to me, is an objection to basic facts generally. Our facts have internal structure. Now, are facts built out of their constituents, or are the constituents somehow constructed out of facts (or facts plus…)? If the former, say that facts have metaphysical joints, or are “jointy”. In discussing self-visitation, I presupposed that facts are jointy. For if a fact’s constituents are built out of facts, we need a way of perspicuously describing facts other than in terms of their constituents. And yet in floating candidate basic truths about DSIFs, I always described the facts in terms of their constituents. And it does seem to me that endurantists who accept facts should take them to be jointy, built out of (inter alia) endurants.
However, various philosophers seem to assume (‘no basic jointy facts’):

(NBJF) If fact f is jointy, f doesn’t occur in basic truths.

See e.g. Simons (2003, p. 369), Meyer (2012, p. 45; cf. 2013, ch. 2, §2), Skow (2018, p. 139), Bottani (2020, p. 4824). One way to support NBJF would be as follows:

If fact f is jointy, all truths about f are grounded in truths about f’s joints (constituents).

This is stronger than NBJF but might more readily strike the mind as plausible. If NBJF is true, endurantists can’t make sense of self-visitation cases in terms of basic truths about jointy facts.
There are no doubt ways of understanding ‘built out of’, and hence jointy-ness, on which NBJF straightforwardly follows. But the question for friends of basic jointy facts is whether there’s an available understanding on which NBJF is, not only not analytically true, but in fact false. Chisholm’s (1990) states (which include events) are very close to our facts. And he seems to think they’re both jointy and basic. Letting a and Fness be a thing and property thereof, any a-is-F state would ontologically depend on a (p. 418). And yet, Chisholm doesn’t think truths about states are grounded in truths about state-constituents. On the contrary, “[t]hings may be said to enter into temporal and causal relations via their states” (p. 417). Cf. Fine, who understands ontological dependence in terms of essence (1995), and distinguishes essence-theoretic explanation from ground-theoretic (2015, p. 296; 2012, p. 80).
So one task for endurantists who wish to invoke basic jointy facts is to put such entities on a firm theoretical footing, by elucidating how a fact might be metaphysically dependent in one way (having metaphysical joints) but non-dependent in another (occurring in basic truths). And there are no doubt other objections to, or questions about, basic DSIFs that deserve exploration. All I’ve tried to establish here is that endurantists face significant pressure on multiple fronts to posit them. Whether such posits can survive sustained scrutiny is another thing.
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