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Preface
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Introduction

Michiru Nagatsu and Attilia Ruzzene

Philosophy of social science is a small but vibrant field, which is attested by the number
of handbooks and companions: Turner and Roth (2003), Jarvie and Zamora Bonilla
(2011), Kincaid (2012), Kaldis (2013), and McIntyre and Rosenberg (2017). The
maturity of the field is suggested by the standard textbooks that have been continuously
revised—Hollis (1994, revised and updated in 2002), Elster (2015, originally published
in 1989), and Rosenberg (2016, 5th edition, originally published in 1988)—as well as
standard readers, both classic (Martin and McIntyre 1994) and contemporary (Steel
and Guala 2011). Two edited volumes from Cambridge (Mantzavinos 2009) and Oxford
(Cartwright and Montuschi 2014) have been recently added to these collections.

One will notice in this literature a gradual shift of focus from the demarcation
question of whether social science can be a proper science—despite the peculiar nature
of the mental and the social—to the questions concerning actual social scientific
practices, such as experimentation, model-building, problem-solving, and evidential
reasoning. This shift is in line with the so-called practical turn in the philosophy of
science. Accordingly, some philosophers have started adopting a range of empirical
approaches including bibliometric, ethnographic, case-based, and experimental
methods to study practices. We can call this an empirical turn. Although the practical
and empirical turns are sometimes misleadingly interpreted as sociological turns,
these turns have not changed philosophers’ main interests in ontological, conceptual,
and methodological issues in science; rather, they have enriched empirical bases for
philosophizing by enriching the kinds of methods to obtain data.

Ambitions of the empirical philosophy of social science in practice thus construed
include informing and improving social scientific practices. However, there has not
been a systematic effort on the part of philosophers to increase direct engagement
with practicing social scientists. This book is a modest attempt to initiate such a move.
Specifically, it does so by adopting a dialogical template: we invited philosophers and
social scientists to engage each other and see in what form and to what extent they
could be partners in the same conversation. Admittedly, the dialogical format is not
new in the philosophy of social science (e.g., Little 1995; Mantzavinos 2009). However,
this book is different from these precedents in a crucial respect. While Mantzavinos
(2009) and Little (1995) had social scientists comment on philosophers’ views on social
sciences, we decided to reverse the roles. Chapters are written by social scientists with
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the purpose of showcasing their innovative research, while philosophers partake in the
exchange by providing commentaries (all commentaries, except one, are written by
philosophers). Social scientists thus offer an entry point for the conversation. We hoped
that this “social science first, philosophy second” approach would elicit a different kind
of dialogue between the two research communities. In particular, we hoped that it
would encourage philosophers to engage with scientific practices head-on, more
directly, thoroughly, and seriously than when they are free to philosophize about social
science.

Have our expectations been met? What kind of materials have social scientists
brought to the table? And what kind of responses have philosophers provided? In what
follows, we summarize our findings in the form of a quasi-scientific report.

Methods

We identified an initial pool of approximately twenty social scientists on the basis of our
background knowledge, interests, and networks, whose work we thought was suitable
and exciting because of its theoretically and methodologically innovative features.
We approached them by e-mail, explicitly requesting them to expose the innovative
aspects of their work. They were also informed that a philosopher who specializes in
relevant fields would provide a detailed commentary. Thirteen social scientists out
of this initial pool showed interest in our initiative and accepted to participate in it.
One scholar agreed to contribute, but never followed up. One had to be excluded due
to misunderstandings about the focus of the chapter. As a result, we obtained eleven
manuscripts. The manuscripts went through anonymous reviewing processes and a
round or two of revision, some minor and others major. After the manuscripts have
been completed, we asked philosophers of social sciences with relevant expertise to
provide critical commentaries. We the editors substituted as commentators on two
chapters for which we could not find philosophers suitable to the task or willing to
participate. The editors have reviewed and commented on the commentaries, which
have been finalized after a round or two of revision (each editor’s commentary was
reviewed by the other).

Results

What kind of trends did we find in this exchange? First, we found that some of the
social scientists have well-articulated philosophical concerns. They grapple with the
same philosophical and methodological questions that philosophers of social science
discuss, such as the ontology of the social world or the methodology of causal inference.
In these domains, philosophical and social scientific questions largely coincide. The
exchange between social scientists’ contributions and philosophers’ responses is, as a
result, not only smooth but also mutually enriching since it provides partly different
answers to what are in fact very similar questions. Thus, the philosopher and the social
scientist talk to each other in a way that enables them to advance a shared agenda. We

9781474248754_pi-374.indd 2 @ 15-Mar-19 5:27:23 PM



®

Introduction 3

see this kind of exchange exemplified, for instance, by David Waldner and Daniel Steel
who provide alternative interpretations of process tracing while trying to resolve what
they both recognize as the problematic aspects of a specific practice. In a similar vein,
Nancy Cartwright argues for an extension of Michael Woolcock’s proposal to use mixed
methods in policy evaluation so as to include a broader population of interventions.

These productive exchanges suggest that philosophers are already informing
and improving scientific practices in some domains, together with social scientists.
The two research communities happily overlap in such domains. This overlap is due
partly to philosophers’ increasing attention to scientific practice, but also due to the
problems in question being inherently philosophical, disposing the social scientists
to adopt philosophical approaches in formulating or framing the problem they are
working on.

In a second, perhaps more traditional, kind of exchange, philosophers elaborate,
clarify, or even correct social scientists’ characterizations of their own practices.
Sometimes the philosopher provides a sort of philosophical backbone to the
interpretation outlined by the social scientist. This would be, for instance, the case
of Stephen Turner commenting on Michael Carleheden’s discussion on the role of
social theory in sociology. Other times the philosopher provides a rationale for
the practice at hand, clarifying the methodological and theoretical import of the
innovation advocated by the social scientist. Exemplary of this type of exchange
is Daniel Little’s commentary on Wendy Olsen’s discussion of the role of critical
realism in social statistics. In yet other cases, the philosopher, while seeing the
reasons and goals behind a given practice, points out underlying misunderstandings
that could impair or obfuscate its potential. This is illustrated by Petri Ylikoski’s
commentary on the discussion of temporal modeling by Tommaso Venturini. In all
these cases the philosopher’s contribution amounts to sharpening the philosophical
underpinning of the practice in a way that not only makes it philosophically sounder
but also clears the path where further benefits and developments could or should be
sought.

In these cases, we find that some of the standard analytic and conceptual tools
developed in the philosophy of (social) science have proved useful. These tools—
realism, the micro-macro distinction, social ontology, under-determination, scientific
pluralism, interpretivism versus positivism, and so on—do not directly solve social
scientific problems, but they are useful in helping us better understand practice.

Discussion

In this section, we briefly address some of the limitations of our study and suggest an
area we think philosophers of social science need to study. As noted in the beginning,
the main goal of our project was to facilitate a new kind of dialogue between social
scientists and philosophers led by the former. This design probably created a self-
selection bias toward those social scientists who are more likely to be philosophically
minded than the average researcher in their field. We think that this bias served our
purpose, namely to initiate and facilitate collaborative and critical interactions between
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the two communities. But in general, an empirical study of social scientific practices
should pay attention to the self-selection bias.

Potentially problematic is our selection of the target social science disciplines and
fields. Our selection is by no means a balanced and comprehensive sample from the
state of the art in the social sciences. It has a clear bias toward economics and related
fields, such as business research, econometrics, evaluation of development policies,
ecological economics, and, to a less extent, sociology and political science. Other
fields such as anthropology, psychology, social epidemiology, and so on are absent.
This is partly due to the bias in the editors’ areas of expertise, but also it reflects the
bias of the current philosophy of social science in general.! We have no intention to
endorse such a bias as a good thing. Rather, we simply acknowledge that we, as the
editors, are part of the bias and encourage the reader to consult the handbooks and
edited volumes mentioned in the introduction that address this selection bias to some
extent.

Whereas the biases discussed above can be justified by appealing to the primary
purpose of the book and the path-dependence of the literature in which the project
is embedded, there is another, more important, limitation that we should address
here: we could not cover many of the emerging new methodological innovations that
are somehow philosophically relevant and likely to trigger the interest and reactions of
philosophers of the social sciences in the near future, if they haven’t done so already.
Below we would like to briefly discuss one such area of relevance, big data, to indicate
that there is much more uncharted area of potential mutual engagement between
social scientists and philosophers.

The digital revolution and the advent of big data generated changes across
social sciences. Specialized journals have been founded (e.g., Big Data and Society)
and established journals have guested special issues dedicated to the topic (e.g.,
International Journal of Sociology, Journal of Psychological Methods, Journal of Business
& Economic Statistics, Political Science & Politics, just to name a few). This turn has
caused a broad range of novelties. First, the most tangible and immediate effect is that
a massive amount of data, which are different in relevant respects from traditional
data (Leney 2004; Kitchin 2014; Leonelli, 2014; Kitchin and McArdle 2016), have
become available, constituting an additional source of evidence for the phenomena
and processes that have been already studied, for example, use of web search data
to estimate unemployment: Ettredge et al. (2005); D’Amuri (2009); Fondeur and
Karamé (2013); and Askitas and Zimmermann (2015) Second, the turn has generated
novel social, economic, and political phenomena worth investigating in their own
right. Consider as an example the work of political scientist Jonathan Bright (2018),
who studies how political fragmentation in social media increases radicalization
and how social media affect patterns of news sharing (Bright 2016), or the work of
media scholar Zizi Papacharissi (2010), who theorizes on how digital technologies
have shifted civic engagement from the public to the private sphere and introduces
the concept of affective publics to explain how social movement use digital media
to generate engagement and make their voice matter in politics (Papacharissi 2015).
The third novelty concerns methodology. The digital revolution makes the traditional
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tools of research more powerful and also generates new ones, giving rise to new fields
such as digital humanities. Finally, the digital revolution has stimulated the critical
approach in the social sciences. For example, the Gender and ICT research group at the
Open University of Catalonia was established in 2006 to study data intensive research
methods from a feminist perspective. One of its goals is to investigate the ways in
which new data conceptualizations, technologies, and related social practices can be
used for transformative societal changes.

Philosophers of science have only recently started paying attention to the digital
turn in the sciences (with the notable exception of Sabina Leonelli, who has published
extensively on the advent of digitization and big data mainly in the biological sciences).
Other philosophical contributions have so far focused on big data as forecasting
tools (Hosni and Vulpiani 2017), theory-ladenness (Pietsch 2015), epistemology
and causality (Canali 2016), modeling in data-intensive science (Pietsch 2016), and
philosophy of information (Floridi 2012). However, contributions focusing on the
social sciences are still scant. Much more investigation is needed into how social
mediatization contributes to the dissemination of scientific knowledge and its
transformation (e.g., by reducing its complexity), and how this will affect society and
policy making at large.

As the big data case indicates, social scientific practices are changing in response
to the technological and societal changes. Philosophers and social scientists can work
together to understand and respond to these changes. We hope this book will help
facilitate a collaborative dialogue between the two communities.

How to Use This Book

We will close this introduction by offering some guide on how to use this volume
in courses on the philosophy of social science. The instructor can use this book as a
philosophical guide to three salient trends in social sciences in practice: issues raised by
the plurality of approaches, disciplines, and theories (Part One: Chapters 1-3); debates
over choices of one method over another and the need to mix multiple methods (Part
Two: Chapters 4-8); and issues around the methodology and foundation of social
scientific explanation and theorizing (Part Three: Chapters 9-11). Alternatively, the
reader can organize chapters according to the philosophical concepts that have been
used by commentators. For instance, mechanism and social causation (Chapters 7, 8,
and 11), causal inference (Chapters 4, 5, and 9), theory choice (Chapters 3 and 10);
scientific pluralism (Chapters 1 and 2), and interpretivism (Chapter 6). In either way,
we recommend the instructor to require students to read a chapter and its commentary
as a set and have them discuss whether the philosopher and the social scientist talk
past each other, or their exchange is fruitful.

We have two cautions. The book highlights the domains where we think potential
gains from exchange between social scientists and philosophers are high, rather than
evenly covering all the areas in the social sciences. The second caution concerns the
level. Some chapters and commentaries presuppose some familiarity with technical
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details of theories, methods, and philosophical concepts. The instructor may want to
provide introductory materials before assigning those chapters to students.

Note

1 For example, Philosophy of Economics is by far the biggest subcategory under the
category Philosophy of Social Science at PhilPapers.org (11,324 entries out of 59,698
as of September 2018). Note that the other bigger two subcategories, Philosophy of
Education (27,438) and Philosophy of Law (17,915), are usually not considered to be
part of the Philosophy of Social Science.
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Part One

The Plurality of Approaches,
Disciplines, and Theories

Summary of Chapters

The focus of the first three chapters is how approaches, disciplines, and theories are
related to each other in the social sciences. Examining this set of relations raises
distinctive philosophical issues about pluralism, interdisciplinarity, and theory choice.

The chapter by Christophe Heintz, Mathieu Charbonneau, and Jay Fogelman
discusses the integration of multiple approaches and theories from different social
sciences. The authors address crowd dynamics as a target phenomenon common to
psychology, rational choice, and network science. They argue that the plurality of causal
factors leading to crowd formation and maintenance requires a plurality of explanatory
tools from a variety of fields while potentially leading to incompatibility between the
different approaches. Heintz et al. advocate integrative pluralism as an epistemic stance
oriented not only to reducing emerging incompatibility between approaches but also,
more positively, to pursuing three epistemic virtues—consistency, consilience, and
complementarity. The authors envisage that integrative pluralism will eventually yield
more comprehensive explanations of social phenomena by addressing the multiplicity
of causal factors involved. Pluralism of various strands has been advocated in recent
philosophy of science, largely concomitant with an increasing interest in the special
sciences and their practice. By highlighting key differences in different strands of
scientific pluralism, Raffaella Campaner’s commentary provides epistemological
tools to better understand the specificity of the approach of Heintz et al.; at the same
time, she outlines a framework in which questions about the ultimate desirability and
fruitfulness of an integrative stance in the social sciences can be addressed.

The chapter by Tyler DesRoches, Andrew Inkpen, and Tom L. Green focuses on
model-building in economics and ecology and calls for fruitful interdisciplinary
exchange between these two disciplines. The authors consider the restrictions on the
exchange between ecology and economics resulting from the commitment to the ideal
of disciplinary purity, that is, the view that each discipline is defined by an appropriate,
unique set of objects, methods, theories, and aims. The authors problematize the
“artificial-natural distinction” thathas underwritten the disciplinary purity of economics
and ecology. They argue that this distinction is no longer tenable conceptually and that
models linking anthropogenic (i.e., “artificial”) and non-anthropogenic (i.e., “natural”)
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factors provide epistemic and policy-oriented benefits. Furthermore, they predict
that in the current age of the Anthropocene ecology and economics may relinquish
global relevance if they don't make room for adequate interdisciplinary exchange.
In his commentary, Michiru Nagatsu provides a context in which this issue can be
discussed in the philosophy of social science, such as its relation to performativity; he
also critically analyzes the case of DesRoches et al., drawing on his own case study of
economics and ecology interactions in renewable natural resource management.

The chapter by Andre Hofmeyr and Don Ross narrows down the focus to inter-
theoretical relations within economics, specifically between different game-theoretic
explanations of pro-social behavior. The authors consider the motivations leading
individuals to participate in multiple levels of economic agency. One of these levels is
characterized in terms of utility to social groups with which people identify. Hofmeyr
and Ross review and assess two theoretical approaches to pro-social behavior, namely
Bacharach’s account of “team reasoning” (2006) and Stirling’s account of “conditional
games” (2012). While they regard Bacharach’s conceptualization as useful, they argue
that its application is limited to processes supported by deliberation. Since this is,
however, only one of the causal mechanisms underlying pro-social behavior, they
regard a more general account as desirable, and argue that Stirling’s (2012) achieves
the desired generalization. Paternotte’s commentary critically analyses the assumed
notion of generality of theories in terms of explanatory power, explanatory potential,
and assumptions about agents. Paternotte argues that, if one takes these dimensions
into account, neither conditional game theory nor team reasoning is more general
than the other. Correspondence in this chapter shows that philosophy of science, while
unable to give the final verdict, can elucidate relevant methodological and epistemic
considerations underlying scientific disagreements over theory choice.
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Integration and the Disunity of the Social Sciences

Christophe Heintz, Mathieu Charbonneau, and Jay Fogelman

1.1 Introduction

There is a plurality of theoretical approaches, methodological tools, and explanatory
strategies in the social sciences. Different fields rely on different methods and
explanatory tools even when they study the very same phenomena. We illustrate
this plurality of the social sciences with the studies of crowds. We show how three
different takes on crowd phenomena—psychology, rational choice theory, and
network theory—can complement one another. We conclude that social scientists are
better described as researchers endowed with explanatory toolkits than specialists of
some specific social domain. Social scientists’ toolkits are adapted for identifying and
specifying the role of specific causal factors among the multiple factors that produce
social phenomena. These factors can be, in a nonexclusive way, economic incentives,
psychological processes, the ecology, or aspects of the social and cultural environment.

The plurality of methods and theories in the social sciences flies in the face of
the project to unify the sciences associated with the positivists of the nineteenth and
twentieth centuries. Yet, the compatibility and consilience of theories and practices
still have epistemic value: they enable the development of more powerful and robust
theories and they allow the advent of interdisciplinary studies. We present the
integrative stance as the will to improve compatibility and consilience across fields,
yet recognize that the plurality of causes of social phenomena invite a diversity of
methodological and theoretical tools. We conclude by characterizing naturalism as an
integrative stance applied to fields that belong to the social sciences and to the natural
sciences.

1.2 The Unity of the Social Sciences: A Failed Project

The strong unity model associated to positivists such as Carl Hempel and Ernst Nagel
holds that social facts reduce to facts about individuals, which in turn can be reduced
to biological, chemical, and ultimately physical facts. Disciplinary boundaries do not
necessarily correspond to the organization of nature; they are arbitrarily drawn by
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scientists. Furthermore, the methods and aims of the social sciences should be modeled
on those of the natural sciences, as ultimately everything could be explained in physical
terms. Although this view has generally fallen into disrepute, its specific answers to
the ontological, disciplinary, and methodological objectives remain hotly debated.
For instance, some social scientists would advocate methodological individualism
in the social sciences, arguing that social phenomena should be explained in terms
of individual behaviors and their aggregation. But some other social scientists
recommend methodological holism—social facts can appear in scientific explanations
(Zahle 2016).

In spite of these attempts to single out the specificity of the social sciences,
explanations of social phenomena remain very diverse. For instance, an explanation in
economics relies on modeling an economic agent as a rational individual maximizing
her own expected utility. Such assumption is at odds with standard explanations in
sociology, which appeal to the social milieu as a determinant of individuals’ behaviors.
It is hard to find a methodological principle and/or a theoretical claim that would
characterize or unify all explanations in the social sciences. What is in fact striking is the
diversity of methods and theories in the social sciences compared to the relative unity
of other scientific disciplines. Given the lack of consensus, the social sciences have de
facto followed a generally pluralistic philosophy: Different social sciences develop their
own methods for studying the social world, yet often with their disciplinary boundaries
overlapping in such a way that the very same social phenomena are investigated and
explained in radically different ways.

Contrary to this stance of “default pluralism,” we argue in favor of a methodological
pluralism: make the most of different approaches, as they can bring explanatory
insights, and yet strive for integration. Successful integration makes apparent the
complementarity of different theories and methods for explaining a given social
phenomenon. We argue that deploying a plurality of methods and theories for
studying, understanding, and explaining some social phenomena and asking different
questions is often justified because social phenomena result from a multiplicity of
causal factors. Different methodologies and theories might be needed for identifying
and describing these causal factors. When that is the case, the methods and theories
are complementary to one another, giving a richer, deeper understanding of the social
world. We illustrate this diversity with explanations of crowd phenomena.

1.3 Explanations of Crowds

How, why, and when do crowds form and dissipate? Crowds are the archetype of social
phenomena. At first glance, it seems that crowds would form a well-identified and
characterized object of scientific investigation—a social kind, so to speak. It turns out,
however, that there is no satisfactory scientific characterization of crowd. There are no
constitutive factors or defining traits for identifying a category of social phenomena
whose extension would cover our intuitive notion of crowds. The notion of crowd is,
in that respect, similar to the notion of tree. One is very able to recognize a tree, but
there is no scientific category for trees. In spite of this, scientists can well describe why
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a birch or an oak is the way it is. Likewise, social scientists can investigate the causes
of a specific crowd formation. In this section, we show that an understanding of any
specific crowd is likely to require drawing on very diverse explanatory tools. In Sections
1.4 and 1.5, we examine how different approaches studying a same phenomenon yet
with different tools and theories can be integrated and provide a richer understanding
of the phenomenon.

1.3.1 Crowd Psychology: Imitation and Contagion

The classical accounts of crowding developed at the turn of the nineteenth century
(Le Bon 1896; Tarde 1901, 1903; Trotter 1916; Freud 1989). These accounts appeal
to psychological concepts like contagion, herd instinct, imitation, and group mind.
Each of these concepts has been invoked to explain the commonality of sentiment
and behavior that seem to be at the root of crowding. For instance, “contagion” is a
metaphor for the transmission of ideas or behavioral inclinations among agents, much
as disease is transmitted through a population. But how? Through what mechanism?
Some authors appeal to the effect of facial expressions on others, some to chants;
some appeal to the herd instinct, which purportedly drives humans to cluster together
into ever-larger groups. These psychological notions point to the relevance of mental
phenomena in producing the behavior that eventually constitutes a crowd. Crowds
appear when people do the same things at the same time—marching, chanting, and
having aggressive or fearful behaviors. The similarity can arise because of similar
reaction to a single event: for instance, a fire might cause people to flee from the
burning building independent of the fact that others similarly flee. In many cases
of crowds, however, the behaviors are interdependent: the choices and emotions of
one individual influence the choices and emotions of the others. This strong social
influence has been grasped by the authors mentioned above.

While studies of crowd behavior started at the beginning of the twentieth century
with thought-provoking speculations on its psychological bases, current studies of the
relevant psychological underlying mechanisms involve laboratory experiments testing
hypotheses specified with the technical vocabulary of cognitive science. The specification
of the herd instinct and dispositions to imitate, as psychological traits shared by all
humans, has led to numerous work in psychology, especially when investigating what,
in human psychology, allows for the emergence of culture (Tomasello 2009; Mesoudi
2016). The existence of a herd instinct and “compulsive imitation” has, however, been
largely challenged by other authors working on cultural evolution and its psychological
foundations (Morin 2015). Crowd behaviors such as marching or breaking things
together are some type of joint actions. Recent cognitive studies investigate to what
extent these can be caused by processes of “entrainment,” simultaneous affordance,
simulation mechanisms, joint attention, and so on (see Knoblich and Sebanz 2008).
Crowd behavior might also involve the rapid spread of emotions. Cognitive science,
again, investigates with laboratory experiment how and why emotions can spread in
crowd contexts: the emotions can result from the social connectedness of doing things
together (Marsh et al. 2009) and it can be rapidly transmitted through face perception
(Dezecache et al. 2013). The investigations are enabled by the methodological tools

9781474248754_pi-374.indd 13 @ 15-Mar-19 5:27:23 PM



®

14 Contemporary Philosophy and Social Science

of behavioral experiments but also by conceptual and interpretive tools from larger
psychological theories, such as theories of embodied cognition and social cognition.
For instance, Dezecache, Jacob, and Grézes (2015) use evolutionary psychology to
interpret results and formulate hypotheses about emotional contagion.

Although enlightening, there are several limits to explanations of crowd phenomena
on the basis of contagion of emotions and automatic imitation of others’ behaviors.
For one, participation to crowd might be motivated by reasons rather than induced
by spontaneous cognitive processes such as compulsive imitation. For another, the
environmental factors are neglected in the merely psychological explanations. We now
turn to these other factors, which can contribute to the formation of crowds.

1.3.2 Rational Choice: Unintended and Intended Crowd Formation

Rational choice theory remains one of the main tools of the social sciences. It includes
a set of assumptions about how agents make decisions: they are rational, which means
they make the best choices for achieving their goals, given their limited knowledge.
Sometimes, the rationality assumptions are supplemented with the presumption that
economic agents’ goal is to maximize material gains. Rational choice theory is strongly
criticized by both sociologists and psychologists on the ground that it includes false
assumptions about human decision-making: contrary to the model of rational choice,
humans are often not able to select the best means for achieving their goals. Kahneman
and Tversky’s work in behavioral economics provided strong evidence that people’s
choices often depart from what the theory of rational choice would predict (see,
Gilovich, Griffin, and Kahneman 2002). Still, there remains several ways to use rational
choice theory as a tool for explaining social phenomena. One way is to interpret
rational choice models of specific phenomena as “as if” models. This interpretation
favors predictive power over explanatory value, since it does not identify the actual
causes of the phenomena.

A second way is to use rational choice theory as providing a well-justified baseline
for the study of human behavior because animal cognition, human or not, is adaptive.
Cognition is a function of some organisms that consists in processing information
so as to produce behavior that increases fitness. It is therefore likely to select the best
means for achieving goals that are themselves proxy for maximizing fitness (sexual
desires, for instance). In that sense, rational choice theory can be a useful tool for
the study of nonhuman behavior as well as human behavior. It is not necessarily a
good description of the psychological mechanisms, but it is likely to be a good first
approximation.

A third way to interpret and use rational choice theory consists in making the
minimal assumption that, in the specific case at hand, the choices of agents are
motivated. The choices are sensitive to incentives. The use of rational choice theory
is, in such case, not a set of axioms for formalizing social phenomena, but a heuristic
way to formulate empirical hypotheses, which are then put to the test. This heuristic
is justified because of the second point mentioned above: cognition is adaptive. So far,
a minimal core of rational choice theory has often proved to be true: economics has
provided a rich set of cases showing that people’s choice are best explained as being
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sensitives to incentives and risk. The popular book Freakonomics (Levitt and Dubner
2005) provides beautiful illustrations of such explanations, enabling to uncover the
surprising effect of some incentives.

For this chapter, we will focus on the insights that rational choice theory brings
for explaining crowd formation. One such illustration is the crowd forming in one
restaurant, while the restaurant next door remains empty. The cognitive and social
processes go as follows: passers-by want to eat in a good restaurant but have no
knowledge about whether the restaurant on the right is better than the restaurant on
the left. The first group decides at random; it goes to the restaurant on the right. The
second group then decides on the basis of the fact that the restaurant on the right has
clients while the one on the left has none. Without further information, the best bet is
to rely on the choices of others and go to the restaurant on the right. This is what the
second group does. The same thing happens again and again, so that the restaurant
on the right becomes crowded and the one on the left remains empty. People end up
all doing the same thing and forming a crowd, in spite of the fact that they have no
interest in doing so. Still, people make the best decision given that the information they
have is only, or mainly, derived from their observation of the choice of others. Such
phenomena, called information cascade, provide an example of crowding because of
the rational choice of people who do not want to create a crowd. It is based on the
testable hypothesis that people take these specific decisions (going to a restaurant in our
illustration, but other actual phenomena) on the basis of information that they derive
from observing the behavior of others. There are other conditions where crowds appear
as unintended consequences of people making the best choice for themselves. The
Braess’s paradox, for instance, describes the conditions in which traffic jams are caused
by actually improving on the available roads and creating highways. One situation for
this to happen is pictured in Figure 1.1: there are 4,000 people commuting from one
city (start) to the other (end) every morning, and these two cities are connected by two
roads. The traveling time is forty-five minutes for covering one trunk of the road (a
small road) plus the number of users of travelers on the other trunk, divided by 100.
Because of rational choice, half of the population takes one road, while the other half
takes the other road. It thus takes sixty-five minutes to go from start to end. However,
one improvement in the road structure—building a highway between A and B—Ileads
commuters to take one path and neglect the alternatives, which are now comparatively
longer. They do so because they want to minimize their commuting time, but the
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Figure 1.1 Illustration of the Braess’s paradox.
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unintended consequence is that the road is crowded. With all people taking the same
road, the travel time is now eighty minutes.

There are also cases where a crowd is formed because people do actually want to
form a crowd. In such cases, rational choice theory helps specifying the cognitive
problems that need to be solved in order to coordinate for forming a crowd. The
problems occur when many people are motivated to participate to a crowd, yet these
people know that there is no such crowd to participate to. Thus, in spite of their desire
to come together to form a crowd, they fail to do so. How is this problem solved in
real life? An example is provided by the Arab Spring, a set of revolutions that took
place in North Africa in the years 2010-12. One key event of the Arab Spring is the
crowd that gathered in Tahrir Square, in Cairo. This crowd formed for expressing
their preferences for a change of regime. Yet, the preference for changing the regime
of Mubarak and the willingness to express this preference did not come from one day
to the other. The motivation for participating to a demonstration and forming a crowd
was present throughout the Egyptian population for some time, but the coordination
problem prevented the formation of a crowd. Indeed, expressing one’s disagreement
with the regime was not without danger; yet it could be done with more safety as a
collective action. A first problem, in collective action, is to agree on a time for action.
When people cannot talk and agree on this matter, this is a hard task. One salient event
can provide the required information: now is the good time! This salient event enables
solving the coordination problem—it is a Schelling point (Cronk and Leech 2012). In
the Arab Spring, the salient event was provided by the events in Tunisia, which was
the first of the North African countries to undergo a successful uprising, with the fall
of Ben Ali in 2011. The action of Mohammed Bouazizi, a Tunisian street vendor who
self-immolated, might also have provided the first coordinating signal that it was now
time to demonstrate (Howard and Hussain 2011).

The crowd in Tahrir Square was first and foremost caused by a desire, shared by
many, to express their dissatisfaction with the Mubarak regime. However, an analysis
of coordination problem with the tools of rational choice theory points out that this
desire is not enough. Beliefs about what others will do are crucial, as revealed by a
rational choice theory analysis.

1.3.3 Network Science and the Ecology of Crowd Formation

The above explanations make one causal factor of crowd formation apparent: the
means of communication and how they connect people. The Arab Spring has often
been qualified as Twitter or Facebook revolutions. Some have argued that one key
feature of the Arab Spring was the reliance of the demonstrators on New Information
Technology (Howard and Hussain 2011; Stepanova 2011). Some others have argued
that social media had a modest impact, while television and word of mouth were the
most important source of information (Williams Associates 2011; Friedman 2011).
The penetration of Twitter in Egypt around the time of the revolution was low: about
12,000 subscribers out of a population of 80,000,000. At the same time, there were
3.5 million Facebook users: a 4.5 percent penetration rate (Dunn 2011). Still, the
penetration of internet users in Egypt had skyrocketed in the decade leading up to
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the Arab Spring, with 17 million users online by May of 2011, about 21 percent of the
population (Stepanova 2011).

Le Bonand Tarde did, in their time, already mention the role of mass communication
(LeBon 1896, 137; Tarde 1901, 7-11), but the recently developed field of network
science makes its systematic study possible. Network science applies mathematical
analysis for describing patterns of interconnections among a set of things. Relying
on the mathematics of graph theory, it conceives connections as vertices in a graph
and the connected things as nodes of that graph. Network science can be used for the
analysis of diverse phenomena, such as the modeling of the spread of disease in an
epidemic and the spread and containment of forest fire (Porterie et al. 2007). For us,
however, the relevant applications of network science concern the “connectedness” of
social agents and the spread of specific behavior. In this context, connections might be
communication links, “friend” relation in Facebook, or physical connections.

We saw in the previous section that crowds might arise when a coordination problem
that involves a large number of people is being solved. Coordination can be achieved
when the same action-triggering information is distributed to many people in a short
time. Network science shows that it is possible when the network of communication
allows for rapid spread of coordinating information. What types of network allow for
this rapid spread? This is made possible when a few nodes are extremely popular and
thus able to distribute the information at once to many other nodes. In other words,
the existence of hubs—highly connected nodes—can play a crucial role in crowd
formation and maintenance. Thus, during the Arab Spring, the Facebook account of
Wael Ghonim played the role of a hub for distributing coordinating information. In a
demonstration, this role of distributing coordinating information can be taken by the
person who holds the megaphone: the network, in that case, is constituted of nodes that
represent members of the demonstration and links that represent who hears whom.

One observation made by early scientists of crowd (LeBon 1896, 34-5) was that
crowds seemed to be answering the will of one single individual—the leader—or at least
one “idea” We interpret this intuition about crowds as related to the coordinated action
of people forming a crowd. Network science can therefore specify this intuition: the
leader, if any, is not necessarily an individual with official leadership. It is the individual
that is a hub. Also, the ideas that seem to belong to the crowd in virtue of holding it
together are coordinating ideas that are shared by the participants of the crowd.

Another property of networks can provide insights in the formation and maintenance
of crowds. When links in a network express hyperlinks in the web, friendship, or any
type of social connection, the number of links connecting a node provides a measure
of popularity of that node. For instance, there are many more links to the pages of
Wikipedia than to the ResearchGate homepages of this chapter’s authors. The former
is more popular than the latter. Networks that express popularity evolve: new links are
created, and some are deleted. One factor for the creation of a new link toward a node
is how much this node is already connected. Indeed, an individual with many friends
is more likely to meet new people, by means of his existing friends, than someone
with few friends. Likewise, well-connected websites are more likely to be visited than
others. Thus, the very structure of the network—who is connected to whom—partially
determines how this network evolves, in such a way that the nodes already rich in
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connections, get richer. The consequence of this type of evolution is that the popularity
is distributed following a power law, which means that very few nodes are extremely
popular while the rest of the nodes have very little popularity.

Such a process can cause the advent and maintenance of crowds. For instance, if
people prefer to go to a disco where there already are people, then they will crowd
in one disco and let the other empty (note that this is different from the restaurant
story, where people did not want to be together but did end up doing so deriving
information from the presence of others). Likewise, crowds can happen on the
internet, when people visit the same webpage at the same time. An illustration of
this effect is the crowd of 80 million YouTube users who, on December 7, 2009,
chose to watch Britney Spears’s video “ “Womanizer” A key factor of the rush was its
appearance as the first recommendation for the YouTube users watching “Toxic,” an
already popular video. Being already rich from this very valuable link, “Womanizer”
gathered more links and references. As with the disco example, there is a process of
preferential attachment, where past success determines future success. The analogy
between crowds on the internet and crowds in public spaces makes sense because
similar principles—features of the network driving the influence of a behavior
on others—can lead to both types of “crowds” Interestingly, the evolution of
unequal distribution of popularity can be boosted or moderated by hugely popular
nodes, which regulate access to other nodes. The best illustration of this fact is
search engines: insofar as answers to queries are ordered list of websites, which is
determined by popularity (this is what Google’s algorithm PageRank does), it will
boost the rich-get-richer effect of networks. On the other hand, the rich-get-richer
effect is moderated by the role given to keywords and by the personalization of
results implemented by search engines: these processes promote websites that might
not be so popular but which respond to specific interests.

The management of crowds during mass gathering, and the prevention of crushing
deaths during evacuation is a problem that city and building architect have to face.
Indeed, dramatic events can be avoided with good egress design. A historical example
is the Italian Hall disaster of 1913 (described in Tubbs and Meachan 2007): the
evacuation of partygoers directed to inward-swinging doors, which could not be
opened due to the physical pressures exercised by the evacuating occupants. The crowd
formed making it impossible to open the door and causing the death of seventy-two
people by crushing and suffocation. This provide dramatic examples of the role of the
environment on crowd formation, which are now studied with several tools, including
models about how crowd are most likely to behave given external constraints such as
fire escape route.

1.4 Diversity of Explanatory Tools and
the Integration of Theories
The above illustrations show that diverse methods, theoretical resources, and

conceptual tools can be fruitfully used for explaining crowd formations. In general,
social scientists benefit from using a rich toolkit of explanatory techniques. This is
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because social phenomena, including crowd formation, arise from diverse causes,
ecological or psychological, related to motivations or to other cognitive processes.
Thus, a different selection of tools will be appropriate for identifying the role of
different causes of social phenomena.

1.4.1 Fields in the Social Sciences as Explanatory Toolkits

In some mythical academic world, each discipline corresponds to a well-specified
domain of study, which is best explained on the basis of a unified theory and investigated
with some dedicated methods. In that world, all studies happen within a paradigm.
The above examples—explanations of crowds—show that the social sciences do not
resemble this mythical world. A first difference with the mythical academic world is
that there is rarely any agreement about how to define the domain of investigation.
Crowds, for instance, might seem to form a rather well-defined social kind. They are the
subject of many books and papers and are being modeled with computer simulation.
Yet, there is no necessary and sufficient condition for a social phenomenon to qualify
as a crowd. The archetypical crowd is a gathering of a large number of people at the
same location and at the same time. But the sorites paradox applies when looking for
specific criteria: how many people does it take to make a crowd? Also, people packed
in a place do not make an archetypical crowd if they do not influence each other’s
behaviors. Conversely, the folk notion of crowd can be extended to cases where people
are not physically next to each other but influence each other at a very rapid rate: that
is the case of the crowding on the internet mentioned above.

The problem of circumscribing domains is pervasive in the social sciences. Social
and cultural anthropologists, for instance, disagree on the very notion of culture
(Boyer 2014) and other key notions (e.g., religion). This is not a weakness of the social
sciences compared to the “natural sciences”: notions that supposedly identify fields in
natural sciences, such as genes and life, are also hotly debated. Most scientific fields do
not carve the world at its joints. Still, social scientists do specialize. The specialization
is, however, more a question of focus on different aspects of the same phenomena than
the study of different phenomena that would presumably belong to different domains.
Most importantly, social scientists differ from field to field in that they have at their
disposal different explanatory tools. During training and practice, they come to master
methodologies and theories, which they diligently put to work for explanation. Thus,
fields are not defined in terms of a domain of explananda, but rather through means of
explaining and type of explanantia. This raises an important challenge: checking that
for a given explanandum, social scientists do not provide incompatible explanations.
This does not imply unifying the social science in the sense specified in the first section,
but it does imply some interdisciplinary work.

When explaining crowds, social scientists are, thanks to a sufficiently rich
explanatory toolkit, able to identify a set of diverse factors that will influence the causal
processes that lead to crowd phenomena. The tools put to work for explaining that
we mentioned above include the cognitive studies of transmission and imitation, the
study of motivated behaviors and how they aggregate, with rational choice theory, and
the description of infrastructure for transmission—network science. Each explanatory
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tool provides a means to identify causes of crowd formation and maintenance and
describe their specific effects. Each explanatory tool provides elements of explanation
that are not necessarily incompatible with the other explanations. The fact is that
crowds result from the conjunction of multiple causes.

Network science is an explanatory tool for identifying ecological factors of crowd
formation: they allow the description of structural elements that will direct the
distribution of information. But, of course, the content of the distributed information
will make a difference. To what extent, for instance, is it coordinating information?
Answering this question might require the tools of rational choice theory (including
game theoretical notions such as the Schelling point). Likewise, the rich-get-richer
structural process might need to be complemented with other factors to explain
why one rather than the other item or node became hugely popular. Bianconi and
Barabasi 2001 have talked about cultural fitness or a node’s fitness, which is “its ability
to compete for links at the expense of other nodes”. Invoking cultural or node’ fitness
itself does not provide a causal explanation, but it calls our attention to what needs
to be further explained: the residue that is not predicted by structural aspects of the
network. These further factors are mainly psychological factors. These might involve
different types of preferences and motivations, as specified in subsection 1.3.2. or this
might involve psychological mechanisms of transmission, as specified in subsection
1.3.1. Thus, combinations of the tools for analyzing the diversity of causal factors will
be called for in the study of plausible causal mechanisms and for identifying their
causal role in each particular case.

1.4.2 Integration and Pluralism

As the case studies described above show, there is a plurality of methods and
explanatory strategies that can be relied upon to understand the different aspects of
crowd phenomena. One way to react to such plurality is to take it as a defect of a field
which needs to be fixed. This was the goal set by advocates of the unity of science
that we mentioned in the introduction. We saw, however, that the disunity does not
arise from a lack of understanding of the relations between well-defined domains.
Rather, it arises from the multiple means for investigating different causal factors. The
causal roles of the factors are best explained with psychology, rational choice theory,
network science, and so on. In the face of a plurality of causal factors contributing to a
phenomenon, and with factors that are best studied by different approaches, we seem
to be left with scattered and possibly incompatible explanations. One could be tempted
to stop here: acknowledge the diversity and disunity of the social sciences and resign
to their apparent incommensurability as an inevitable outcome of the social world. In
contrast, an integrative stance approaches explanatory plurality in the social sciences
as raising questions of compatibility and interactions: the goal, then, is not unity and
reduction, but the search for more integration, enabling interdisciplinary research.
The integrative stance is an epistemic attitude that involves investigating how the
plurality of causal factors interact and differentially contribute to some phenomenon.
The integrative stance involves allowing multiple apparently incompatible perspectives
to cohabit, interact, and enrich one another by offering tools to study different aspects
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of the same phenomenon. We advocate adopting the integrative stance because it is a
way to pursue three epistemic values: consistency, consilience, and complementarity.

Consistency refers to the fact that two different approaches to a same phenomenon
are not contradicting one another.

Two approaches are consilient when they can identify, and agree on, the role of
the causal factors that each of them study. For instance, in the Braess’s paradox, the
psychological factor is the willingness to shorten as much as possible one’s commuting
time. The ecological factor is the size of the road, determining how many cars can go
at what speed. These two approaches, one analyzing the psychology of drivers and
the other the flow of cars, are consilient because one can identify the causal role of
each factor in forming traffic jams. Consilience consequently implies that there exists
a set of terms common to the consilient approaches and describing the explanandum.
In the Braess’s paradox, for instance, both approaches agree on one way to describe
the explanandum, namely, the time it takes to commute. Note that consilience does
not imply commensurability in the classical use of the term: there does not need to
be a single overarching theory, a unifying language or common criteria for assessing
the scientific validity of an explanation. The diverse explanantia, which identify
psychological or ecological causal factors, need not rely on common terms and
measures. The commensurability is local: just at the points where the approaches can
fruitfully interact and be combined.

Finally, an integrative pluralism celebrates the division of scientific labor so long
as complementarity is pursued. Complementarity means that what serves as a black
box for one approach is an explanandum for another. As each approach focuses on
specific causal factors and using special methods devised to understand the causal
roles of these factors in bringing about some phenomenon, it is inevitable that other
aspects of the phenomenon are either ignored or simplified. However, by dividing
the study of the causal factors of some phenomenon, the blind spots of one approach
can productively be complemented by the tools of another, thus leading to more
comprehensive explanations of the phenomenon. For instance, Barabasi analyzes the
causal factors leading to success or popularity that are in the network, but he identifies
one variable that network science cannot explain. This variable is black boxed under
the term “cultural fitness.” A successful complementarity approach would have another
approach—a psychological one in that case—taking over and specifying the causes
of cultural fitness. What is likely to happen, however, is that the approach called
in specifies what it is that they can and cannot explain. Thus, a preliminary work
improving consilience might be needed to achieve complementarity.

Adopting an integrative stance does not imply a reductionist perspective where
one approach would have to be modified in order to become coherent with the other
(e.g., making the social sciences coherent with the natural sciences, which suggests a
directionality in the coherence assessment). Instead, an integrative attitude aims at
developing better interfaces between the different approaches in order to allow their
mutual enrichment and a co-development of their respective research methodologies.
Note that we are not describing principles of the scientific method aimed to ground
the reliability of science. We are more modestly emphasizing the epistemic value
of consistency, consilience, and complementarity and drawing consequences on
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interdisciplinarity. Likewise, Poppers falsificationism is better understood as
an attitude of scientists toward possible refutations, rather than as a principled
characterization of “the scientific method” or an order to abandon theories in view
of data incompatible with the theories’ predictions. To adopt an integrative stance is
thus to open the investigation of a particular phenomenon to the possibility that its
constitutive elements and causes may be better understood by interdisciplinary efforts.
This does not mean that interdisciplinarity should be pursued at all costs. Integration
is worth pursuing when and because a richer understanding of a phenomenon benefits
from conciliating different approaches together.
Here are examples of the problem of integration involved in the studies of crowd.

* First example, sociological studies of crowd, especially early ones, have often
attributed ideas and emotions to the crowd itself. However fruitful this metaphor
might be, it prevents consilience with psychology. One field is using the term in
one sense, and the other is using the term with another sense. Consilience can
be improved by either avoiding the attribution of mental states to sets of people,
or by redefining the concepts of ideas and emotions, to the satisfaction of both
sociologists of crowds and psychologists. So far, it seems that the best option is
the former rather than the latter. In this case, the effort for consilience has to be
done by sociologists. Yet, the other option might also be fruitful: for instance,
Chalmers and Clark (1998) have been advocating a notion of cognition that is
not limited to the bounds of the skull. Memory for instance, could be ascribed
to a system that include both a human agent and his notebook containing some
relevant information. In that case, the effort for consilience has to be done by both
cognitive scientists and sociologists.

e Second example: Economists, including behavioral economists, have been keen
to develop models that rigorously describe the observed behavior and have some
predictive value—this is rational choice theory. The models can be interpreted
in at least two ways. In one interpretation, the models are precise mathematical
redescription of observed patterns of behaviors. In another interpretation,
the models describe some psychological processes. Thus, an essential variable
of models in rational choice theory refer to individual preferences, which
is quantified in terms of “utility” The variable can be used eithe to describe
behavioral data assuming that agents are rational or to make empirical claims
about the actual motives that cause people to make the choices they do. Both
usages are consistent with psychology, which can either develop independent
theories of motivation or theories that are compatible with, and building upon,
findings in experimental and behavioral economics. The interpretation of
preferences as psychological facts might be the solution for making economics
consilient with current cognitive psychology. Since the 1970s the field of
behavioral economics has worked on the consilience between economics and
psychology. This effort was celebrated with the prize in economic sciences in
the memory of Alfred Nobel delivered to Kahneman and Smith in 2002. In our
example of the crowd gathering at Tahrir Square, we do really want to talk about
underlying motives as having a causal role in crowd formation.
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e Third example: The network science analyses of popularity explicitly state
that they identify one factor in the growth of popularity and the consequent
distribution. Features of the sociocultural phenomena that cannot be explained
with the structure of the network are residual and in need of some other type of
explanation. In this way, network science is striving for compatibility with other
scientific approaches. But there remains more work to be done for consilience: we
want to know how the ecological factors related to the network interact with the
psychological factors. For instance, why and when are people led to use and trust
the results of search engines?

1.5 Naturalism as an Integrative Stance

The integration advocated above has focused on integration among fields in the social
sciences. However, the integrative stance can be applied to fields coming from both
the social and natural sciences. As a case of integration in the natural science, Mitchell
(2002) documents explanations of the division of labor in social insects. She shows how
different approaches—such as evolutionary theory, behavioral genetics, behavioral
ecology, and animal learning—are not understood as competitive explanations but can
be integrated together to explain both the patterns of division of labor together with
their plasticity and apparent self-organization. Closer to the social sciences is the case
of archaeology and explanations of site formation, which often involves articulating
theories and methods from anthropology, geology, taphonomy, nuclear chemistry,
osteology, and many more (Renfrew and Bahn 2008).

We think of naturalism in the social science as the stance of valuing consilience
between the social and the natural sciences. It is thus an integrative stance, but
one that goes against the historical divide between the social and natural sciences.
Naturalism is therefore different from reductionism. For instance, neuro-economics,
insofar as it aims to explain economic behavior with the sole means of brain science,
is a reductionist project. But it is not consilient with psychology. It bypasses it and
thus loses the ability to describe how multiple causes such as beliefs, evolved and
learned skills, individual history, motivation, and so on might interact for producing
a given behavior. Reductionist projects run the risk of making oversimplification
because social phenomena are likely to result from multiple causes of different types.
Naturalistic projects, not so much.

Naturalism does not consist either in mimicking or drawing on the methods of
natural science. For instance, theories of cultural evolution have made an analogy
between the processes of biological evolution and cultural changes (Mesoudi, Whiten,
and Laland 2006). This motivated some authors to draw on the models of biological
evolution (Boyd and Richerson 1985). The analogy might be justified and fruitful, but
it does not make the project a naturalistic one. It does not make biological and cultural
theories consilient because it does not matter to theories of evolutionary biology that
their models might work for explaining culture and, reciprocally, it does not matter to
theories of culture that the model they use comes from evolutionary biology or from
elsewhere.
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Dan Sperber (1996) is explicitly aiming at developing a naturalistic approach in the
social science. He presents a framework theory that allows distributing questions across
several fields: to psychology as a most relevant field, but also to any other relevant field
able to describe the causes of cultural phenomena. For instance, the chemistry of chert
explains its hardness and brittleness, which in turn explains aspects of the production
of arrowheads in the Neolithic (Charbonneau 2015). Likewise, crowd formation often
results from both intentions, such as the intention to escape, and nonpsychological
factors, such as inward rather than outward swinging doors—as illustrated by
the Italian Hall disaster. Sperber has especially worked on ways to make cultural
anthropology consilient with cognitive psychology. For this, he specified how and
when mental representations are causally involved in social and cultural phenomena.
He then points out the work that the cognitive revolution and evolutionary psychology
have done for making psychology consilient with the natural sciences—investigating,
respectively, the material implementation of cognitive processes and the biological
evolution of cognitive capacities.

1.6 Conclusion

Following the failure of the unificationist program of the logical positivists and of the
reductionist approach, it seems that the social sciences are to remain divided and their
different approaches and disciplines insulated. In this chapter, we have argued in favor
of an integrative pluralistic stance, where the specificity of the different approaches in
the social sciences is celebrated, but where interdisciplinary cohesion and cooperation
are strived for. Indeed, the best ways to promote integration and naturalism as we
characterized them in this chapter is to focus on causal explanations. Since social
phenomena result from multiple causes, the best explanations will make use of the
relevant explanatory tools of the fields and disciplines, whether they come from the
social or natural sciences.

The integrative pluralism developed here is based on the toolbox metaphor: since
social phenomena result from many different causal factors, it is worth having a set
of explanatory tools that best afford the production of satisfactory explanations. In
our illustrations, we mentioned the following causal factor of crowd formation and
maintenance: the psychology of crowd behavior such as the transmission of emotions,
incentives for making the choices that lead to crowding, the network, and a multitude
of ecological factors. For each of these causal factors, one approach was best endowed
for analyzing its role in producing the crowd phenomenon. Our approach to pluralism
is a pragmatic one: there exist a set of explanatory tools, let the scientists use the ones
that better fit their specific explanatory purposes.

Integrative pluralism promotes an active cooperation and co-development of
theories and methodological approaches between the different social sciences. In this,
it is different from the many competition-centered approaches of theory-choice that
view the coexistence of different theories and methods explaining a same phenomenon
as the grounds for the falsification (e.g., Popper), elimination (e.g., Paul Churchland),
and/or simply abandonment (e.g., Kuhn) of the “weaker” ones. An integrative
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pluralism is also distinct from an epistemic anarchism that aims to normatively impose
a plurality of scientific approaches in order to stimulate scientific progress (Feyerabend
1975; Chang 2002). Nor, in fact, does it entail that different approaches are inevitably
incommensurable, as staunch relativists would have it. Instead, we acknowledge the
existence of different explanatory frameworks and argue that interdisciplinary dialogue
can obtain when the identification of the causal factors underlying a phenomenon
serves as a common epistemic goal. Finally, our defense of pluralism does not rest on
a rejection of the metaphysical assumption of monism—that is, that the world is itself
one, united thing—nor does it entail that we need to grant reality to various types
of entities (Duprés 1993; “promiscuous realism”). Rather, we argue for an epistemic
pluralism, the benefit of which is cashed in terms of a complementarity between
approaches leading to a more comprehensive understanding of some phenomenon.

Our view of pluralism is in line with Peter Galisons view on scientific disunity
and pluralism in the physical sciences. In his Image and Logic, Galison (1997) argues
for a pluralistic view of physics, showing how theoreticians, experimentalists, and
instrument-makers often have very different problems, methods, and languages when
working on some common project. However, this plurality becomes productive as the
different traditions develop what Galison terms “trading zones,” that is, a minimal
language that allows the different traditions to exchange and jointly solve problems.
The languages so developed are not universal and englobing, the different approaches
are not unified, but the benefits of interdisciplinarity are achieved by establishing a
common epistemic space of interaction between the traditions. Similarly, we argue
that the integration of multiple approaches should rely on three epistemic values, that
of consistence, consilience, and complementarity. Instead of striving for a unified
theory that would englobe the different methods and theories of the social sciences,
aiming toward these epistemic values has the benefit to offer a more comprehensive
understanding of the contributions of the different causal factors producing a
phenomenon under study.
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Commentary: Plurality and Pluralisms
for the Social Sciences

Raffaella Campaner

Heintz, Charbonneau, and Fogelman present plurality as a hallmark of the social
sciences. Taking investigations on crowd formation and dissipation as relevant case
studies, they argue for methodological pluralism, claiming that an integrative stance
encompassing a range of different approaches is the best strategy to address the
multiplicity of causes and varied aspects of social phenomena. Pluralistic views have
met with growing consent in recent philosophy of science, largely concomitant with an
increasing interest in the special sciences, their specific methodologies and conceptual
tools, and in scientific practice. By highlighting a few differences in possible ways
of being pluralists, this contribution aims to provide some epistemological tools to
further detail the authors” discourse on pluralism, and to question if it can qualify as a
permanent stance for the social sciences.

1. Plurality and Pluralism

Philosophical reflections on pluralism have given rise to myriad views in the last few
decades, touching upon a whole range of—largely interrelated—issues from scientific
theories to causation, explanation, and evidence. Some of these views have tackled
science and scientific method as such, while others have addressed specific disciplinary
fields and the special issues they face.

While both “plurality” and “pluralism” are the leitmotifs of much current
philosophical work on the scientific enterprise, they must not be confused. Pluralist
positions stem from the acknowledgement of a plurality of elements related to the
construction of scientific knowledge in a given domain, but they do not coincide
with it. Many scientific fields—some would argue all of them—display a plurality of
methodologies, explanatory accounts, theories, and conceptual tools. Disciplines can
exhibit plurality at different stages of their development in time, or when dealing with
different sorts of phenomena, or different aspects of the same phenomena, or when
pursing different research programs, when having different epistemic aims, or when
different groups of researchers are at work. The elaboration of pluralistic positions has
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specifically to do with philosophical considerations over the implications that such
pluralities might have with respect to our expectations on the goals science should
have, over whether or not science must aim at a single method, at universal laws, single
explanatory and predictive procedures, and general shared concepts. Pluralism has to
do with our orientations and commitments on scientific discourse and the forms of
plurality it might exhibit.

Acknowledgmentof the variety of natural phenomenaand their features, for example,
of complexity in the biological world (see Mitchell 2003), has been accompanied by
claims on separateness and disunity in nature (see Dupré 1993; Cartwright 1994,
1999). Without entering into metaphysical issues, I will focus here on epistemological
problems and discuss different ways of tackling plurality from pluralistic standpoints,
in line with the methodological concerns expressed by Heintz, Charbonneau, and
Fogelman (henceforth HCF). Once the distinction between plurality and pluralism
has been clarified, we shall reflect on how pluralism can be defined, what it exactly
amounts to, and what basic ideas most pluralists would generally agree upon. What
all “pluralisms” seem to share is not just the acknowledgment of a range of different
possible epistemic tools but an explicit endorsement of the multiplicity of perspectives,
notions, and methodological approaches. Not only is there a plurality of methods and
theories in scientific research and practice, but this is an added value, and should be
strongly preferred over monistic attempts to reduce, neglect, or overcome plurality.

Pluralism implies some positive evaluation of present plurality. It will not take
some single view to be clearly the best in all respects, and it will not condemn all
those not conforming to some established “orthodoxy” as somehow inferior. The next
section examines how different views on what pluralism amounts to can take different
stances with respect to not only how scientific research is currently pursued but also
how it should be pursued, and ultimately with respect to the very “fate of [scientific]
knowledge” (Longino 2002).

2. Varieties of Philosophical Pluralism

Without aspiring to provide an exhaustive list of the perspectives available in the
current philosophical debate, I will present some of the leading and most successful
views on pluralism, outlining their characterizing features and general implications.
Among the most prominent pluralist positions, Sandra Mitchell’s integrative
pluralism (Mitchell 2002, 2003) emphasizes explanatory issues and possible
complementarity among different approaches. Previous works by Mitchell (Mitchell
1992; Mitchell et al. 1997) distinguish between competitive and compatible pluralism.
The competitive approach takes the competition between different theories or research
programs as the best strategy to test them severely and thereby enhance scientific
progress. It helps scientific communities face problems related to theory choice given
available evidence and the fact that currently accepted theories might not be those
deserving the highest epistemic trust in the future in light of further evidence (see
Kitcher 1990). Competitive pluralism can be seen as strategic, and merely temporary,
to be employed as a means to achieve the acceptance of a single true theory in the
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long run. Compatible pluralism, on the other hand, sees alternatives as not mutually
exclusive, and has been widely recognized—especially in the biological sciences—with
respect to different explanatory accounts and different levels of analysis. While grasping
some real features of biology, this approach might fail to entertain a crucial insight of
pluralism, namely the role of various alternatives in tackling one and the same feature
of a given phenomenon. In the end, it might isolate single levels of analysis, neglecting
the wealth of mutually interacting processes and separating disciplinary fields and
research groups. In other words, compatible pluralism runs the risk of turning into
isolationist pluralism.

As a way to overcome the ambiguities of pluralistic standpoints and to analyze how
various models of the same phenomenon are related, Mitchell puts forward integrative
pluralism to distinguish between theoretical modeling and the application of models
to specific complex phenomena. “At the theoretical level pluralism is sanctioned,”
while “at the concrete explanatory level ... integration is required,” since “however
many contributing causes participated, there is only one causal history that, in fact,
has generated a phenomenon to be explained” (Mitchell 2002: 66). Pluralism will
continue to hold in modeling potential contributing causes, but not in the application
of such models in specific explanations, where they must be integrated: “pluralism
with respect to models can and should coexist with integration in the generation of
explanations of complex and varied biological phenomena” (68). In between integrative
and isolationist pluralism, interactive pluralism has been advocated, which claims that
“satisfactory explanations can also be obtained without integration of multiple levels”
and, while not establishing an integration imperative, “does not discourage interaction
as, in some instances, interaction and integration do lead to better explanations” (van
Bouwel 2014: 109).

Pluralism can be taken as an overall attitude to science as such, how it should be
pursued and what we can expect from it, but—as has just emerged—it also addresses
more specific issues, such as explanation and causation. Explanatory pluralism argues
for the rejection of a winner-takes-all view, in favor of the employment of different
explanatory approaches, taking different features of the explananda and different
relations holding among them as explanatorily relevant.> Different explanatory
accounts may be adopted according to the specific kind of phenomenon we are dealing
with, the features of the phenomenon or the levels of organization we are tackling,
the researcher’s background knowledge and that of those to whom the explanation
is to be conveyed, the final purpose of the explanation, and our further epistemic
aims. For explanatory pluralism to be genuine, we always have to make sure that the
competing explanatory accounts are actually addressing the same object and the same
explanatory question. Otherwise, available explanations will not be genuinely different
explanations of the same explanandum, and the plurality of explanations will not be
much of an issue. Causal pluralism has, in turn, been presented in various guises.
Generally speaking, it argues that there is no such thing as the causal relation: when
talking about causation, we deal with different kinds of relations in different systems
and/or different concepts and theories to capture them. Causation can be conceived in
terms of, for example, productive, difference-making, and probability-raising relations
and can be analyzed by mechanistic, manipulative, and counterfactual theories. Causal
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pluralism can be advanced into ontological, conceptual, and epistemological versions
and questions, among others, whether causal discourse can be tackled in the same
terms across different fields.’

Is pluralism here to stay? This is one of the crucial questions to address when
discussing different forms of pluralism: does pluralism have to do with some provisional
feature of our construction of knowledge, to be eventually overcome by changes in,
for example, methodological, experimental, and conceptual tools, or does it stand as a
permanent perspective whose fate will persist over time? Different answers are provided.
The so-called moderate pluralism implies a temporary copresence of alternative theories
aimed at achieving some form of unity in the long run. Other views stress how pluralism
seems to persist in disciplines that have significantly progressed, as a symptom not of the
allegedly immature character of investigations, but rather of the complexity of the systems
under enquiry and of the interfield work addressing them. Hasok Chang advocates
pluralism as a permanent feature of scientific endeavour we should all, normatively,
strive for. His active normative epistemic pluralism claims that different approaches
must be enhanced insofar as they address different epistemic aims (e.g., describing,
explaining, predicting, measuring, classifying, etc.) and satisfy different—sometimes
divergent—epistemic values (e.g., simplicity and completeness). Pluralism offers twofold
benefits: toleration amounts to “insurance against unpredictability, compensation for the
limitations of each system, and multiple satisfaction of any given aim,” while interaction
includes “the integration of different systems for specific purposes, the co-optation of
beneficial elements across systems, and the productive competition between systems”
(Chang 2012: 253). Chang stresses how pluralistic science does not abdicate its freedom
and responsibility to interpret and evaluate scientific work, dissipate resources, admit of
any simultaneous contribution whatsoever, and end up in relativism.* It is not the pursuit
of some “anything goes” kind of trend, but the commitment to promote a motivated and
justified “many things can go” attitude.

Pluralism is also related to the social nature of scientific investigations. Longino
(2002) has stressed how researchers working, for example, in the biological sciences,
present a wide array of different expertise, employ different theories and methodological
approaches within open debate, and are subject to critical review, with no primacy of
a specific subfield or standpoint over the others. Research being pursued in multiple
directions is required to proceed transparently, making use of processes of peer
review, and can provide simultaneously independent and/or interconnected views in a
multidisciplinary context. Scientific communities benefit from entertaining numerous
perspectives to investigate phenomenal intricacy, and the social nature of scientific
activity is held to further support epistemological pluralism. Epistemological reflections
thus bring with them considerations on the relations between science and politics—more
specifically between democratic societies and the construction of pluralistic knowledge.®

3. Crowd Formation and Methodological Pluralism

Let us now turn to the case study discussed by HCF and to their epistemological
concerns. HCF’s discourse starts off with the recognition that the social sciences
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are characterized by “a plurality of theoretical approaches, methodological tools,
and explanatory strategies,” and that “different fields rely on different methods and
explanatory tools even when they study the very same phenomena” (HCF: 11).
Pluralism is introduced because “the plurality of causes of social phenomena invite
for a diversity of methodological and theoretical tools” (HCF: 11). Different toolkits
are needed in order to grasp the multiplicity of causal factors bringing about social
phenomena, and pluralism is given a disciplinary flavour, showing how crowd
phenomena are investigated by psychology, rational choice theory, and network
theory—which are claimed to provide complementary explanatory accounts.

Crowds are presented as the objects of quite distant investigations. Psychology and
cognitive science study them in terms of “contagion” of ideas, behavioral inclinations,
emotions, and the herd instinct, responsible for making people gather in large groups,
as when marching or chanting together. Rational choice theory, on the other hand,
focuses on unintended and intended crowd formation and explains it on the basis
of information cascade, where the crowd is the unintended consequence of what
people take to be the best choice for themselves—for example, crowd forming in a
restaurant, while the one next door remains empty—or the intended consequence of
motivated behaviors that aggregate starting from a first salient event—for example,
crowds forming for revolutionary purposes, as during the Arab Spring. Yet another
view is provided by network science, which aims to model connections among people
accounting for the distribution of coordinating information and the maintenance
of virtual crowds, analyzing infrastructure for transmission (e.g., the distribution of
website popularity).

To evaluate the meaning and role of pluralism as a theoretical option, we shall first of
all establish what exactly we are being pluralists about. In discussing crowd formation
and maintenance, do the different accounts actually address the same phenomena? Do
psychology, rational choice theory, and network theory tackle the same explanandum?
Are we identifying different causes of the same phenomenon, due to different
standpoints or different epistemic aims, or are we considering different phenomena
altogether, and providing answers to different why-questions? A careful elaboration of
a fruitful pluralist approach preliminarily means drawing the boundaries within which
our pluralistic perspective is put to work. We shall hence make clear, for instance, to
what extent such phenomena as intended and unintended crowds, marching and
sitting in a restaurant, promoting a revolution or a website can be taken as the same
object of investigation on which alternative accounts are provided.

Once we establish exactly which object pluralism is targeting, we need to consider
in which sense it can count as explanatory pluralism. According to HCF, “social
scientists benefit from using a rich ftoolkit of explanatory techniques. This is because
social phenomena, including crowd formation, arise from diverse causes, ecological or
psychological, related to motivations or to other cognitive processes. Thus, a different
selection of tools will be appropriate for identifying the role of different causes of social
phenomena” (HCF: 18-19, italics added). As already stressed, multiple possible causes
are per se neither necessary nor sufficient to force pluralism and to abandon the search
for some unique overarching explanatory account. Pluralism is selected here as the
most fruitful option to do justice to a variety of elements, which, while related, should
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not be conflated. What we are presented with is a wide field of investigation—the social
sciences—with a plurality of explanatory methodologies, dealing with different kinds
of causes, in the light of various motivations and epistemic interests. Accordingly,
explanatory pluralism can be understood as having multiple facets. It might regard
which different core relations are to be taken as explanatory, whether, for example,
causal, unificationist, functional, or other, and, if causal, which relation is deemed to
be at play (e.g., mechanistic or manipulative-counterfactual). If it is the diverse causes
we are focusing on, pluralism will be dealing not only or primarily with explanatory
relations but also with different kinds of relata. Moreover, HCF acknowledge an
important role played by motivations and final epistemic aims, that is, the reasons
we are looking for an explanation and what in the end we will use the explanatory
content for. What is worth stressing is that explanatory pluralism itself has to do not
just with the plurality of causes and current variety of methods devised to tackle them,
but with the very idea of what “explaining” amounts to. It can involve the relata of the
explanatory relation and the ways to identify them, the very nature of the explanatory
relation, the purpose for which the explanation is sought, and the epistemic values by
which the adequacy of the explanation will be evaluated.

4. On the Integrative Stance: From Plurality to
Pluralism, and Back

HCEF take pluralism to have a specific epistemic purpose, advocating an “integrative
stance” to improve compatibility and consilience among fields, and to foster inter-
disciplinarity. To fully understand HCF’s position, we shall ask whether this is a
provisional proposal, or whether embracing a whole range of separate and distinctive
methods is conceived as a permanent approach. How can integrative pluralism be
implemented? Can it eventually be resolved, with some unitary picture to emerge in
the long run, or is pluralism here to stay?

HCEF do not defend just tolerant pluralism, that is, mutual respect and the coexistence
of different approaches, or interactive pluralism, where different views are encouraged
to cross-fertilize the soil, but integrative pluralism, which asks for some joint bloom
to blossom out. Integration, it is argued, “involves allowing multiple apparently
incompatible perspectives to cohabit, interact, and enrich one another by offering tools
to study different aspects of a same phenomenon” (HCF: 20-21). The integrative stance
is specifically advocated to pursue three epistemic values: consistency, consilience, and
complementarity. Consistency has to do with the different approaches not contradicting
each other; consilience with the role of the causal factors they study—with just local
commensurability; complementarity with the division of scientific labour, with each
field of expertise focusing on a few factors, simplifying or bracketing the others; and
then all covering each other’s blind spots.

With respect to crowd formation, HCF recommend interdisciplinary integration
between disciplines belonging in principle to both the social and the natural sciences,
to make the most out of the different causal explanatory approaches developed within
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different fields. Theyadvocate an integrative pluralistic stance to ensure interdisciplinary
cohesion and cooperation by focusing on causal explanations. Different explanatory
tools are adopted for the integration of theories in order to avoid epistemic anarchism,
staunch relativism, or strong incommensurability, and to favour “a complementarity
between approaches leading fo a more comprehensive understanding of some
phenomenon” (HCEF: 25, italics added). While coherence and consilience seem less
problematic, I believe integration through complementarity merits further reflection
and constitutes a critical aspect to fully grasp the whole perspective HCF suggest.

In the first place, we shall make clear on which features explanatory integration
shall focus. For integration to be fruitful, we should start by positing some common
language and conceptual toolbox between the fields of enquiry involved, to allow a
shared terrain of communication and exchange. Building on that, some insights should
be provided regarding the level of description of the exact object of the purported
integration. It should be specified whether we are supposed to integrate explanations
of some “archetypical crowd,” like the simultaneous gathering of a very large number
of people at the same (real or virtual) location, in very general terms, or some more
specific phenomenon, like virtual crowding on the internet or, rather, people converging
in a square for political reasons, or, even more specifically, some instantiation of a
crowd, for example, during the Arab Spring in Egypt. Is explanatory integration to be
pursued in accounts at the type or token level? HCF state: “combinations of the tools
for analyzing the diversity of causal factors will be called for in the study of plausible
causal mechanisms and for identifying their causal role in each particular case” (20).
For integration—and not just compatibility—of causal explanations and mechanistic
accounts to take place, the boundaries of the target system and the graininess of the
analysis must be very carefully specified.

Second, should we believe that integration would necessarily and always lead
to better explanations? How can we be sure it will always yield the most adequate
answer to a given question? As highlighted, motivations and final epistemic purposes
affect the choice of a given explanatory account as the most adequate in a given
context. Furthermore, for integration to be pursued, explanatory models must be
commensurable, which might not always be the case. Thus, while it is worth testing
compatibility between different explanations to see whether fruitful interactions
between them can be performed, that integration will always be possible and always
constitute the preferred strategy to fit specific explanatory purposes is debatable, and
cannot just be assumed as an uncontroversial starting point.

Third, how can we combine the idea that we are not striving for a single unified
theory, yet at the same time argue for an epistemic pluralism the benefit of which is
given by a complementarity between approaches leading to a more comprehensive
understanding of the phenomenon at stake? What would a “more comprehensive
understanding” consist in, and with respect to which aims should it be measured?
Would a more comprehensive understanding of crowd formation and dissipation be,
for instance, more inclusive, or more detailed, or carry higher predictive power? And
should we then take integration to be progressively pursued toward some sort of “most
comprehensive understanding”? Both the second and third points raised here seem to
suggest that an interactive pluralism should rather be preferred over an integrative one
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if the variety of approaches in the social sciences and their genuinely specific features
are to be both respected and cultivated—if, so to speak, after going from plurality to
pluralism, we want to endorse pluralism in order to preserve the richness of plurality.

Concluding, Id like to stress that HCF’s proposal includes different suggestions
that might elicit different reactions. The advocacy of different methods and kinds
of explanations to study different aspects of the same phenomena, the claim that
different explanations can be compatible, and the plea for interdisciplinary work all
seem straightforward and agreeable. Whether they also, and necessarily, commit us
to integration, and how that shall be achieved merit, instead, a qualified reading and
might need further reflection. The challenge HCF must meet is how to have not only
interaction, but integration, while bearing in mind that “the degrees of integration, like
the degrees of accuracy and simplicity, will be a function both of what is possible and
of the purposes to which we intend to put the knowledge” (Longino 2005: 193), with
no guarantee that integration can be achieved, and no expression of faith to be made
in that respect. Given the reasons that motivate it, pluralism must be promoted as a
way to enhance plurality and its role, over and above any specific, “winning” position
related to a single epistemic aim, even were it integrative.

Notes

1 For possible taxonomies of pluralism, see, for example, Kellert, Longino, and Waters
(2006); Mitchell (2009); and van Bouwel (2014).

2 Explanatory pluralism has also been addressed with a specific focus on the social
sciences (Little 1991; van Bouwel 2004; van Bouwel and Weber 2008), and with
disciplines at the crossroads of the natural and the social sciences, such as psychiatry
(see Kendler 2008; Campaner 2014).

3 See, for example Cartwright (2004), Campaner and Galavotti (2007), Godfrey-Smith
(2009), and Psillos (2009).

4 Let us stress that relativism, in turn, does not per se imply pluralism: relativism
demands that actually existing alternatives are all treated on a par, but does not commit
to any requirement that a multiplicity of alternatives should be in place.

5 See also Longino (1990) and Kitcher (2001).
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The Eroding Artificial-Natural Distinction?

Some Consequences for Ecology and Economics

C. Tyler DesRoches, S. Andrew Inkpen, and Tom L. Green

2.1 Introduction

Since the publication of Thomas Kuhns The Structure of Scientific Revolutions
(1962), historians and philosophers of science have paid increasing attention to the
implications of disciplinarity. For Kuhn, rigid disciplinary training was essential for
progress within periods of “normal” science. “A commitment to a discipline,” as Andrew
Barry and colleagues put it, “is a way of ensuring that certain disciplinary methods
and concepts are used rigorously and that undisciplined and undisciplinary objects,
methods and concepts are ruled out” (Barry et al. 2008). This “ruling out” is valuable
as it discourages intellectual wandering or false-starts, but it is also, and necessarily,
normatively restrictive: the ideal of disciplinary purity—that each discipline is defined
by a commitment to an appropriate, unique set of objects, methods, theories, and
aims—has powerful implications for the structure and practices of many sciences,
including life sciences, such as ecology, and social sciences, such as economics. This
ideal has governed, and continues to govern, what ecologists and economists do, since
it serves as a normative guidepost that establishes, in particular, which objects of study
are appropriate and endogenous: pure ecologists are to study non-anthropogenic or
“natural” factors, and economists are to study a specific set of anthropogenic causal
factors, or an aspect of what might be termed the “artificial” realm.

While articulating the historical formation and full set of connections between the
artificial-natural distinction and ideals of disciplinarity in ecology and economics is
beyond the scope of this chapter, we provide evidence below to support the claims that
(1) historically, the objects of ecology have been “natural” and those of the political
economy “artificial” (in the sense that the causes are exclusively human) and that
(2) this has been one important factor hindering interdisciplinary exchange (though,
obviously, it hasn’t made exchange impossible).! Attempting to sever the connection
between the artificial-natural distinction and proper practice in these sciences, we
argue that this distinction is conceptually and empirically problematic. We recognize
that the artificial-natural distinction can be drawn in a number of ways, but argue
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that if this distinction is interpreted as dividing all phenomena into two sui generis
categories—artificial versus natural objects of study—then the distinction, along with
a commitment to it as defining appropriate objects of study, is problematic. In other
words, this distinction should no longer serve as the mechanism that determines the
objects of study for ecology and economics.

What, then, are the appropriate objects of study for ecology and economics? We
claim that, in many cases, such objects are better viewed as a blend of the artificial
and the natural, or what one might describe as entangled phenomena, rather than
phenomena that are merely natural or merely artificial. Because entangled phenomena
are a shared object of study, it remains an open question whether it is best for each
science to operate independently or engage in interdisciplinary exchange. We argue
that, if the goal of ecology and economics is to develop stronger predictions and
explanations, and to develop better policy prescriptions, then the evidence suggests
that interdisciplinary exchange is preferable, for epistemological and policy-oriented
reasons, to these two sciences acting independently. Entangled phenomena, and the
transdisciplinary questions they encourage, require interdisciplinary treatments.

The arguments of this chapter are divided into four additional sections. In Section
2 we draw selectively on a long philosophical tradition of analyzing the artificial-
natural distinction in order to argue that the distinction is conceptually problematic, if
understood as a binarys; it should, instead, be understood as a continuum. In Section 3
we demonstrate that the objects of ecology have been “natural” and those of the political
economy “artificial,” and that this has been one factor hindering interdisciplinary
exchange. In Section 4 we empirically problematize the artificial-natural distinction
by providing recent case studies that highlight the benefits of treating objects of study
as entangled phenomena. In the final section we draw out some of the implications of
our analysis. Our main point is this: if disciplinary purity rests on the artificial-natural
distinction, then it is in trouble for both conceptual and empirical reasons.

2.2 The Artificial-Natural Distinction?

The artificial-natural distinction is problematic in two senses that are relevant for the
sciences of ecology and economics. We can think of these two senses as two separate
questions: a conceptual question (can the distinction be clearly drawn?) and an
empirical question (is it useful to draw the distinction?). These questions come apart
insofar as it may be useful to draw the distinction even if it is ultimately conceptually
problematic (e.g., it might be useful to categorize landscapes as artificial or natural
for practical purposes, even if urban landscapes are also, in a widely accepted sense,
natural). In this section we address the conceptual question and argue that relying on
this distinction is a questionable strategy. This literature has become so vast that, in
this section, we can only briefly consider some of the ways in which the distinction,
particularly that originally developed by Aristotle and promulgated by John Stuart Mill
([1874] 2006), has been problematized.

For Aristotle, the concept of “nature” has several meanings (Kelsey 2003;
DesRoches 2014). His most prominent concept denotes an inner principle of change
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that is characteristic of self-moving things. Unlike artificial objects, natural objects
are involved in a process of growth, change, and flux. Nature, in this sense, is deeply
intertwined with how things behave when left to themselves, free from intentional
human agency.

In Book II of the Physics, Aristotle gives the famous example of a wooden bed.
While the shape and structure of the bed has been fashioned by an intentional human
agent, the carpenter, this formal cause is merely “human impositions on the unchanged
matter that remains a natural product” (Bensaude-Vincent and Newman 2007: 5). If
one were to plant the bed in the ground and that bed were to sprout anything at all, it
would not generate beds, but trees. In this case, the inner principle of change or motion
is independent of the form that is imposed on it by the carpenter and the nature of the
object is associated with the unchanged matter. In this sense of “nature,” the natural
world would be one that owed its entire existence to natural causes and, therefore,
would exclude all intentional human activity. This world would be one populated by
objects, whether biotic or abiotic, without any forms imposed on them from without.
It would be a world that was left entirely to itself, independent of human agency. With
this concept of nature, one can easily imagine a contrary world, where there is no biotic
or abiotic items that are left to be naturally expressed, where every last object and bit of
material has been subject to the intentional activity of human agents.

There is perhaps no greater classical authority on the artificial-natural distinction
than John Stuart Mill ([1874] 2006). In his Three Essays on Religion, Mill considers a
variety of possible meanings of “nature,” but eventually boils his analysis down to two
distinct concepts, one of which is clearly inspired by the Aristotelian concept of nature
described above. Mill states,

In one sense, [nature] means all powers existing in either the outer or inner
world and everything which takes place by means of those powers. In another
sense, it means, not everything which happens, but only what takes place without
the agency, or without the voluntary and intentional agency, of man. ([1874]
2006: 375)

In this quotation, Mills first concept of nature denotes everything actual and everything
possible, including human agents and their intentional activities. The second concept
of nature, the one that Mill himself prefers, drives a wedge between intentional human
agency and that realm of phenomena that has not yet been affected by human agency
(Schabas 1995). On this account, human beings and their intentional activities are,
in some sense, special. They are the only creatures in the universe that are beyond or
“outside of ” nature.

Our claim is that the idea of disciplinary purity exemplifies Mill’s second concept
of nature since it alone provides the resources for making a distinction between nature
and nonhuman nature, as objects that are different in kind. Pure ecologists exclude
human beings and their intentional activities from their models and theories, because
they are not believed to be a part of nature (in Mill’s second sense). The object of study
for pure economic theory is a subset of intentional human activity or anthropogenic
causal factors. Mill's second concept of nature has the resources to explain and justify
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why there would be such separate sciences: there are different objects of study to which
each science applies. Mill’s first concept of nature, by contrast, denies the possibility
of this kind of exclusion since nothing, including human beings and their intentional
activities, can be unnatural.

But, while this second Millian concept of nature may help to explain the idea of
disciplinary purity as it applies to ecology and economics, the concept is far from
unproblematic. For one, the extension of this concept appears to be empty. Strictly
speaking, there is no longer any part of the earth’s surface that remains completely
unaffected by human technologies (Bensaude-Vincent and Newman 2007; Wapner
2010). In his The End of Nature Bill Mckibben states,

An idea, a relationship, can go extinct just like an animal or a plant. The idea in
this case is “nature,” the separate and wild province, the world apart from man to
which he has adapted, under whose rules he was born and died. In the past we
have spoiled and polluted parts of that nature, inflicted environmental “damage”
... We never thought we had wrecked nature. Deep down, we never really thought
that we could: it was too big and too old. Its forces, the wind, the rain, the sun—
were too strong, too elemental. But, quite by accident, it turned out that the carbon
dioxide and other gases we were producing in pursuit of a better life—in pursuit of
warm houses and eternal economic growth and agriculture so productive it would
free most of us for other work—could alter the power of the sun, could increase its
heat. And that increase could change the patterns of moisture and dryness, breed
storms in new places, breed deserts. Those things may or may not have begun
to happen, but it is too late to prevent them from happening. We have produced
carbon dioxide—we have ended nature. We have not ended rainfall or sunlight ...
But the meaning of the wind, the sun, the rain—of nature—has already changed.
(Mckibben 1990: 43-4)

Of course, Mckibben’s (1990) claim that nature is dead is not meant to suggest that
there is nothing left that is actual and possible—Mill’s first concept of Nature—but
simply that there is no longer any part of the earth’s surface that can be truly described
as completely detached from human agency.

Ever since McKibben’ influential discussion of nature, the idea that humans play a
dominant role in the world’s ecosystems has been continuously and strongly reinforced.
Moreover, we are, since 2000, increasingly inundated by a burgeoning literature on
“the Anthropocene,” which holds that human presence in the natural world is so
pervasive it marks a new geological epoch (Bensaude-Vincent and Newman 2007;
Steffen et al. 2011; Sarkar 2012; Church and Regis 2012; Kaebnick 2014; Vogel 2015).
It is now estimated that 75 percent of ice-free land on Earth has been transformed by
humans, changing ecosystem patterns and processes across the terrestrial biosphere
(Vitousek et al. 1997; Ellis and Ramankutty 2008; Martin et al. 2012; Ellis et al. 2013).
Paul Wapner (2010), in his recent book Living through the End of Nature, writes,
“the wildness of nature has indeed largely disappeared as humans have placed their
signature on all the earth’s ecosystems” (2010: 19). He continues,
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a growing human population, unparalleled technological prowess, increasing
economic might, and an insatiable consumptive desire are propelling us to reach
further across, dig deeper into, and more intensively exploit the earth’s resources,
sinks, and ecosystem services ... the cumulative force of our numbers, power, and
technological mastery has swept humans across and deeply into all ecosystems
to the point where one can no longer easily draw a clean distinction between the
human and nonhuman realms. (Wapner 2010: 4)

Beyond planet Earth, the technology of our species is now so vast that it has extended
past the sublunar region to include the Cydonia (the region of Mars) (Bensaude-
Vincent and Newman 2007).

It would appear that the claim that there is some pure realm of phenomena on
Earth that remains unaffected by human agency is false since there is nothing left on
Earth that remains unaffected by human agency. Mill’s two concepts of nature appear
to present us with a dilemma. Accepting Mill's second concept of nature appears to
explain the idea of disciplinary purity, but it also requires us to recognize the claim
that everything on Earth is, in some sense, artificial because the whole planet has been,
directly or indirectly, affected by human activity. Mill’s first concept of nature, on the
other hand, presumes that all humans and their intentional activities are part of nature,
but it is not capable of selecting the supposedly distinct objects of study for the sciences
of ecology and economics, respectively.

Fortunately, this dilemma is more apparent than real. The way out of this rabbit
hole is to concede that while everything, metaphysically, is natural (i.e., naturalism is
true), we can still operationalize the concept of “nature” for our purposes by insisting
that those items that remain relatively detached from human agency, those items that
do not possess significant features caused by intentional human agents, are natural.
What counts as “relatively detached” and “significant” will depend on specific research
contexts. In taking this pragmatic approach, we are following Sahotra Sarkar when he
states,

Even if humans are conceptualized as part of nature, we can coherently distinguish
between humans and the rest of nature. There is at least an operational distinction;
that is, one that we can straightforwardly make in practical contexts. We can
distinguish between anthropogenic features (those largely brought about by
human action) and non-anthropogenic ones. (2012: 19)

By making this operational distinction, Mill's two concepts of nature are treated as
compatible since one does not necessarily preclude the other. The first concept is more
fundamental since even the most artificial of objects, such as atomic bombs, personal
computers, and jumbo jets, are judged to be natural. On the other hand, for practical
purposes, these same items are deemed artificial since they were intentionally built
by human agents and they possess a variety of anthropogenic features. Be that as it
may, in light of the claim that characterizes the Anthropocene—that no phenomena
is completely insulated from human agency—it is always a question about the relative
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detachment that the objects of study (for ecology and economics) have in relation to
human agency.

On this view, the natural and artificial can be positioned along a continuum, in
which the most natural objects are those that remain relatively detached from human
agency, and the most artificial objects being those that have been built and constructed
by intentional human agents. It should be clear that, on this account, there is no sui
generis difference between artificial and natural objects since the difference is always
a matter of degree. In other words, there is a blending of the natural and the artificial,
which we describe as entangled objects. This approach to the natural-artificial distinction
has the virtue of preserving the practically significant distinction between, for example,
intentionally modified environments, such as city centers, and environments that have
been subject to relatively little human agency, such as remote uninhabited islands that
were recently generated by natural causes in the Pacific Ocean. The point is that the
artificial-natural distinction is conceptually problematic if understood as a binary, and
so we advise understanding this distinction as a continuum.

2.3 Disciplinary Purity and the Artificial-Natural
Distinction

In this section we show that ideas of disciplinary purity have been underwritten
by the artificial-natural distinction. We argue that the objects of ecology have been
“natural” and those of the political economy, “artificial,” and that this has been one
factor hindering interdisciplinary exchange. Although this distinction is conceptually
problematic if understood as a binary, it, as we showed in Section 2.2, might still be
empirically useful to draw the distinction in some contexts. We turn to this question
in Section 2.4.

2.3.1 Ecology and Nonhuman Nature

Ecologists have, in general, largely ignored anthropogenic factors and discounted
human activity as external to ecosystems (O’Neill and Kahn 2000; Martin et al. 2012;
Worm and Paine 2016; Inkpen 2017, forthcoming). Ecologist James Collins and
colleagues write, for example, that “from the perspective of a field ecologist examining
a natural ecosystem, people are an exogenous, perturbing force” (Collins et al.
2000: 416). Boris Worm and Robert Paine agree that “humans have historically been
treated as an externality, as if their effects belong in a separate category compared to
other species and their interactions” (2016: 604).

We can divide the claim that humans are an externality into three categories,
which we will characterize as empirical, explanatory, and methodological claims. As
an empirical claim, one might hold that humans are not a major (causal) influence
in ecological systems at most levels of ecological organization. Of course, they have a
large influence over the structure of urban and agricultural spaces, but these spaces are
inconsequential when compared to the diversity of other systems that ecologists study.
This reason seems hardest to accept today, given the recent widespread agreement that
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humans are pervasive (considered below), but was influential in the early twentieth
century.

As an explanatory claim, one might hold that human-disturbed nature is simply
not worth studying or trying to explain. For example, the nineteenth-century biologist
Thomas Henry Huxley argued that because man was a living creature, he and “all his
ways” should properly be considered under the province of biology; yet, biologists, he
felt, are a “self-sacrificing” bunch, for whom nonhuman nature is sufficient disciplinary
territory (Huxley [1876] 1897: 270-1). Other ecologists have viewed human-disturbed
nature as oxymoronic, as not really nature, and thus as not worth studying. Ecologist
Mark McDonnell explains that, “for much of the twentieth century the discipline of
ecology contributed relatively little information to our understanding of the ecology
of human settlements ... some biological researchers viewed cities as ‘anti-life’ (i.e.,
without nature) for they supported few plants and animals” (McDonnell 2011: 7).

As a methodological claim, one might hold that not including humans in one’s
models is the best starting place for an analysis of any ecosystem. This methodological
claim has been held for a number of reasons. Some ecologists have felt that not
including anthropogenic factors is the simplest, and thus best initial, step to take
when trying to understand the dynamics of an ecological system. As one ecologist
recently remarked, “Our understanding of even the basic characteristics of major
areas, like the Congo Basin, are missing ... Adding direct human impacts to studies
requires a certain initial understanding first” (Corbyn 2010). In other words, to
begin by including humans is experimentally and computationally intractable. In the
future, one might aim to build models that do include humans, but for now there is a
pragmatic justification (of complexity) for not including them. Other ecologists have
felt that human activity is too unpredictable, contingent, or whimsical to be captured
by ecological theory. For example, the urban ecologist Herbert Sukopp wrote that,
for a long time “it was assumed that few plants or animals could survive in an urban
setting and that urban animal and plant communities were products of coincidence.
Attempts to discover patterns or reasons for such patterns were regarded as futile”
(Sukopp 1998: 3-4).

Regardless of the reasons justifying it, the disciplinary practice of treating
anthropogenic factors as externalities has given rise to two patterns of restriction in the
science of ecology. A restriction on the choice of research site (that is, where ecologists
conduct their research) and a restriction on the sorts of systems that are considered
relevant for theory development and application.

With regard to the choice of research site, a recent meta-analysis of the ecological
literature, attempting to quantify such trends in current ecology, showed a strong bias
in favor of studies performed in “protected” areas (Martin et al. 2012). The authors
argue that this trend is partly the result of an implicit bias among ecologists that
nonhuman environments “better represent ecological and evolutionary processes
and are therefore better objects of study” (Martin et al. 2012: 198). In other words,
ecologists favor nonhuman environments because they take them to be the target of
their analyses. Hobbs et al. (2006) provide anecdotal evidence of this trend when they
report that a reviewer of their article about “novel ecosystems”—assemblages of species
not previously occurring and often created through human-induced environmental
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changes—“indicated a lack of willingness to accept such ecosystems as a legitimate
target for ecological thought or management action” (2006: 5).

The way that theory is developed and applied also shows the effects of treating
anthropogenic factors as externalities. A good example of this is model-building and
application in the renewed interdisciplinary field of urban ecology, which we further
discuss below (Cittadino 1993; McDonnell 2011; Cadenasso and Pickett 2013). These
ecologists are confronted by the challenge of building into their models the decision-
making capacities of humans, which partly govern and determine the “shape” of urban
ecosystems (Grimm et al. 2000; Marzluff et al. 2008; Pickett et al. 2001, 2008, 2011;
Swan et al. 2011). They often lament the fact that many classical ecological models are
poorly suited to their needs because such models were not developed to account for
human-disturbed systems, like an urban center or its surrounding agricultural land, or
anthropogenic factors at all (Collins et al. 2000; Alberti et al. 2003).

Traditional models of biological community formation and development, for
example, include biotic variables such as the foraging and dispersal strategies of the
species involved. These strategies are predictable enough that ecological community
development follows a gradual and somewhat predictable series of changes known
as succession. Humans, however, make this succession much less predictable from a
traditional ecological standpoint, since their actions are often governed by individual
whim or social forces—whether cultural, political, or economical—that are on a
different disciplinary and explanatory level from what we commonly think of as
ecological variables. In a seminal paper, Collins et al. (2000) write,

An abandoned home site may begin to fill with plant growth—vegetative
succession, to an ecologist—but redevelopment typically truncates the process
that might otherwise fill the patch with trees and animals. Such redevelopment
is an example of the single most important force of landscape change in urban
areas: land conversion, driven by institutional decisions, population growth and
economic forces... . Both the temporal and spatial scales of patterns in human-
dominated ecosystems are likely to emerge from social forces far removed from
foraging and dispersal strategies. (2000: 421, 423)

To ecologists, systems involving humans can appear unpredictable from an ecological
standpoint because the variables that explain the dynamics of such systems are not
a part of—not endogenous in—traditional ecological models. As with the choice
of research site, it is well documented that restrictions on which target systems are
considered relevant for theory development and application are underwritten by the
artificial-natural distinction.

2.3.2 Economics and Human Society

Compared to ecologists, economists have frequently made an inverse restriction on
which systems and factors are considered relevant, especially when it comes to the
development of pure economic theory. In the Millian tradition, at least, the object of
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study was limited to a specific set of human or anthropogenic causal factors. Among
most classical political economists, natural factors were invariably treated as “fixed”
and, throughout much of the mid-twentieth century as well, such factors were, for a
number of different reasons, omitted from aggregate production functions.

In On the Principles of Political Economy and Taxation ([1817] 1951), David Ricardo
famously treated nonhuman factors as fixed and exogenously determined; in doing so,
he arguably inaugurated the trend to discount the significance of nonanthropogenic
factors in economic models and theories. In this work, Ricardo depicted “land” or
“Nature” as an original and indestructible factor of production that was incapable of
depreciation, and, unlike manufactured capital, did not require a period of production.
His “corn model” in particular showed that scarcity in an economy was due partly to
the diminishing returns to land, which he assumed was, although improvable with the
requisite technology, both permanent and fixed in supply.

When John Stuart Mill ([1848] 2006) endorsed the Ricardian view of land in his
Principles of Political Economy, the most influential text in political economy during
the nineteenth century, he went a step further than Ricardo, driving a wedge between
the social and natural realms by repositioning the entire core of phenomena studied
by economists such that human agency is the proximate cause (Schabas 2005). Prior to
Mill, political economists, such as Ricardo and Adam Smith, had characterized land in
ways that made it a distinctive factor of production, but they still regarded the target
phenomena of political economy to be part of the same natural world that was to be
studied by natural philosophers (Davis 1989).

Mill’s ([1848] 2006) basic analytical model was profoundly Ricardian. The science
of political economy was to trace the laws of certain phenomena of society, which arose
from the combined operations of human beings in the production of wealth. Pure
political economy was to be inexact and separate, and its theorists were to employ the a
priori method, or reasoning from assumed hypotheses. Because human beings were to
be treated as creatures that solely desire to possess wealth, political economy abstracted
from every other human passion and motivation, except for those perpetually
antagonizing principles to the desire of wealth, such as the aversion to labor and the
desire of the present enjoyment of costly indulgences. The reason for excluding natural
factors, such as nature’s “spontaneous productions,” was mostly empirical. Toward the
beginning of his Principles of Political Economy, Mill cites a variety of nature’s products
generated by purely natural causes, including the bees that produce honey and some
caves that would be used by people for shelter. He states,

It is to be remarked, that some objects exist or grow up spontaneously, of a kind
suited to the supply of human wants. There are caves and hollow trees capable of
affording shelter; fruit, roots, wild honey, and other natural products, on which
human life can be supported; but even here a considerable quantity of labour is
generally required, not for the purpose of creating, but of finding and appropriating
them. In all but these few and (except in the very commencement of human
society) unimportant cases, the objects supplied by nature are only instrumental
to human wants. ([1848] 2006: 25)
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While Mill was certainly familiar with the existence of original or natural objects,
and how they grew up spontaneously, he believed that they were, on the whole,
scant and relatively unimportant for the pure science of political economy. Nature’s
productions almost always require a significant amount of human labor to not only
locate but also prepare and process for human consumption. On this account, aside
from accommodating Ricardian land, other natural causes were not sufficiently
efficacious to be considered a proper object of study. Pure social scientists were to
account for a subset of intentional human activity, to the exclusion of every other social
and natural factor. As Margaret Schabas (2005) has argued, Mill’s economic theorizing
rendered explicit the role of intentional human agency as the framework for standard
economic analysis, a central feature of economic theorizing that was then perpetuated
well beyond the neoclassical revolution.?

Not only have natural factors been generally excluded from pure economic theory
in the Millian tradition, but it is well-known that during the latter half of the twentieth
century, the majority of aggregate production functions and economic growth models
posited two and only two factors of production: capital and labor (Solow 1957). This
convention was enshrined in the Cobb-Douglas production function where the
formula Y = K°LF represents total aggregate production (Y) that depends on capital
(K) and labor (L). As for the status of land, a mainstay of classical political economy,
this factor was eliminated from such formulations under the implicit assumption
that manufactured capital could always serve as a substitute for any such natural
factors. As the economists Klaus Hubacek and Jeroen van der Bergh observe, “by
the second half of the twentieth century land or more generally environmental
resources, completely disappeared from the production function and the shift from
land to other natural inputs to capital and labour alone” (2006: 15). In fact, it had been
tacitly assumed by economic theorists that reproducible capital was a near-perfect
substitute for land (Nordhaus and Tobin 1972). Because capital is universally viewed
as a factor of production that human agents produce, such formulations portrayed
the production of all economically valuable goods and services as emerging from
human agency alone. Even after the aggregate variable “resources” was introduced
to such production functions after the oil shock of 1973, when economists were
genuinely concerned with the question of sustained economic production in the face
of a declining stock of fixed resources, this variable was largely taken to represent a
conglomerate of inert materials that were capable of producing only when conjoined
with the other two factors of production, capital and labor (Solow 1974; Dasgupta
and Heal 1979).

To be clear, our claim is not that every economist has always wished to exclude
natural factors from their theories or models. In fact, today, many have begun to wrestle
with their Ricardian inheritance. The Cambridge resource economist, Partha Dasgupta,
states that economists can no longer afford to assume that “Nature” is an “indestructible
factor of production” (2010: 6). Moreover, there is growing transdisciplinary field of
research known as “ecological economics” that has always emphasized the significance
of including social and ecological factors in coupled or ecological-economic models
for the purpose of prescribing public policy (Christensen 1989; Costanza 1989; van
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den Bergh 2001; Repke 2005; Martinez-Alier and Repke 2008). Rather, our claim is
that pure economics, like pure ecology, has been defined around an appropriate set of
objects of study, and that this seemingly innocuous decision concerning disciplinary
boundaries has powerful implications for the structure and practices of the social
science. Pure economics in the Millian tradition has chiefly focused on a specific set
of human or artificial causes, but in Section 2 it was shown that the very distinction
upon which the boundaries of this set depends—the artificial-natural binary—is
problematic, both empirically and conceptually. Without this distinction, it remains
an open question whether the objects of study traditionally analyzed by economists
should remain limited to human factors alone.

2.3.3 Bringing Things Together

A useful exercise at this point is to imagine a world in which ecology and economics
get on quite well without one another. This is a world that is made up of relatively
independent human and natural systems: one set of systems, the object of ecology,
consists of nonanthropogenic or “natural” factors; another set, the object of economics,
consists of anthropogenic or human factors. In such a tidy world, these sciences, when
operating effectively, make successful predictions and prescribe policy interventions
without the need for interdisciplinary exchange.

Throughout much of the twentieth century, this imaginary world seems to have
been implicitly assumed, as we have just shown. As ecologist Robert O’Neill and
economist James Kahn wrote in 2000,

The current paradigm in ecology considers humans not as a keystone species [a
dominant species on which other species within an ecosystem depend] but as
an external disturbance on the “natural” ecosystem... . The problem with this
approach is that human beings are, in fact, another biotic species within the
ecosystem and not an external influence.

But the artificial isolation of humans from their ecosystem is not due only
to the ecologists’ paradigm. In the economic paradigm as well, human society,
with all of its self-organization and self-regulatory activity, is represented as a
separate “system.” The ecosystem is viewed as external to society, providing goods
and services, unoccupied territory in which to expand, and assimilative capacity
to handle by-products... . The ecological paradigm isolates human activity in a
box labeled “disturbances” The economic paradigm, in turn, isolates ecosystem
dynamics in a box labeled “externalities” (O’Neill and Kahn 2000: 333)

Of course, this imaginary world is just that, a fiction. The real world is messy.
Strictly speaking, there is no longer any part of the earth’s surface that remains
completely detached from human technologies, as we said above. The world today is a
blend of anthropogenic and nonanthropogenic factors and prima facie this seems like
a world in which exchange between ecology and economics would be a prerequisite to
successful science.
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2.4 Case Studies of Entangled Phenomena

Let’s take stock. We've argued that, as a binary, the artificial-natural distinction is
conceptually problematic, and so it must be understood as a continuum—that is,
the world is populated by entangled phenomena that are more or less natural. We've
argued that the distinction might still be worth drawing if doing so is empirically
useful in particular research contexts. In the last section, we argued that ecologists
and economists do, in fact, draw this distinction when choosing objects to study that
are relevant for theory development and application and we've suggested that this
has hindered interdisciplinary exchange. In this section we aim to undermine the
usefulness of drawing this distinction. Because entangled phenomena are a shared
object of study, it remains an open question whether it is best for each science to operate
independently or engage in interdisciplinary exchange. Here, we argue that, if the goal
of ecology and economics is to develop stronger predictions and explanations, and to
develop better policy prescriptions, then the evidence suggests that interdisciplinary
exchange is preferable, for epistemological and policy-oriented reasons, to these two
sciences acting independently.

2.4.1 Biodiversity: Urban Ecology and Biogeography

Acknowledging the now pervasive influence of humans on the planet, many recent
ecologists have begun to include human activity in their models. They want an ecology
that applies to human-disturbed as well as undisturbed landscapes, but this forces
them to take into account economic processes (Alberti 2008). We will consider two
subfields where this interdisciplinary exchange is occurring: in urban ecology and in
island biogeography.

A central problem for mid-to-late twentieth-century ecology has been biodiversity
and its conservation. Understanding how to conserve biodiversity in urban areas
is now recognized as a pertinent but complex problem. As a recent issue of Science
dedicated to urban systems highlights, human urban populations are expanding in
many of the world’s richest biodiversity hotspots at an increasing rate (Science, May 20,
2016). Urban ecologists aim to mitigate the loss of native biodiversity by attempting
to determine the conditions under which it could continue to flourish in human
environments.

In “pristine” environments—and thus also in traditional ecological theory—spatial
variation in plant diversity is often a product of heterogeneity in resource availability,
importantly water and other nutrients (Hope et al. 2003). In arid landscapes, like
Arizona, these resources are strongly influenced by geomorphic controls, like
elevation. But in cities, such controls would seem to be much less powerful, since
resource availability reflects social, cultural, and economic influences on urban land
use (particularly as people create small “urban oases”). Ecologist Diane Hope and an
interdisciplinary team at Arizona State University confirmed this prediction (Hope
et al. 2003). Plant diversity throughout the greater Phoenix area was driven largely by
socioeconomics.
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One interesting trend they discovered was what they dubbed: the “luxury effect” This
was that median family income was highly predictive of variation in the biodiversity
of plants in gardens. Plant diversity was on average double in neighborhoods with
incomes above median compared to those neighborhoods with incomes below median.
They also found that overall, such trends had increased total biodiversity for the region
and increased diversity between sites (called “beta diversity”), but that this was largely
due to native species being replaced by exotics introduced in urban areas.

Explaining trends in biodiversity in an urban setting—such as “the luxury effect”—
requires building in anthropogenic factors, like the development and use of urban
land. Without scientific representations that contain such factors, ecologists would not
be able to explain these systems. But let us turn to a second example before drawing
conclusions.

This example involves a less obviously human-disturbed system, and is important
for this reason. The theory of island biogeography has long been the foundation for
estimating extinction rates, predicting changes in biodiversity, and making policy
recommendations (Diamond 1975; He and Hubbell 2011; Mendenhall et al. 2013;
Thomas 2013). This theory explains and predicts the species richness (that is, number
of species) that will be found on an island at equilibrium (that is, when rates of species
immigration to the island and species extinction on the island balance out) (MacArthur
and Wilson 1967; Diamond 1975).

The theory predicts that islands that are larger and nearer to the mainland will
contain more species than islands smaller and further from the mainland. In a recent
paper, Matt Helmus and colleagues (2014) tested the predictions of this theory for the
distribution of Anolis lizard species among Caribbean islands. The theory predicts that
a strong negative relationship will be found between species richness and geographic
isolation: as a result of decreased inter-island immigration, more isolated islands will
contain fewer species than less isolated ones.

This prediction is, however, false for Caribbean Anolis lizards because geographic
isolation no longer solely determines immigration of new species. Instead, economic
isolation mainly does so. Why? Because islands that receive more cargo shipments are
more likely to contain lizard migrants from other islands, as the lizards move from
island to island as stowaways on cargo ships. The result is that, for Caribbean lizards,
geographic isolation is of less influence on biodiversity than economic isolation.
Estimating economic isolation from global maritime shipping-traffic data, Helmus
and colleagues found that when economic isolation was substituted for geographic
isolation, the new biogeographic theory fit with their data: anole species richness was
a negative function of economic isolation. They concluded that

Unlike the island biogeography of the past that was determined by geographic area
and isolation, in the Anthropocene ... island biogeography is dominated by the
economic isolation of human populations. [And] Just as for models of other Earth
systems, biogeographic models must now include anthropogenic [variables] to
understand, predict and mitigate the consequences of the new island biogeography
of the Anthropocene. (Helmus et al. 2014: 543, 546)
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Building anthropogenic factors into their biogeographic model also gives Helmus
et al. a way to predict the effects of increasing economic traffic. If the goal is to protect
exotic species from immigration of non-native species, then strategies for doing so
will be ineffective unless they account for anthropogenic factors. Traditional theories
of island biogeography alone do not provide helpful resources because the variables
that make a difference are not included in the model. And models that account for
anthropogenic factors are capable of novel predictions. For example, they predict that
a removal of the US trade embargo on Cuba would result in the addition of one or
two species of non-native lizards, a prediction that could not be made with traditional
biogeographic theory.

What can we learn from these two examples? We don’t think that the lesson is that
ecologists should always take anthropogenic factors into account. Rather, that (1) there
are cases in which not taking anthropogenic factors into account can be epistemically
disadvantageous, it can diminish our ability to predict the dynamics of certain systems,
and (2) that such cases are not limited to urban or agricultural settings, but range over
cases of “pristine” ecology such as the distributions of Anolis lizards on Caribbean
islands.

Many of the world’s ecological systems are entangled phenomena, and to capture
the features that are relevant to the processes and events we want to understand, and
on which we want to be able to intervene, we have to represent the interaction between
anthropogenic and non-anthropogenic factors. Although there will surely be cases in
which excluding anthropogenic factors will be innocuous, entanglement implies that
the question of whether anthropogenic factors should be included has to, at the very
least, be asked.

2.4.2 Invasive Species in Yellowstone National Park

Nowhere are the epistemological and policy benefits of including ecological factors
in economic models more evident than in the case of managing invasive species in
Yellowstone National Park, Wyoming. When Yellowstone Lake was invaded by an
exotic lake trout (Salvelinus namaycush), managers were worried that the growth
of this species would significantly reduce the population level of the Yellowstone
cutthroat trout (Oncorhynchus clarkii bouvieri), a native species that supports an
inland fishery and a variety of nonhuman species, such as ospreys, pelicans, river
otters, and grizzly bears. Chad Settle et al. (2002) specified a model for two separate
systems: the economic system in Yellowstone National Park and the ecosystem in and
around Yellowstone Lake. They asked whether their model, which combines details
of an economic system and an ecosystem with explicit feedback links (economic and
ecological factors are jointly determined) between them, yields significantly different
results than a model that ignores those links. Their economic-ecological model,
predicted that when ecosystems change, people will change their economic behavior,
which in turn affects the ecosystem; correspondingly, any alterations in the ecosystem
affects human economic behavior, including economic production possibilities.

Settle et al. (2002) ran three different scenarios with their model. The best-case
scenario is a hypothetical one, when the lake trout are costlessly eliminated from
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Yellowstone Lake. Under this optimistic scenario, the cutthroat trout would return to
the lake as if the lake trout had never invaded in the first place. The worst-case scenario
occurs if the lake trout are left to their own devices, which would have the effect of
producing the smallest viable population of cutthroat trout. Their third policy scenario
involved the National Park Service gillnetting the lake trout in order to reduce the risk
to cutthroat trout populations.

Their results showed that a dynamic model that integrates ecological and economic
systems with feedback links between the two systems yields significantly different results
than when one that ignores these links. In every scenario they outline, cutthroat trout
populations differ in both magnitude and survival rates once feedback is allowed
between the two systems. For both the best-case and policy scenarios, Settle et al.
(2002) predicted the steady-state population of cutthroat is lower without feedback
than with feedback. Given the worst-case scenario, however, ignoring feedback leads
to estimating a relatively high cutthroat population. Settle et al. concluded that “basing
policy recommendations in Yellowstone Lake on data from models without feedback
puts cutthroats at greater risk than would be true if feedback was explicitly considered”
(2002: 309). In this case, the policy recommendations derived from a model without
ecological factors would be worse than those derived from a model that connects the
economic system to an ecological system with explicit feedback links.

As with the case of Helmus et al., the “exchange gain” of including an ecological
system with explicit feedback links in the cutthroat trout example can be purchased
rather cheaply. The latter does not require the development of a completely new theory
of bidirectional collaboration between economists and ecologists. Instead, the model
of Settle et al. merely required the addition of feedback variables that link two jointly
determined systems. In this case, the economic variable that constitute the economic
system is not jettisoned or even supplanted by another variable. Rather, the traditional
economic theory, in this case, is retained, but in supplementary form.

2.5 Conclusion

Ideas of disciplinary purity have long reinforced a divide between the natural and
social sciences. In this chapter, we have argued that, when it comes to the objects of
study in ecology and economics, ideas of disciplinary purity have been underwritten
by the artificial-natural distinction. We have tried to problematize this distinction, and
thus disciplinary purity, both conceptually and empirically.

If we accept that a central goal of ecology and economics is to develop stronger
predictions and explanations, and to develop better policy prescriptions, then a
commitment to disciplinarity purity—for the sake of purity—can be a bad thing.
Our two case studies have shown that an inflexible commitment to purity can entail
predictions that are worse than those provided by interdisciplinary science. There are at
least some cases in which interdisciplinary exchange between ecology and economics
is preferable, for epistemological and practical reasons, to these two sciences operating
independently. Our hypothesis is that, in a growing number of cases, entangled
phenomena will require an interdisciplinary treatment.
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To be clear, our aim has not been to argue that we should revolutionize the divisions
of science, but to simply urge that they do not always reflect the evidence we have
about our current world, and thus that the divisions themselves should not structure
or determine interactions across disciplines. As Banu Subramaniam has recently
written, disciplinarity tends to “obfuscate the inconvenient, avoid the uncomfortable,
and promote ignorance about the profoundly powerful insights of interdisciplinary
thinking” (Subramaniam 2014: 225). We agree with ecologists Boris Worm and Robert
Paine that “the recognition of a novel geological epoch might also provide a new
focus for ecology and the study of humans as a primary and dominant component of
contemporary ecosystems,” but wed add that this will require interaction with social
scientists, including economists (Worm and Paine 2016: 601). And, the reverse is
true as well: it is to be expected that, in a growing number of cases, economics will
need ecology, too. Indeed, in the age of the Anthropocene, without interdisciplinary
exchange it is to be expected that ecology and economics would relinquish global
relevance because the distinct and separate systems to which each pure science applies
will only diminish over time.

Notes

1 Our modest claim is that the artificial-natural distinction makes interdisciplinary
exchange less likely.

2 'The Millian view of classical political economy has not only been significant for the
trajectory of contemporary neo-classical economics but it has also been central to the
works of leading contemporary philosophers of economics, such as Dan Hausman
(1981) and Nancy Cartwright (see Hartmann et al. 2008) as well.
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Commentary: Toward a Philosophy and
Methodology for Interdisciplinary Research

Michiru Nagatsu

1. Introduction

As DesRoches, Inkpen, and Green (DIG hereafter) point out, philosophers of science
have been thinking about the nature and functions of scientific disciplines since Kuhn,
but it is only recently that they started to systematically study how disciplines interact
with each other. Not only historical but also other empirical methods such as qualitative
case studies and quantitative methods (e.g., bibliometrics) have been utilized for this.
However, few studies focus specifically on interdisciplinary interactions between
economics and ecology, the practical relevance of which should be obvious to those
who consider sustainability as a major challenge of our time. This chapter by DIG is
thus a timely contribution both theoretically and practically. Since the chapter is well
organized and its gist clear, in this commentary I will focus mainly on complementing
and challenging its arguments.

In this commentary I will do two things: first, since interdisciplinarity is a relatively
new topic in philosophy of social science, I will relate it to the existing debates in the
field to guide the reader. I will argue that DIG’s artificial-natural ontological distinction
cannot be operationalized based on the “distance from human cause.” Rather, specific
ways in which human cause is special need to be unpacked. Second, I will highlight
some ambivalence in their methodology of interdisciplinary research and suggest a
more explicit (and perhaps conservative) methodology of interdisciplinary model-
building, drawing on an ongoing study of interdisciplinary environmental sciences
I have been working on with Miles MacLeod.

2. The Artificial-Natural Distinction

Disciplinary purity of economics and ecology that DIG highlight is closely related
to the general problem of the social-natural distinction that philosophers of social
science have been debating over many decades. Does social science have to be
somehow different from natural science because of the ontological peculiarities of the
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human and the social, vis-a-vis the natural? As DIG state (p. 7), Mill’s first concept
of nature suggests a negative answer by noting that everything is natural including
human agents and their intentional activities. This position corresponds to the
underlying metaphysics of naturalistic philosophy of social science, which rejects any
ontological divide between the natural and the social, and as a corollary, rejects any
methodological divide between the two sciences. In contrast, Mill's second concept of
nature isolates human agents and their activities as belonging to a specifically agential
domain, thereby allowing the nonnaturalists to argue for a distinct methodology
to study them, such as introspection and hermeneutic interpretation. I consider
the standard strategy to ease this methodological tension is to say that the general
standards of scientific reasoning such as rigorous causal inferences and severe testing
of hypotheses apply to all sciences (since everything they study is natural in Mill’s
first sense), while at the same time accepting different methods to be epistemically
fruitful in different domains, depending on their specific features. In short, the strategy
is to erase the dichotomous artificial-natural distinction and redraw more fine-grained
distinctions between different domains of science (see Mitchell 2009). This strategy
is reflected in the current practice of many philosophers specializing in particular
sciences (philosophy of biology, philosophy of economics, philosophy of physics, etc.),
who work more or less independently from each other.

In philosophical and methodological discussions of interdisciplinarity, however,
it becomes necessary to explicitly compare the domains of different sciences in
question and their methodological ramifications. The challenge here, however, is not
to demarcate scientific disciplines from unscientific ones or to rank them in terms of
scientific rigor (as assumed in the naturalism vs. anti-naturalism debate in philosophy
of social science) but rather to figure out epistemically gainful ways of linking distinct
but closely related sciences. DIG’s approach to this theoretical-methodological
problem is pragmatic: they take the natural-artificial distinction to be a matter of
degree, defined by “the relative detachment that the objects of study ... have in relation
to human agency” (p. 8, original emphasis). That is, the more remote the object is from
human agency, the more natural and less artificial it is, and can be studied accordingly.

This pragmatic approach will probably suffice in most contexts, but it misses an
important question of why the relative detachment from human agency matters in
the first place. Take, for example, atomic bombs, one of the examples DIG give. The
authors claim that atomic bombs are “deemed artificial since they were intentionally
built by human agents and they possess a variety of anthropogenic features”(p. 8).
In this sense atomic bombs are very close to human agency, but this proximity to
human agency does not imply that the mechanisms of those bombs have to be studied
differently from those of naturally occurring objects. Laws of physics should apply to
both (in fact, first atomic bombs were invented by physicists such as von Neumann).
Using proximity to human agency as a degree of artificiality is misleading if the
natural-artificial distinction (or continuum, as suggested by DIG) is supposed to imply
different methodological practices. One should ask why agency is special as a cause in
the first place.

In this regard, philosophy of social science has several conceptual resources to offer.
Take, for example, the distinction between interactive and indifferent kinds made by
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Hacking (1999). Indifferent kinds include tigers and gold, which are traditionally
called natural kinds, and called as indifferent because the categorized objects do not
intentionally respond to the categorization. In contrast, interactive kinds include
homosexuals and housewives, which, while having somewhat stable clustering
properties, can change their behavior in response to the very categorization either
by conforming to or deviating from it, thereby affecting the validity of the original
categorization. More generally, the reactivity of human agency to scientific theorizing
and manipulation, and its methodological implications, have been discussed in the
literature (Cooper 2004; MacKenzie, Muniesa, and Siu 2007; Jimenez-Buedo and
Guala 2016).

Game theory may also offer a useful perspective to understand the natural-artificial
distinction. In game theory, an interaction between agents is modeled as a game
consisting of players, their alternative actions, and outcomes as combinations of these
actions. The crucial insight is that the outcomes for one player is affected not only by
what she chooses but also by what others do, and vice versa. In contrast, Nature is
used as a metaphorical figure whose actions are stochastically selected, independent of
what other players think or do. In this framework, the fact that human agency affects
Nature means that human players change Nature’s available “actions” by modifying her
conditions, as well as the probability distribution of which options she “chooses” in the
future. But still her course of choices will not be affected by other players” preferences
over outcomes and expectations about her choice because she has no beliefs nor
preferences. As a result, human-Nature interactions are not fully analyzable by game
theoretic concepts such as Nash equilibrium. But to the extent that human interactions
mediated by such changes in Nature are the focus, game-theoretic analysis may be
useful (cf. Bailey, Sumaila, and Lindroos 2010, review the use of game theory in fisheries
management). In fact, human interactions mediated by technological changes (such as
the invention of atomic bombs) have been intensively studied by game theorists. In this
regard, it is probably not a coincidence that Thomas Schelling, the prominent game
theorist who worked on the Cold War conflicts, was in his later career interested in
how the geo-engineering technologies affect the politics of climate change.

The point of these examples is not that reactivity or intentionality crucially
demarcates the artificial from the natural. Rather, the point is that there are different
mechanisms through which agency affects the object of study, and that it is these
specific mechanisms that pose specific methodological challenges. Reactivity or
performativity of agents to social (scientific) categorization is one such mechanism.

In considering methodological and empirical implications of the Anthropocene,
one should thus carefully consider the ways in which human agency makes a difference
in the natural domains, and what kind of repercussions that difference has in the
artificial or social domains. The Anthropocene might require natural scientists to pay
more attention to human agency and how it affects their theorizing about the nature.
Conceptual resources provided by the philosophy of the social sciences in the debates
over the social-natural divide may be useful in this new challenge.

Another important dimension along which to distinguish the natural from the
artificial is the relevance of values. In social sciences, values—what they are, how people
try to achieve them, and whether a given means to realize them is optimal—have
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been central objects of inquiry. In contrast, in natural sciences human values have
been always in the background of their modeling practice. Of course, philosophers of
science have discussed value neutrality of natural science (Nagel 1979), more recently
in the context of inductive risks and related discussions of epistemic roles of non-
epistemic values (Douglas 2000). However, in these contexts values are categorized as
external constraints on objective epistemic activities, rather than the main object to
study and control. Can we maintain this division of labor in the Anthropocene?

Let’s consider the case of ecology and economics. Can ecologists focus on empirical
issues of how ecosystems operate while economists handle value-related issues of
how to govern them? The current controversy around ecological economics seem to
challenge this division of scientific labor. Economists have been criticized for treating
natural capital as infinite and perfectly substitutable with capital and labor, following
Ricardo, as DIG point out. Note, however, that the issue here is strictly empirical, that
is, that natural capital is not infinite. And judging whether or not this is the case seems
to belong to the expertise of ecologists, not economists, and therefore this critical
interactions between ecologists and economists do not violate the abovementioned
division of ecology and economics along the no value-value line.

A more substantial challenge to the division is found in ecological economists’ work
on the value of ecosystem services, which has been criticized by economists for being
conceptually confused (Costanza et al. 1997, 2014). In this controversy, ecologists (or
ecological economists) have directly dealt with the measurement of values (specifically,
the dollar value of the planet Earth), which has invited economists’ criticism about how
they go about in this business. Generally speaking, economics has well-articulated and
systematized models and methods to calculate and evaluate (and sometimes optimize)
anthropocentric values as preference satisfaction from actual as well as potential use of
the environment, while ecology does not have such an articulate system of valuation.
Ecologists might even have an implicit notion of valuation that is at odds with
economists’ anthropocentric approach. And yet ecologists are increasingly aware of the
need of more systematic ways of modeling values and trade-offs of competing values,
in particular, in the context of natural resource management (Stephenson et al. 2017).

Why is the clear division of labor between natural and social scientists—the former
study natural systems while the latter study value systems—being challenged? Perhaps,
this is where the natural-artificial continuum helps us clarify what is going on. That
is, since the environment is becoming more and more artificial in the sense of being
affected and modified by human agency, it becomes necessary to explicitly evaluate its
values in relation to what we can do to it. Even the most untouched wilderness needs
to be valued in this way because our alternative actions make a difference to its destiny.
If, in contrast, something is really natural in the sense that it is beyond human agencial
cause, then there is no need for valuing it because its destiny is beyond our control. We
now know that nothing is that natural on Earth.

To sum up this section, I discussed two implications of DIG’s natural-artificial
distinction-continuum. In terms of empirical methodological repercussions, this
distinction does not seem to have much bite. It is more important to look at exactly
how human agency is special as a natural cause, rather than how far things are from
it. And debates in the philosophy of social science may provide useful empirical and
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conceptual resources. In contrast, the distinction-continuum is more directly relevant
to social scientists’ traditional monopoly of value-related investigations. As the
environment becomes more artificial, the impact of human agency on it looms larger.
Accordingly, natural scientists may need to explicitly evaluate consequences of human
actions, or social scientists may need to incorporate unanticipated consequences
of human actions down the causal chain in their valuation of alternative actions.
Alternatively, they can engage in interdisciplinary research in which their expertise
complements each other. I will discuss the methodology for this in the next section.

3. Methodology of Interdisciplinary Science

The main theses of DIG are that the current divisions of science, in particular between
economics and ecology, “do not always reflect the evidence we have about our
current world [the Anthropocene], and thus that the division themselves should not
structure or determine interactions across disciplines” (p. 25). This is a variation of
prevalent calls for interdisciplinary research. According to the widely cited definition,
interdisciplinary research is

a mode of research by teams or individuals that integrates information,
data, techniques, tools, perspectives, concepts, and/or theories from two or
more disciplines or bodies of specialized knowledge to advance fundamental
understanding or to solve problems whose solutions are beyond the scope of
a single discipline or field of research practice. (National Academy of Sciences
2005: 26)

According to this definition, two key rationales for interdisciplinary research are
epistemic and practical. The epistemic rationale, simply put, is that since the world
is not chopped up in a disciplinary way, fundamental understanding necessitates
knowledge integration across disciplines. The practical rationale, in a similar fashion,
states that since the real-world problems and concerns do not correspond to the
academic disciplinary structure, real solutions need to come from research that cut
across the disciplines.

These lines of reasoning can easily lead to a radical recommendation to dissolve
disciplinary structure altogether, which has been criticized by sociologists of science
such as Jacobs (2013). DIG clearly do not endorse such a radical position, but there is
some ambivalence in their chapter. On the one hand, they propose a new ontology—the
natural-artificial entanglement—as the basis for criticism of the status quo. And they
favorably cite ecological economics as a “transdisciplinary field”—the term associated
with radical knowledge integration that sits at the top of epistemic hierarchy, above
inter-, multi-, and cross-disciplinarity in interdisciplinarity studies’ parlance. On the
other hand, DIG’ actual examples of ecology-economics interdisciplinary exchange
seems less radical. What do they have in mind when they say existing disciplinary
divisions of labor should not structure or determine interactions between disciplines?
What should substitute them?
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In this regard, DIGs examples of methodologically “cheap” exchanges are
suggestive. Despite their potentially radical call for interdisciplinarity, their cases that
show tangible exchange gains are cases in which methodological costs of bilateral
interactions are kept low. This suggests how difficult it is in practice to come up with
completely new interdisciplinary models. In general, cognitive obstacles arising from
ontological, conceptual, and methodological mismatches between disciplines make
interdisciplinary research difficult (MacLeod 2018). Given such obstacles, using cheap
exchanges to gain tangible epistemic and practical benefits is an effective and legitimate
interdisciplinary model-building strategy.

MacLeod and Nagatsu (2018) call this strategy substitutive model-coupling.
Substitutive model-coupling occurs when two fields share model templates of roughly
similar structure for solving given classes of problems but use simplified methods
and representations for components of those templates, which another field can
handle with much more sophistication. MacLeod and Nagatsu (2016) have closely
studied interactions between ecologists and economists addressing renewable natural
resource management problems. Concerning modeling of values, ecologists use what
economists would consider unreflective optimization criteria, with a history of relying
on maximum sustained yield (MSY), which omits crucial economic considerations
such as discounting of future value. Economists instead use as a management goal
the maximum economic yield (MEY), that is, net present value of a flow of a given
stock over an infinite time-horizon, taking more economic variables into account.
Concerning modeling of tree growth, economists traditionally use crude biomass
models for representing tree growth, which can then be replaced with more realistic
process-based models with more variables and structure.

We find that substitutive model-coupling (including DIG’s cases of variable
substitution) can be a very effective interdisciplinary platform if it leverages off preexisting
relations between variables to join components from different disciplines. Since, for the
most part, the components are already in spatial and temporal alignment within the
existing frameworks, scale problems do not arise. Furthermore, model construction
tasks largely remain within the domain of each discipline, and thus under governance
of their own disciplinary methods and standards. Since the modeling components are
well integrated and relationships clear, feedback between components can be used to
help better design components using information from across disciplinary boundaries.

There are a couple of differences between our case and that of DIG. First, our case
involved coupling of models, not just substitution of variables. This means that the
seemingly simple borrowing involved substantial mutual adjustments of details of
models from ecologists and economists. In this sense, substitutive model-coupling is
not as cheap as it seems. Second, and as a result of the first point, our case demonstrates
tangible mutual epistemic gains, while the cases of DIG seem more like those of
unilateral knowledge transfer than interdisciplinary exchange. We observed that
economists” optimization became more realistic, and biologists’ tree-growth model,
which replaced economists’ simpler biomass model, has also received corrective
feedback from the economic model as a result of model integration. These differences
in detail notwithstanding, our case and that of DIG both suggest that interdisciplinary
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exchange (or collaboration in our case) can yield tangible epistemic benefits with
relatively low costs of model adjustments while maintaining the existing division of
cognitive labor under favorable conditions such as relative similarity in modeling
scales and concepts between disciplines.

Now, coming back to the other side of the ambivalence, namely DIG’s radical
proposal to go beyond the current disciplinary structure in interdisciplinary research,
it seems that their cases do not motivate such a radical move. MacLeod and Nagatsu
(2018) identify other types of integrative model-building strategies (modular model-
coupling, integral modeling, and data-driven modeling), with their own affordances
and limitations, but none of them support such a radical proposal, either. More
generally, we argue that the convergence of interdisciplinary model-building strategies
into these four types reflects a disciplinary way of effectively organizing problem-
solving activities around a limited number of model-templates. We need to take such
cognitive functions of disciplinarity more seriously.

I would like to add a final observation, which goes beyond the considerations of
cognitive obstacles in interdisciplinary exchange. As I mentioned briefly in Section 2,
economics and ecology may be different not only in epistemic standards but also in
their value orientations. The latter kind of differences might, in distinct ways, make
it difficult for the two disciplines to use common models. For example, MSY, which
seems an unsophisticated management goal to economists, is still commonly used in
fisheries science and in policy. Although there are probably cognitive (e.g., inertia)
and many other contingent factors, differences in value orientations (e.g., economists’
commitment to anthropocentrism and/or ecologists implicit rejection of it) may be
one of the factors that need to be addressed. Although philosophers of science have
studied the plurality of epistemic values, they have not systematically studied the
plurality of non-epistemic values and how they affect epistemic activities, disciplinary
or interdisciplinary. The interactions between economics and ecology provide
fascinating cases to be explored for this purpose.

4. Conclusion

DesRoches, Inkpen, and Green’s chapter is a fresh contribution to the growing field
of philosophy of interdisciplinarity. Its virtues include (1) its explicit discussion of
the history of the natural-artificial distinction and (2) its hands-on focus on concrete
cases of interdisciplinary exchange between two practically relevant fields, economics,
and ecology. Although much of conceptual issues—what interdisciplinarity is, how it
is different from cross-, multi-, and transdisciplinarity (Huutoniemi et al. 2010), as
well as what interdisciplinary exchange is and what this metaphor implies—are in the
background and not explicitly discussed (see Griine-Yanoff and Méki 2014), DIG’s
focus on concrete and practical cases is informative. I see the future of philosophy of
interdisciplinarity in this type of work, and in particular I suggest differences in value
orientations across disciplines and their epistemic implications as an important topic
to be explored in the future.
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Team Agency and Conditional Games

Andre Hofmeyr and Don Ross

3.1 Introduction

All of economics is concerned with how some agent could do something better or
best, in response to choices of other agents, resource constraints, and incentives
defined as such by reference to the agent’s goals. It is appropriate to refer to “agents”
rather than to “people,” because in many economic models the agents are firms,
or households, or governments, or teams. Indeed, the overwhelming majority
of economic applications concern aggregated responses (Ross 2014, chapter 5).
Notwithstanding this fact, economics is frequently associated, both by its critics and
by many of its leading practitioners and textbook authors, with individualism, the
view that individual people are in some sense the fundamental sites of agency on
which others are dependent.

Economists typically do not give individualism an ontological interpretation, that
is, as reflecting a metaphysical doctrine to the effect that all properties of nonindividual
agents must decompose into, or be functions of, individual human (or other animal)
agents. Even if some economists, when they dabble in philosophy, adhere to such
social atomism, “official” individualism is usually held to be “methodological” and
might be expressed as the following constraint on economic model-building: a sound
economic model should not require any individual human agent to choose an action
that is suboptimal for her, given the choices of the other agents, without some (good)
explanation (Ragot 2012).

Stated this way, methodological individualism as expressed in game-theoretic
applications is the assumption that the solutions of all models involving individual
human agents, either explicitly or implicitly, should be compatible with a non-
cooperative Nash equilibrium of a game, that also models the interaction,' and in
which the individual people in question are the players. Binmore (1994) provides an
explicit defense of this methodological principle.

Following Ross (2014), we distinguish two variants of substantive (i.e., not merely
methodological) individualism. Normative individualism refers to the Enlightenment
conviction that individuals, not groups, are the centers of human dignity and valuation
that most deserve valorization. In modern democracies this is a premise that liberals and
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conservatives generally share. It is typically assumed in welfare economics. Descriptive
individualism, by contrast, refers to the view that people acquire their preferences
asocially. Descriptive individualism is, in general, false: most human preferences, and
almost all of the most important ones, are copied from other people or shaped under
their guidance and tutelage. Individual human distinctiveness merits valorization
because its cultivation and maintenance is an achievement for members of a social
species given to high levels of suggestiveness and conformity. Thus, far from being in
tension with one another, normative individualism and descriptive anti-individualism
make a naturally complementary pair.

The fact that people tend naturally to identify with social groups to which they
belong, but simultaneously strive to operate and optimize individual utility functions,
is a phenomenon that a fully adequate economic modeling apparatus should be able
to represent. This is one of the aims of the team reasoning idea promoted by Martin
Hollis (1998), Robert Sugden (1993, 2000, 2003), and Michael Bacharach (1999,
2006). In Bacharch’s (2006) unfinished? treatise Beyond Individual Choice: Teams and
Frames in Game Theory, he and his scholarly executors emphasize that most people
are experienced in executing gestalt switches between individual and group agency,
sometimes choosing in such a way as to maximize an individual utility function
and sometimes choosing in such a way as to maximize the utility of a team with
which they identify. Furthermore, people are often aware of this gestalt duality and
can and do compare and weigh the alternatives suggested by each gestalt in specific
circumstances.

Ross (2014) argues that this phenomenon is better characterized as team agency
rather than team reasoning, because like most economic responses it only sometimes
involves deliberate reflection. This is not to say that when people reflexively optimize
the utility of a group rather than themselves this doesn’t amount to a choice. There is
generally some hypothetical incentive that could move a person to try, in a specific
interaction, exclusively to optimize her self-interest. The point, then, is that some
chosen identifications do not result from reasoning, even though by definition all
choice is motivated. But Bacharach (2006) and his executors use the phrase “team
reasoning” because they link the modeling problem to the rational solution of
equilibrium selection problems in game theory.

In the chapter to follow, we will first summarize the team reasoning idea as
Bacharach (2006) conceives it. However, we will then show that the effect of team
reasoning on equilibrium selection in games is generalized, both conceptually and
technically, by Wynn Stirling’s (2012) modeling framework for conditional games. As
with other games, conditional games might or might not be explicitly represented
by their players; sometimes they might be selected and stabilized by processes of
biological, but in humans more typically social and institutional, evolution. If Stirling
generalizes Bacharach where game theoretic representation is concerned, this can be
seen as supporting Ross’s (2014) suggestion that team reasoning is at best one special
mechanism that supports team agency. If team reasoning sometimes goes on, discovery
of the mechanisms that implement it falls within the domain of psychology rather than
economics. What economists need to be able to model is team agency; and thanks to
Stirling they now can.

9781474248754_pi-374.indd 68 @ 15-Mar-19 5:27:25 PM



®

Team Agency and Conditional Games 69

3.2 Equilibium Selection and Team Reasoning

Equilibrium selection problems in game theory arise from the fact that many games
have multiple Nash equilibria (NE), but often some NE seem more “sensible” and people
in fact converge on them, even though the formal theory of choice that is built into
game theory’ includes no axioms or principles that recommend it. This property of NE,
taken as a problem, motivated the refinement literature of the 1970s and 1980s (Kreps
1990), which sought to add restrictive axioms to solution concepts and thereby rule out
“inferior” NE as solutions. This approach threatened to degenerate into a programme
for rationalizing every distinct situation as a sui generis game, thus eviscerating the
explanatory and predictive power of NE, and so was largely abandoned in the 1990s in
favor of evolutionary and behavioral approaches to equilibrium selection. Behavioral
models tend to restrict solutions by motivating bounds on people’s rationality, whereas
evolutionary models hardwire agents with strategies and rely on evolutionary dynamics
to provide estimates of the likelihoods with which various equilibria will be played in
a particular population.

In contrast to these approaches, Bacharach (2006) argues that when “fully rational”
individual people reason as members of teams, some equilibrium selection problems
dissolve. He focuses on three types of game to illustrate and defend his general proposal.

The first type is the pure coordination game, for which the strategic form is
presented in Table 3.1. Players 1 and 2 simultaneously choose “Heads” or “Tails”” If the
labels match (i.e., Heads and Heads or Tails and Tails) the players each receive their
highest-valued outcome. If the labels do not match, each player receives an outcome
with lower utility. The game has two pure strategy NE, (Heads, Heads) and (Tails,
Tails). In experiments literally involving coins, people tend to converge on (Heads,
Heads) (Mehta, Starmer, and Sugden 1994). This suggests that (Heads, Heads) tends
to be salient in the sense of Schelling (1960). Salience, famously, operates exogenously
and is not captured by NE as a technical solution concept.

The second game Bacharach considers is the Prisoners’ Dilemma (PD), as shown
in strategic form in Table 3.2. The PD’s unique NE is (Defect, Defect), but the outcome
when both players adopt their dominant strategies, (2, 2), is worse for both players
than what they each would have obtained, (3, 3), had they adopted their dominated
strategies instead.

Bacharach argues that the one-shot PD presents a problem for applied game theory
because in experiments many pairs of human players arrive at the Pareto superior
outcome.

Table 3.1 Pure Coordination Game

Player 2
Heads Tails
Player 1 Heads L1 0,0
Tails 0,0 I 1

9781474248754_pi-374.indd 69 @ 15-Mar-19 5:27:25 PM



®

70 Contemporary Philosophy and Social Science

Table 3.2 Prisoners’ Dilemma

Player 2
Cooperate Defect
Player 1 Cooperate 3,3 1,4
Defect 4,1 2,2
Table 3.3 Hi-Lo Game
Player 2
High Low
Player 1 High 2,2 0,0
Low 0,0 1,1

Bacharach argues that the third game he considers, the Hi-Lo game of Table 3.3,
provides the most representative frame for understanding the general class of
equilibrium selection puzzles for which pure coordination and PD games furnish
special cases. Hi-Lo has two pure strategy NE, (High, High) and (Low, Low), where
the former Pareto dominates the latter.

Hi-Loraises the samekind of equilibrium selection problem, according to Bacharach,
as a pure coordination game because NE as a solution concept does not prescribe play
of one pair of equilibrium strategies over the other. But the indeterminacy in Hi-Lo
seems particularly troubling because in actual applications people have no problem at
all in coordinating on the (High, High) equilibrium.

If we are willing to incorporate bounds on people’s rationality, then it is easy to
explain the selection of (High, High): if each player assumes that the other assigns
equal probability to both strategies, then High is a mutual best response. But given the
simplicity of the game this approach is unconvincing. If a style of unbounded reasoning
that would prescribe the choice of High in this game can be identified, then Bacharach
argues that it might also account for the solution principles apparently used by many
or most human players of pure coordination games and one-shot PDs. Bacharach’s
(2006) theory of team reasoning is intended to identify such a general solution.

In motivating his proposal, Bacharach also directs attention to non-toy examples
such as the “offside trap” in football (soccer) where defenders simultaneously run
forward so that the other team is caught offside when it tries to attack the goal. Each
defender has two strategies: she can try to steal the ball from the attackers and block
the goal, or she can rush forward. If all defenders choose the second strategy, they
might catch the attackers offside. The first strategy, Bacharach argues, is akin to
playing Low in Hi-Lo while the latter is equivalent to playing High, because when
everyone adopts the offside trap defense, the likelihood of success is greater. Such play
is routinely observed in experienced teams. Can game theory be used to play any role
in explaining this achievement?
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Team reasoning, according to Bacharach, provides the answer. Players using such
reasoning find the strategy profile that yields the highest possible payoff for the team,
and then the players adopt the strategies which, in combination, produce the profile.

To develop the idea, we begin with what Bacharach refers as a simple coordination
context. Assume that there is a set T of n agents, with a set of feasible profiles of options
O, and a shared ranking of these profiles as embodied in the payoff function U.* Thus,
a simple coordination context is the triple (T, O, U). Bacharach argues that many
non-toy situations have the properties of a simple coordination context, and directs
attention to hypothesized causal processes or choice mechanisms that determine the
actions of agents in these contexts. One such choice mechanism, which Bacharach calls
simple direction, has the following features. Let 0* be the profile o that yields the highest
value of U. Under simple direction, we assume that a (# + 1) agent, the director, works
out 0%, identifies the agents in control of the constituent components of 0% tells each
agent i to execute her component o,* and the agents then perform the directed actions.
If all the members of T are influenced by simple direction, then 0* is implemented and
U is maximized.

Team reasoning, Bacharach (2006: 123) argues, is “do-it-yourself direction.” Agents
in a simple coordination context team reason about choice problems as follows: each
computes the optimal profile 0*; each identifies their component 0% and each reasons
that she should perform o,* because that is the component of the optimal profile over
which she has control. Clearly, if everyone in T team reasons, then the optimal profile
0*is implemented and team welfare, as embodied in U, is maximized.

Team reasoning is thus a two-step process. The first step involves reasoning at the
group level so as to identify the optimal profile 0*. The second step involves reasoning
at the individual level so as to select and implement o % the individual’s component of
the optimal profile 0*. When the agents in T execute the profile 0%, Bacharach refers
to the mechanism by which they do so as a team mechanism and the members of T as
a team.

If we apply the logic of team reasoning to Hi-Lo, we see that the equilibrium
selection problem dissolves. If the players of Hi-Lo team reason, they will identify
(High, High) as the optimal profile (step one), and they will then each execute High,
as this is each player’s action from the optimal profile under her control (step two).

What should we expect when T includes team reasoners and non-team reasoners?
And what happens when one cannot determine with certainty who is a team reasoner
and who is not a team reasoner? These cases lead Bacharach to the notions of a restricted
coordination context and unreliable coordination context, respectively.

A restricted coordination context occurs when there is common knowledge among
the agents as to who team reasons and who does not team reason in a particular group.
The latter agents are referred to as the remainder and they are assumed to adopt a fixed
sub-profile fof actions, which is known to the team reasoners. The team reasoners in the
group apply restricted team reasoning, the goal of which is to maximize U subject to the
constraint that the non-team reasoners will adopt f. A restricted coordination context
is arguably more realistic than a simple coordination context, but a generalization of
both of these interactions is an unreliable coordination context.
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The scope of a restricted coordination context is limited by two assumptions.
The first is that there is common knowledge concerning those agents who comprise
the remainder. In most coordination contexts there is likely to be uncertainty about
who team reasons and who does not. The second assumption is that the agents in the
remainder adopt a fixed sub-profile f. It may be the case, however, that members of the
remainder have strategic inclinations of their own which produces a noncooperative
game between the team reasoners and the remainder. Bacharach refers to this case as
the strategic remainder problem; it is discussed in detail in Bacharach (1999). We will
focus on the limitations engendered by the first assumption, which Bacharach terms
the unknown remainder problem.

Assume that membership of the remainder is determined by a random process.
That is, let M be a mechanism governing team choice, and assume that every agent
functions under M with probability ®, which is common knowledge among the group.
Assume further that if agent i turns out to be in the remainder, she adopts option f,
where f, is referred to as her default choice. We can describe this unreliable coordination
context by the collection (S, ®, O, U, f), where S represents the set of n agents, o is the
probability of functioning under M, O is the set of feasible profiles of options, U is the
shared payoft function, and f is the profile of default options. T' now represents the
subset of agents from S that function under M, and R = S — T denotes the remainder.

In an unreliable coordination context, the crucial issue is how a team defines an
optimal profile given the probability ® of functioning under M. The first-best profile o*
is unlikely to be attained because that is only possible when all agents function under
M. The optimal profile in this context will be the one that maximizes the expected
value of U and thereby takes into account the probabilities of functioning and failing
under M. This particular profile is labeled 0**, and it is to be understood as the profile
that maximizes the expected value of U given that each agent i will choose o, with
probability o and f, with probability 1 — o.

In an unreliable coordination context, the interpretation of a team mechanism is
one where the agents adopt o,** if they function under the mechanism, such that the
mechanism delivers the profile 0**. A team is therefore defined as those agents in S
who function under the mechanism M, which implies that T'is a random set of agents.
The definition of team reasoning in this context follows naturally from the definition
given earlier: each agent i in T (i.e., an agent that functions under M) determines 0**,
and then identifies and implements o,**. Bacharach refers to team reasoning in this
unreliable coordination context as circumspect team reasoning. This mode of reasoning
is efficient, in the sense of maximizing the expected value of U, even when there is
uncertainty about which agents will function and fail under the mechanism.

A reader who finds this framework useful for analysis is bound to wonder what
conditions, in general, tend to generate team reasoning. Bacharach argues that group
identification primes team reasoning and he refers to this as the reasoning effect of
group identification.

This brings us squarely to the question of how we identify human game players with
(economic) agents. When we attribute agency to an individual person, it is natural to
think about the person’s options and his or her ranking of alternatives. In this case,
one asks questions of the form, “What should he or she do?” But when we attribute
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agency to a group of people, the focus can shift to the profiles which the group can
enact, and to the group’s ranking of the outcomes. Then the question of interest might
change to, “What should they do?” Note that this latter question exemplifies the first
step of a director’s reasoning. Bacharach’s core intuition is that as the focus shifts from
the options that an individual can choose to the profiles that groups can implement,
the answers to these should-do questions change from being indeterminate (as in the
equilibrium selection problem) to determinate.

Suppose that instead of simply attributing agency to a group from the outside (i.e.,
the case of the director), members of the group come to self-identify with the team.
In this case, the relevant question changes from, “What should they do?” to, “What
should we do?” Bacharach argues that when people start to ask these questions they
undergo a two-part transformation: they experience not only a payoff transformation
(seeking to promote U rather than u,) but also an agency transformation—each person
thinks of herself as a component part of the team’s agency. Then just as the director
engages in the first step of director reasoning so the team member engages in the first
step of team reasoning, identifying the profile that maximizes U.

Bacharach argues that the likelihood of group identification is a function of a range
of factors, some of which may be identifiable characteristics of a strategic interaction.
One such characteristic is strong interdependence: each player realizes that she will do
well from framing her decision in terms of team agency only to the extent that she can
be assured that her similarly motivated partner takes a particular action, and there is
uncertainty as to whether the partner will take the action in question. In coordination
games, PDs, and Hi-Lo games, solving for equilibria of the interactions among players
optimizing their individual preferences does not provide such assurance.

Bacharach refines this notion of strong interdependence to define the
interdependence hypothesis. Consider the profiles S and S*, where § is a solution to the
game when players reason individualistically, e.g., (Defect, Defect) in a PD, and S* is
optimal for the group, e.g., (Cooperate, Cooperate) in a PD. Strong interdependence
implies that, given S and S*, the players have common interest in, and copower for, S*
over S, while recognizing that S is a solution to the game that will obtain if the players
reason individualistically. The interdependence hypothesis is that group identification
is stimulated by perception of strong interdependence.

Bacharach then argues that the salience of strong interdependence, the lack of
countervailing pressures to self-identify, and the degree of strong interdependence
are likely to affect the tendency to group identify, as implied by the interdependence
hypothesis. Finally, he argues that when endogenous group identification occurs, the
shared payoft function U will respect unanimity: if u, and u, i # j, share the same
ranking of profiles, then U will embody this ranking.

We are now in a position to state Bacharach’s proposed resolution of the selection
problem that seems to leave the game theorist unable to apply the Hi-Lo game
analysis reasonably to applications with human players. In strategic interactions that
fit the Hi-Lo specification, strong interdependence is highly salient and the payoft
assignment indicates that there are no countervailing pressures to self-identify. As the
players” preferences are in perfect alignment, u, and u. will share the same ranking
of profiles and, by unanimity, the group payoft function U will embody this ranking.
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Consequently, the tendency for players to group identify will be strong, and, if this
occurs, it sets in motion the process whereby players team reason, identify (High,
High) as the best profile, and then implement the action that falls to them as part of
the optimal profile, that is, play High.

Bacharach argues that this theory has a far wider scope than coordination games.
Specifically, strategic interactions, such as Stag Hunt, Battle of the Sexes, and PD, which
embody mixed motives, are likely to prime group identification and prompt team
reasoning. However, these games differ in important ways from coordination games.
In mixed-motive games, there are countervailing pressures to self-identify, which,
therefore, imply reduction in the salience of strong interdependence. Consequently,
one expects team reasoning and attainment of the optimal profile for the team to be
less prevalent in these interactions than in coordination games. People might waver
between the gestalts of self-identification and team-identification.

In mixed-motive games, the link between the group payoff function U and the
individual payoff functions u, and u, is more complex than in games where players’
utilities are perfectly aligned. Bacharach argues that when endogenous group
identification primes team reasoning, the shared payoft function U will respect
unanimity in 4, and 4, and symmetry between individual payoffs. That is, in the PD
example below, we only need to specify u, to account for the strategy profile when
one player cooperates and the other defects, rather than use two variables to index the
outcomes in which one player cooperates and one defects.

Consider Table 3.4 below, which represents a generic PD, where C stands for
Cooperate and D stands for Defect. The following inequalities must hold for the game
to be dominance-solvable: a > b > ¢ > d. In addition, for (C, C) to be Pareto optimal, b >
[(a +d) / 2]. Now suppose that we want to find mechanisms which maximize U, where
U is defined as a sum of agents’ payoffs, and assume that anyone in the remainder
plays D as her default choice. Assume further that the players interact in an unreliable
coordination context and will engage, therefore, in circumspect team reasoning.

The first-best profile 0* is (C, C) and if @ = 1, this profile will be enacted. But if ®
< 1, then matters are more complicated. Let u . = 2b represent the sum of individual
payofts when both players cooperate, u, = 2c represent the sum of individual payoffs if
both players defect, and u, = a + d represent the sum of individual payoffs if one player
cooperates while the other player defects; the subscript F refers to free-riding. Given
the inequalities above, u_ > u and u_> u,.

Now consider the profile (C, C). With probability ®? both players will adopt the
profile and u_ will result; with probability 2w(1 - ®) one player will play C while the

Table 3.4 Generic Prisoners’ Dilemma

Player 2
C D
Player 1 C b, b d,a
D a,d G C
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other plays D and u, will result; and with probability (1 - ®)* both players will play
D and u,, will result. Thus, the expected value of U for the profile (C, C) is EU(C,
C) = 0’u, +20(1 - 0)u, + (1 - 0)’u,.

Now consider the profile (D, D). As D is the default choice of both players, they
will adopt the (D, D) profile with certainty and u,, will result. Finally, consider the two
profiles (C, D) and (D, C). As one of the players is always playing D, the expected value
of U from these profiles is: ou, + (1 - ®)u,,

To determine 0**, the profile which maximizes U in an unreliable coordination
context, we must consider two cases. The first is where u, > u_. In this case, EU(C,
C) = 0’u,+20(1 - 0)u, + (1 - ®)’u, > ou, + (1 - w)u, = EU(C, D) = EU(D, C) for all
values of @ and (C, C) therefore defines the profile 0**.

The second case is where u,, > u,. In this situation, the optimal profile 0** depends
on the value of . To see this, normalize u_ = 1 and u, = 0 and note that u, < 0. Then,
EU(C, C) = o + 20(1 - w)u, > 0 = EU(D, D) © o > [2u, / (2u, - 1)]. The reverse
holds if @ < [2u, / (2u, - 1)]. In words, at high values of o (i.e., when the likelihood
that agents function under M is high) the optimal profile 0** is (C, C), but when the
value of ® is low, the optimal profile 0** is (D, D). Thus, the PD can be averted when
the probability that agents team reason is relatively high.

In summary, Bacharach’s theory structures models in which individuals may undergo
payoff and agency transformations when strategic interactions are characterized by
strong interdependence. Such interdependence prompts group identification and team
reasoning, which together entail identifying the optimal profile and then reasoning to
the conclusion that each player should adopt her component of the optimal profile.

Bacharach’s project reflects the assumption that to explain the outcome of an
interaction by identifying it with the equilibrium of a game requires specifying a
path of reasoning that would select the outcome in question. This leaves open the
possibility that people sometimes reach the outcomes that team reasoners would by
other means—say, emotional identification with symbols of fused agency. In such
instances, Bacharach’s account encourages the judgment that game theory has nothing
to contribute to the explanation. The agents in this kind of case don’t decide that it
is best to reason as a team, but simply do fuse their agency; if they participate in any
processes usefully modeled as games, these will be interactions of their team with
other agents (including, perhaps, other teams).

Following Coleman (1990), Ross (2014) argues for wider applicability of game
theory. The mathematics of games is the basis for more than models of rational choice
based on deliberation; it is also a technology for modeling social group formation and
maintenance. Evolutionary game theory is one widespread approach to this project,
but it abstracts from the context of choice altogether; individuals in evolutionary
games simply express strategies selected by fitness competitions. If people can in fact
switch between individually framed and team-framed agency in the course of their
strategic interactions, as Bacharach suggests and as observation supports, then it is
natural to ask whether game theory can contribute anything to our understanding of
this. If, in fact, it can, then a second question arises: might the strategic principles that
govern team framing itself also help to explain the relative stability of the equilibria at
which teams arrive?
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The issue at hand transcends questions about the reach of game theory. Bacharach
defends a deontological interpretation of team reasoning as a driver of behavior. Once
an individual has identified the optimal team profile and her component in it, he
insists, she is rationally obliged to execute her component. Bacharach refers to this as
the projection feature of profile-based reasoning, arguing that, “The underlying general
principle is that I cannot coherently will something without willing what I know to be
logically entailed by it” (2006: 136). It seems plausible that people sometimes reason
in this way. However, we are sceptical of a claim to the effect that when people identify
with teams and choose actions accordingly, they typically do so by means of reasoning
or are much influenced by “logical compulsion” Game theory, like economics, is
concerned with choices. If choice is defined in terms of outputs of reasoning processes,
it follows that an account of team agency must be an account of reasoning. It might not
necessarily be an account of actual deliberation in which people consciously engage, but
rather an ex-post rationalization of behavior that serves as a “stand-by” or “back-up”
to more common behavior-generating processes, as per the account of Pettit (2001).
However, in our view, a general theory of an aspect of agency, particularly economic
agency, should reflect the more deflationary account of choice that, as argued by Ross
(2014), partly distinguishes economics from psychology, both methodologically and
in terms of explanatory domains. According to this deflationary view, a behavior is
chosen just in case it is subject to influence by incentives, regardless of whether the
causal channel that links incentives and behavior involves deliberation. For example,
if people spontaneously copy the behavior of higher-status, kin-bonded, or apparently
successful people without thinking, this behavior can still be regarded as chosen
because counter-incentives could dampen it, even though by hypothesis it does not
result from reasoning.

An empirical basis for doubting that team reasoning is the only, or even principal,
basis for team agency among people is drawn from developmental psychology. In efforts
to shed light on the evolutionary depth of human altruism, researchers have compared
spontaneous prosocial behavior in human and chimpanzee infants (Warneken and
Tomasello 2006, 2007, 2009a, 2009b). Much of the focus has been on sharing, which
does not necessarily implicate team agency. However, one of the primary alleged
sites of difference between young humans and young chimpanzees has been based
on observations of spontaneous assistance provided to adults who feign difficulty in
completing tasks. The claim that young chimpanzees do not do this has been called
into question (Horner et al. 2011); but the claim that humans as young as fourteen
months join the projects of others without direct inducement by contingent reward
is well established. This is at least prima facie evidence that team agency in humans
is a natural propensity, rather than behavior that depends on deliberate reasoning. If
young chimpanzees in fact show the same proclivity, at least under certain conditions,
this would provide further grounds for seeking a more general theory.

Thus there are both theoretical and empirical motivations for seeking a more
general game-theoretic account of team agency. A theory of team reasoning would
then be a special application of this more general theory that could augment the relative
stability of team solutions in groups of agents who are overwhelmingly motivated by
rational deliberation. Wynn Stirling (2012)° has recently provided a formal theory that
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Ross (2014, chapter 5) conjectured as filling just this role. In the next section, we first
summarize Stirling’s construction, and then confirm Ross’s conjecture.

3.3 Conditional Game Theory and Social Agency

The avowed aim of Stirling (2012) is to develop a concept of group preference, which
is not simply an exogenous aggregation of individual preferences, but which arises
endogenously as social influences propagate through a group. Stirling’s framework is a
strict generalization of orthodox, non-evolutionary game theory that incorporates the
influence of social bonds through the technology of conditional preferences.

To illustrate the intuition we employ an example due to Ross (2014). Consider a
Board of Directors that must decide whether to engage in a risky hostile takeover bid.
There are at least two ways in which the views of the board can be elicited. Under
process (1), the chair sends out a detailed risk analysis of the costs and benefits of
the proposed takeover prior to the board meeting. Under process (2), the chair, citing
security concerns, presents the same information to the board but only after they have
assembled in the boardroom. The question of interest is whether these two processes
should be expected to yield the same outcome.

Process (1) encourages the Board members to form unconditional preferences prior
to the meeting, which they might then defend against other members’ arguments.
Process (2), by contrast, may induce members to monitor one another while they decide
which option is best and may lead them to modulate their preferences on the basis
of the preferences of others. Under both processes, differing individual preferences
are likely to be expressed through nonunanimous votes. But the distribution of these
preferences might vary across the two scenarios because process (2) encourages
revelation of preferences that are influenced by information about the preferences of
others, which thereby affords more opportunity for preference calibration.

The starting point of Stirling’s analysis is the distinction between what he terms
categorical and conditional preferences. Categorical preferences unconditionally define
an agents ranking of all possible outcomes, regardless of other agents’” preferences,
whereas conditional preferences are based on influence flows that propagate through
a group and define agents’ rankings of alternative outcomes as conditional on the
preferences of others. This propagation of influence flows, which is modeled using
graph theory, defines a social model that enables agents to jointly consider individual
and group interests, as in Bacharach’s framework, but without requiring us to leave the
Nash constraint.

Building on the earlier example, but simplifying to the case of the chair and one
board member, assume that each player has two actions®: support (S) the takeover
bid or do not support (NS) the takeover bid. Thus, the outcome space for this game
is (S, S), (S, NS), (NS, S), (NS, NS), where the chair’s action is listed first and the
board member’s action is listed second. Assume further that the chair has categorical
preferences over the action profiles but, as suggested earlier, the board member’s
preferences may be influenced by the chair’s. Specifically, suppose that if (S, S) is the
chair’s optimal profile, the board member will define his ranking of the alternatives on
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the basis of this hypothesis. By contrast, if (NS, NS) is the chair’s optimal profile then
the board member may define a different preference ordering. Given the four possible
outcomes of this game, the board member can define different preference orderings
that are conditional on his conjecture concerning the preference ordering of the chair.

Stirling’s intuition is that as social influence propagates through a group and players
modulate their preferences on the basis of other players’ preferences, a complex notion
of group preference may emerge. This notion may not directly provide the basis for
action, but rather serve as a social model that incorporates all of the relationships
and interdependencies that exist among the agents. Stirling refers to this concept as
concordance and it captures the extent to which a conjectured’ set of (categorical or
conditional) preferences yield controversy within a group. Crucially, concordance does
not refer to the goals of a group nor to the goals of the individuals who comprise it,
but rather to the level of discord that hypothetical propositions concerning players’
preferences engender among members of the group.

For example, consider the following joint conjectures for the chair and board
member: a, = {(S, S), (S, NS)} and a, = {(S, S), (NS, NS)}. Assume that under a,, the
chair’s conjecture (S, S) is best for her and next-best for the board member while
the board member’s conjecture (S, NS) is best for him but next-best for the chair. By
contrast, assume that under a,, the chair’s conjecture (S, S) is, once again, best for her
and next-best for the board member while the board member’s conjecture (NS, NS) is
worst for both players. Which conjecture is likely to entail a greater level of controversy
among the players? The joint conjecture a, involves different conjectures by the two
players but they do not include the players’ worst outcome. The joint conjecture a,, by
contrast, incorporates a conjecture (S, S) that might be satisfactory to either player but
one (NS, NS) which is the worst for both players. Consequently, we might expect a,
to produce more severe dispute among the players than a, and an ordering over these
joint conjectures that is sensitive to these varying levels of controversy encodes the
concept of concordance.

The level of concordance varies with the specific strategic interaction under study.
In games where players’ interests are perfectly aligned, the extent of controversy will
be minimized when players conjecture identical action profiles. In zero-sum games, by
contrast, a low degree of controversy is more likely when conjectures are diametrically
opposed. In a penalty shootout in soccer, for example, success for the group (i.e., the
two teams together) requires fierce competition and rivalry, so if the goalkeeper were
to favor a conjecture similar to the striker, this would undermine competition and
produce a high level of controversy. As Stirling (2012: 40) notes, “even antagonists can
behave concordantly”

While the concept of concordance may provide the basis for an emergent notion
of group preference, its value derives from the extent to which it is determined by the
individuals who make up a group. In other words, concordance should not be imposed
exogenously on a group from the outside but should instead be determined by the
social linkages and influence flows among members of a group. Stirling refers to this
principle as endogeny. It is among the building blocks of his aggregation theorem, which
in turn provides a model of the social relationships and interdependencies of members
of a group, and a device for simultaneously representing individual and group agency.
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To develop a concordant ordering that respects the principles of conditioning (i.e.,
that players’ preferences may be conditional on the preferences of others) and endogeny,
Stirling employs the logic of multivariate probability theory in a praxeological context.
He urges us to understand praxeology on the basis of an analogy with epistemology.
Whereas epistemology is concerned with the nature and scope of knowledge and
classifies propositions on the basis of their veracity, praxeology classifies propositions
on the basis of their efficacy and efficiency.

In probability theory, given a set of two discrete random variables {X, Y}, the
conditional probability mass function p,,, (y | x) = P(Y =y | X = x) is a measure of the
likelihood that the random variable Y = y given that, or conditional on, the random
variable X = x. This conditional probability mass function is defined as the ratio of
the joint probability of X and Y and the marginal probability of X or p,, (y |x)=p,,
(x, y) / p, (x). Solving this expression for p, . (x, y) as the subject of the formula (i.e.,
Pyy (%)) =Py (¥ | x) x p, (x)) it is clear that the joint probability of X and Y can be
derived from the conditional probability of Y given X and the marginal probability of
X. In other words, probability theory provides a framework for combining information
from different sources—in this instance, the conditional probability of Y given X and
the marginal probability of X—to determine the joint likelihood of an event.

In the praxeological framework, Stirling’s goal is to derive a concordant ordering
for the group that combines the conditional and categorical preferences of members
of the group, in much the same way as the joint probability of an event is determined
by conditional and marginal probabilities. Working directly with preference
orderings quickly becomes cumbersome, so Stirling seeks to derive utility functions
that represent the players’ categorical and conditional preferences and the group’s
concordant preference ordering. The existence theorem for a utility function that
represents categorical preferences is well known, so we will focus on the derivation
of a conditional utility function and the principles which must hold so as to permit
aggregation of categorical and conditional preferences to derive a concordant utility
function.

Let {X,, ..., X }, n > 2, represent a set of n players, and let A, denote a finite set
of actions available to player i from which he or she must choose one element to
instantiate. An action or strategy profileisanarraya=(a,,...,a )€ A x...x A . Under
classical game theory, players have categorical utility or payoff functions defined over
strategy profiles: u: A x ... x A —R.

In the context of conditional preferences, it is useful to define the parent set
pa(X)={X,, ..., X, } as the n-element subset of players whose preferences influence X's
preferences. Assume that X the jth parent of X, forms the hypothetical proposition
that profile a, will occur. This hypothetical proposition is termed a conjecture. Thus,
leta ={a ..., a } represent the joint conjecture of pa(X,). Then there exists a function
that maps action profiles, conditional on the joint conjecture of pa(X), to the real line
R, which represents X’s preferences: u,, ‘Pu(xl,)(~ |a): A x...x A — R. Note that if
pa(X) = @ then the conditional utility u, |pacxy DECOmes the categorical utility u,. Given
the existence of a conditional utility function which represents players’ conditional
preferences, the collection {X, A, u 1, ..., n} constitutes a finite, normal form,
noncooperative conditional game.

i pagxip L =
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Returning to our example of the chair (C) and the board member (B), the conditional
game consists of two players {X_, X, }, each with two actions A, = {S, NS}, and the utility
functions u (a.) and Uy (a, | a ), for the chair and board member, respectively.

Note that through appropriate normalization one can ensure that all utilities (i.e.,
categorical and conditional) are nonnegative and sum to unity, which implies that
the utilities have all of the characteristics of probability mass functions. As discussed
earlier, in an epistemological framework marginal and conditional probabilities
can be combined to determine a joint probability: p, , (x, y) = p,, (¥ | x) x py (x).
Consequently, if the praxeology-epistemology analogy is appropriate, it may be
possible to aggregate the conditional and categorical utilities to define a group utility
function that incorporates the social linkages and interdependencies of members of
a group and thereby represents the level of concordance of the group. The benefit
of showing that this praxeology-epistemology analogy holds is that it will then be
possible to apply concepts from multivariate probability theory, such as Bayes’s rule
and marginalization, in a praxeological context and derive game-theoretic solution
concepts that incorporate both individual and group interests.

Returning to our example, the goal is to combine the categorical preferences of the
chair with the conditional preferences of the board member to produce an emergent
preference ordering for the group. The requirement is to prove that the group or
concordant utility U (a, a;) = Uy (a, | a.) x u._(a.). In words, the concordant utility U
is the product of the board member’s conditional utility and the chair’s categorical utility.

In assembling the basis for such a proof, Stirling adopts three further assumptions
or principles. The first is acyclicity, which means that no cycles can occur in the social
influence relationships among players. In other words, if the chair influences the board
member, then the board member cannot influence the chair. The problem with cyclical
influence relationships is that they raise the possibility of indirect self-influence: the
chair influences the board member, who in turn influences the chair, which leads to a
nonterminating cycle. Clearly, this limits the generality of the model, and in so doing
raises the stakes on its capacity to generalize the idea of team agency. As we shall see
below, however, the restrictive power of acyclicity is countered elsewhere in the theory.
An implication of acyclicity is that influence relationships are hierarchical and that at
least one player in a strategic interaction must possess categorical preferences. Another
implication is that social influence relationships can be represented using a directed
acyclic graph (DAG).

The second principle is exchangeability, which Stirling and Felin (2013) refer to as
framing invariance. This principle requires that if a strategic interaction can be framed
in different ways but there is no loss of information under the different framings,
then all framings must produce an identical concordant ordering. What this principle
implies is that players must be willing to take into consideration the preferences of
others when defining their own preferences, even if only to a small degree, and that the
same information is available to the players under alternative framings.

In an epistemological context, framing invariance is a natural restriction because
it implies that p, \ (x, y) = py, (v | X) x py (%) = p, () X pyy (x| ¥) = p, (> X). For
framing invariance to hold in a praxeological context, the concordant utility must
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satisfy the following conditions: U, (a , a,) = Uy (a, | a ) xu(a)=u,(a,)x Uy (a, |
ay) = U, (a, a_). In words, the concordant utility U_,, which combines the conditional
preferences of the board member and categorical preferences of the chair, must be the
same as the concordant utility U, , which combines the categorical preferences of the
board member and the conditional preferences of the chair. This principle mitigates
the restrictive force of acyclicity with respect to the range of interactions we can use
the theory to model.

The final principle required to derive a concordant utility function that has all of
the characteristics of a joint probability mass function is monotonicity. This is a natural
restriction on the concordant utility function, which ensures that no individuals
preferences will be arbitrarily subjugated by the group. Specifically, if an individual
or subgroup prefers option A to B and the other players are indifferent among them,
then the group must not prefer B to A. Thus, if the chair prefers S to NS and the board
member is indifferent, the group must not prefer NS to S.

Stirling (2012: 59-60) proves that if the principles of conditioning, endogeny,
acyclicity, exchangeability, and monotonicity hold, then a concordant utility function
exists that represents the social relationships of the group, and is derived from the
conditional and categorical utility functions of its members. The most general form of
the concordant utility function is

UXI . Xn (al’ e an) = an:l ux:\pu(x,')(ai I ai)

This expression shows that the concordant utility function, which combines
information in a praxeological domain, shares exactly the same syntax as a joint
probability mass function that combines information in an epistemological domain.
Consequently, the full power of multivariate probability theory (particularly Bayes’s
rule and marginalization) can be applied in a praxeological context to determine
effective and efficient action when social influences propagate through a group.

Marginalization is an important operation in the praxeological domain because
it allows the analyst to extract players’ ex-post preferences once social influence has
permeated the group. A player’s ex-post unconditional preferences are extracted in the
following manner:

Uy (ai) = Z~ai UX]...Xn (al’ s an)’
where X means that the sum is taken over all arguments except a. Note that
these ex-post categorical utilities represent the players’ preferences after taking into
account the social relationships and interdependencies that exist in the group. As the
preferences are unconditional, standard solution concepts such as dominance and NE
can be applied to them.

The preceding discussion is summarized in Figure 3.1. As social influences propagate
through a group, players define their conditional preferences. Through the process of
aggregation these social linkages and interdependencies lead to an emergent notion of
group preference: concordance. Finally, through the process of marginalization, the
analyst extracts the players’ ex-post categorical preferences.
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Figure 3.1 Conditioning, aggregation, and extraction.
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Source: Stirling (2012: 19).

Figure 3.2 Directed acyclic graphs.

Acyclicity implies that social influence relationships in conditional games can be
modeled using a DAG. A DAG is a graph made up of vertices or nodes, which in a
praxeological context represents the players, and directed edges or links, which capture
the influence relationships between the players. If one player, C, influences another
player, B, we write C — B, where C is referred to as the parent of B and B as the child of
C. The set of parents of B is denoted pa(B) and the set of children of B is denoted ch(B).
If a vertex has no parents, pa(C) = &, then it is called a root vertex. Figure 3.2 shows
the DAG for the chair and board member example and the case where there is a chair
and two board members.

In the two-player DAG, the chair influences the board member but, given acyclicity,
the board member does not influence the chair. The board member’s conditional utility
Uy is represented by the edge between the nodes C and B. In the three-player DAG,
the chair influences board member B1 and board member B2, and board member
B1 influences board member B2. The influence flow between C and B1 is captured
by the conditional utility u, . and the influence flows between C and B1 toward B2
are captured by the conditional utility u The associated concordant utility for the
three-player DAG is

B2[BI1C
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Uepipo (6 b, b)) =u (c) x u

Cl

(b,c)xu (b,|c,b)

BI|C B2[BIC

This expression combines information from the categorical and conditional utilities
to define the concordant utility in much the same way that a Bayesian network,
which can also be represented in a DAG, combines information from marginal and
conditional probabilities to determine a joint probability. Thus, a DAG provides a
graphical method to represent the influence flows, and associated conditional utilities,
of a conditional game.

The three-player DAG in Figure 3.2 shows that B2 does not directly influence Bl
and that neither B1 nor B2 directly influence C. However, this does not imply that B1
and B2 have no influence on C whatsoever. Recall that the exchangeability constraint
means that a social model should be invariant to the way in which the information
about linkages and influence flows is aggregated. This implies that once the concordant
utility has been defined, we can apply Bayess rule to extract reciprocal influence
relationships. Specifically, suppose that B1 conjectures b, and we want to determine
the influence of this conjecture on the chair’s preference for ¢: u, (c | b,). The answer
follows directly from Bayes’s rule:

CJB1

(c|b,) = [u,, (b, | ) x u ()] / u, (b)),

Ui BIC

where uy (b)) is derived by marginalizing the concordant utility.

We can also determine the influence that B1 and B2 exert on C and the influence
that B2 exerts on Bl by computing the appropriate conditional and categorical
utilities using Bayes’s rule and marginalization. The crucial idea here is that once the
concordant utility has been defined, exchangeability implies that many hierarchical
structures are compatible with the social model of the group. In other words, the social
model is framing invariant.

Stirling then extends—as opposed to refines—the standard solution concepts of
dominance and NE, to apply over group-level preference orderings. His approach
is to extract a marginal utility for the group in much the same way as a marginal
utility for each player was extracted from the concordant utility. A crucial assumption
behind the procedure is that, given that players can only control their own actions,
each player will make conjectures over her own action sets and not those of other
players.

Thus, let a, denote the jth element of a, where a, is X/'s conjecture profile. Now form
the action profile (a,, ..., @, ) by taking the ith element of each X'’s conjecture profile.
Finally, sum the concordant utility over all elements of each a, except a, to form the
group utility or welfare function:

\% (a ..

XI1... Xn - a, ""an)

” ann) = Z~u11 2~m1n UXI...Xn ( 1
As Stirling notes, the group does not act as a single entity and it cannot, therefore,
instantiate its own preferred alternative, but the group utility provides a metric by
which individual players determine the impact of their choices on the group. In much
the same way as players can extract their marginal utilities from the concordant utility
function, they can extract their own individual marginal welfare functions from the
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group utility. Specifically, the marginal individual welfare function v , of X, is the ith

marginalof V-

v () =% )

(a,....a

~ai VXL..Xn n

The existence of group and individual welfare functions allows Stirling to derive a
solution concept that allows us to formally integrate consideration of the interests of
the group with consideration of the interests of the individual players. This solution
concept relies on the maximum individual and group welfare solutions.

The maximum group welfare solution is:

* —
ar= arg maXaeAl X ... X An VXI...Xn (a)

The maximum individual welfare solution is

S —
as=argmax ;i Vy (ai)

Ifa’=a forallie {1, ..., n}, the action profile is a consensus choice, meaning that
group and individual welfare is maximized when a is instantiated. As Stirling notes, a
consensus choice will often not exist, in which case players might be motivated to enter
into negotiation to reach compromise. In a noncooperative game setting, the outcomes
of such negotiations would need to be protected by commitment devices. This would
signal a failure of team agency to form, though repeated interaction with the resulting
new institutions might ultimately incentivize players to identify with them, and thereby
create conditions for team agency later. For present purposes, however, it suffices to
show that conditional game theory generalizes team agency in cases where consensus
choice applies, because Bacharach’s unanimity condition is a special case of it.

To show this, we begin with the PD. As Bacharach recognizes, one cannot obtain
cooperation in a PD—in his framework, the conditions for team reasoning are not
present—if no player cares about the welfare of the group at all. Thus, as established
by Binmore (1994), if the preference structure of the PD describes all of the relevant
preference information pertinent to the interaction, then general defection is the
only outcome that a game theoretic model of it can predict. Binmore further insists
that if the model does not incorporate all such information in the specification of
preferences, then the game should not be characterized as a PD in the first place.
However, admitting the mere possibility of team agency allows us to admit that more
than one game structure might be relevant to modeling an empirical interaction. This
situation is hardly unprecedented in economics. We are used to the idea, for example,
that a plurality of models are useful for foregrounding different aspects of international
trade, oligopoly, national production, and other phenomena. Stirling (2012: 80) draws
adistinction between simple reciprocal altruism that transforms PDs into coordination
games, and background representations of interaction structures in which players’
models of their own and others’ preferences are consistent with the PD structure, but
they are also aware of preferences they would have conditional on the implementation
of some degree of socially mediated agency. This is indeed the basis on which Stirling’s
general framework is given its name.
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The machinery by which Stirling represents genuine PD structure simultaneously
with scope for team agency representation are cooperation and exploitation indices.
Specifically, Stirling endows each player X, with a cooperation index a, € [0, 1] and
an exploitation index B, € [0, 1], where o, represents the extent to which a player
is conditionally willing to cooperate, and B, represents the extent to which a player
is conditionally willing to exploit his or her partner. Because these tolerances are
conditional on the same model transformation, we impose a minimal consistency
requirement by assuming that o + < 1. To respect acyclicity, assume further that
X, has categorical preferences and that X,’s conditional preferences are conditional

on X .
1
Given the cooperation and exploitation indices, X ’s categorical utility is defined as
follows:
u,(C,C=uq, u,(C,D)=0
u, (D,C) =B, u, (O,D)=1-a, -,

In the PD representation of the interaction, B, > a, > 1 - a, - B, > 0, and X, has a
categorical utility function such that u , (C, D) > u,, (C, C) > u,, (D, D) > u, (D, C).

For the conditional representation, we calculate u,, ., (a,, a,, | a,, a,) by
computing utilities for every possible conjecture that player X, can make. Assume that
if X, conjectures either (C, C) or (D, D), then X, will place all of her conditional utility
mass on the same action profile. In other words, if X, conjectures cooperation then X,
finds it optimal to cooperate, but if X, conjectures defection then X, finds it optimal
to defect. If X, conjectures (C, D), then X s utility mass will be apportioned according
to her cooperation and exploitation indices. Specifically, X, will assign a, to (C, C), B,
to (C, D), 1 - 0, - B, to (D, D) and zero utility mass to (D, C) because this is the worst
possible outcome for X,. Finally, if X conjectures (D, C), the worst outcome for X, X,
should place zero utility mass on (D, C), a, and (C, C), B,on (C,D) and 1 - a, - 3, on
(D, D). The conditional utilities associated with each conjecture of X, represented in
the columns, and every action profile, which can be instantiated by the two players,
represented in the rows, are given in Table 3.5.

To compute the concordant utility, we combine X s categorical utility with X s
conditional utility: U, ., (a,,a,) = Uy (a,,a,|a,,a,)xu,(a,a,,). Theresultis shown
in Table 3.6, where the rows index X ’s conjecture and the columns index X’s conjecture.

Table 3.5 Conditional Utilities of the Prisoners’ Dilemma

(au’ alz)
(a,,a,,) (C,C) (C,D) (D, C) (D, D)
(C,C) 1 a, a, 0
(C,D) 0 B, B, 0
(D, C) 0 0 0 0
(D, D) 0 1-a,-B, 1-a,-B, 1
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Table 3.6 Concordant Utilities of the Prisoners’ Dilemma

(a,,a,,)
(a,,a,) (C, Q) (C,D) (D, C) (D, D)
(C,C) a, 0 0 0
(C, D) 0 0 0 0
(D, C) o,B, B.B, 0 B,-a,B, - BB,
(D, D) 0 0 0 1-a -B

Table 3.7 Ex-post Payoff Matrix of the Prisoners’ Dilemma

X,
C D
X, C o, 0+ of 0, 3,8,
D BI’O l_al_Bl’l_a]_aZBl_BlBZ

The concordant utility can now be used to extract the ex-post marginal utilities,
the group welfare function, and the individual welfare function. X ’s ex-post utilities
are equivalent to her categorical utilities, whereas X)’s ex-post utilities must be
derived through marginalization: u, (a,) =X _, U, ., (a,, a,). For example, u_, (C,
C)=o0,+0+0ap +0=a +a,p,. The ex-post payoff matrix for the PD is shown in
Table 3.7.

The group welfare function for this two-player game is derived using the following
expression: V, (a,a,)=X X _ U, (a,a). For example, V, (D, D)=,
+0+p,-a,p, -BB,+1-0a -B, =1-a -af,. The full group welfare function is

Vi (G C) =0,

Vo (GD)=0

Vi D, C) =ap,

Vi (D:D)=1-0a, -af

Finally, the individual welfare functions are extracted from the group welfare

function using marginalization: v, (a) = X (a,, a,). For example, v, (C) = 0, +

~ai VXIXZ
a,B,. Thus, the individual welfare functions are

v, (C) =0, v,(D)=1-0
v, (O =a +opB v,(D)=1-0a -0,/
To find the NE of this game after incorporating the social influence flows between X,

and X, we work directly with the conditional and categorical utilities (Stirling refers to
the equilibria identified using this method as conditioned NE) or the ex-post marginal
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utilities (Stirling refers to the equilibria identified using this method as ex-post NE).
The two approaches yield identical solutions. Table 3.7 shows that (D, D) is a NE for
all admissible values of o and . Unlike the unconditional PD, (C, C) is a NE when
a, > B. Furthermore, when o, > B, (C, C) is a consensus choice because it maximizes
both group and individual welfare. In an unconditional representation of the play that
will in fact be observed, this would be reflected in altered payoff rankings, making the
empirically correct unconditional game an Assurance Game rather than a PD.

It is intuitive that if both players prefer cooperation to exploitation then (C, C) will
be a conditioned or ex-post NE, but this result fails to highlight the role that social
influences can play in this game. To see this, assume that o, = 0.6 and 3, = 0.3 and that
a, = 0.3 and B, = 0.6. Thus, X ’s cooperation index is twice as large as her exploitation
index, but X’s cooperation index is half as large as her exploitation index. So, in the
absence of influence flows, X is a cooperator and X, is an exploiter. But after X, takes
into account X ’s preferences, X,’s penchant for exploitation is tempered by X ’s desire
for cooperation and (C, C) is a conditioned NE.

While explaining cooperation in an empirical interaction that might be mis-
predicted if we attend only to its unconditional model as a one-shot PD is an important
accomplishment, we must keep in mind Bacharach’s argument that the litmus test for
an effort to represent team agency is that it furnish an explanation for High play in
Hi-Lo. We now show that conditional game theory passes this test. In the discussion
below, H stands for High and L stands for Low.

To allow social influences to affect the analysis of Hi-Lo, we endow each player X,
with a High play index o, € [0, 1] and a Low play index B, € [0, 1], where o, + B, = 1,
because the players will assign zero utility mass to mis-matches, that is, (H, L) and
(L, H). Assume again that X ’s preferences are categorical and that X,’s conditional
preferences are conditional on Xs.

Given the High play and Low play indices, X’s categorical utility is defined as
follows:

u, (H,H) =0, u, (H,L)=0
u, (LH) =0 u, (L, L) =B,

To calculate u 0 Gy | a, au) it is necessary to compute utilities for every

(a
possible conjectul)r(él)i)lf player X,. Assume that if X conjectures either (H, H) or (L, L)
then X, will place all of her conditional utility mass on the same action profile. That is,
if X, conjectures High then X, finds it optimal to play High but if X, conjectures Low
then X, finds it optimal to play Low. If X, conjectures (H, L) or (L, H), then X_’s utility
mass will be apportioned according to her High play and Low play indices. Specifically,
X, will assign a, to (H, H), B, to (L, L), and zero utility mass to (H, L) and (L, H)
because these are the worst outcomes for X,. The conditional utilities associated with
each conjecture of X, represented in the columns, and every action profile which can
be instantiated by the two players, represented in the rows, are given in Table 3.8.

To compute the concordant utility, we combine X’s categorical utility with X s
conditional utility: U, , (a,a,) =u

(a,,a, | a,,a,) x u, (a,,a,). The result is

X2 X2|X1
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Table 3.8 Conditional Utilities of the Hi-Lo Game

(all’ a12)
(a,,a,,) (H, H) (H, L) (L, H) (L, 1)
(H, H) 1 o, o, 0
(H, L) 0 0 0 0
(L, H) 0 0 0 0
(L,L) 0 ) B, !
Table 3.9 Concordant Utilities of the Hi-Lo Game

(a21’ azz)
(a,a,) (H, H) (H,1) (L, H) L1
(H, H) o, 0 0 0
(H,L) 0 0 0 0
(L, H) 0 0 0 0
(L,1L) 0 0 0 B,

shown in Table 3.9 where the rows index X ’s conjecture and the columns index X,’s
conjecture.

The concordant utility can now be used to extract the ex-post marginal utilities,
the group welfare function, and the individual welfare function. As X ’s preferences
remain categorical, her ex-post utilities are her categorical utilities, whereas X,’s
ex-post utilities must be derived through marginalization: u,, (a,) =X , U, ., (a,a,).
For example, u,, (H, H) = a, + 0 + 0 + 0 = 0. The ex-post payoff matrix for the Hi-Lo
Game is shown in Table 3.10.

The group welfare function for this two-player game is derived using the following
expression: V., (a,,a,)=% X U, (a,a,). Forexample, V,,  (H,H)=0a +0
+ 0+ 0 = a. The full group welfare function is

1X2

VX]XZ (H’ H) = a‘l
Vi (HLL)=0
V. (LLH)=0

X1X2
VX]XZ (L’ L) = Bl
Finally, the individual welfare functions are extracted from the group welfare

function using marginalization: v, (a) =XV,  (a,, a,). For example, v, (H) = a,.
Thus, the individual welfare functions are

VXI (H) = al VXI (L) = B1
v () =0, v (1) =B,
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Table 3.10 Ex-post Payoff Matrix of the Hi-Lo Game

XZ
H L
X1 H o, 0 0,0
L 0,0 [31, B1

To find the NE after incorporating the social influence flows between X, and X, we
work directly with the conditional and categorical utilities to identify the conditioned
NE, or with the ex-post marginal utilities to identify the ex-post NE. As desired, the
two approaches yield identical solutions. Table 3.10 shows that (H, H) and (L, L) are
NE for all admissible values of o, and B,.

When one focuses on the group and individual welfare functions, we see that group
and individual welfare is maximized through the profile (H, H) when o, > B,. As this is
the assumption in Hi-Lo, the profile that caters for the interests of the individuals and
the group is (H, H) and this is a consensus choice. Consequently, we would expect this
profile to be instantiated when players take into account their own individual interests
and the interests of the group, as encoded in the social linkages among the players and
expressed through the group welfare function.

3.4 Conclusion

Conditional game theory has full power to represent team agency using only resources
that can be defined within standard game-theoretic formalism, and which can be
represented using only standard solution concepts. It does not presuppose that players
explicitly reason their way to solutions based on identification with teams, but it
captures conditionalization of games by that mechanism, among others.

A conditional game-theoretic specification is also compatible with the hypothesis
that people experience the sorts of gestalt switches between individual and team agency
that Bacharach conjectures. Psychologists can contribute to our unified understanding
of social behavior by investigating the frequency of such switches, in both directions, in
different sorts of circumstances, along with general kinds of conditions that encourage
or interfere with them. It might be the case that, in most interactions, people either
simply assume group-level agency and stick to it, or play their unconditioned best
responses without reflection. (These tendencies might likely be both statistical and
context dependent). It might even be typically best—because of the importance of
stability of strategic expectations—if gestalt switches are relatively unusual.

The strategic life of a social being is complicated, and one of the leading sources
of this complication is multiple scales of agency. Game theory is up to the job of
representing this multiplicity. The philosopher’s task of assessing it through its many
normative angles and shadows is much less likely to find straightforward resolution,
but can benefit from the existence of a general technical framework in which to
describe its structure.
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Notes

1 We assume that because no model ever completely describes an economic interaction
or situation, interactions and situations can have multiple models that should be
compatible with one another where their applications overlap. In the kind of example
emphasized by Binmore (1994), bargaining scenarios are modeled as both cooperative
and non-cooperative games for different purposes; but the cooperative solution must
correspond to one of the Nash equilibria of the non-cooperative model.

2 Bacharach was approximately halfway through composing the manuscript when he
passed away unexpectedly in 2002. Sugden and Natalie Gold, one of Bacharach’s PhD
students at the time, edited his work and wrote introductory and concluding chapters
so that it could be published post mortem.

3 See Binmore (2009).

4 Following Bacharach, we use U to refer to the shared or group payoff function and u, to
refer to an individual payoff function.

5 See also Stirling and Felin (2013).

6 Actions properly refer to the alternatives available to a player at an information set
in the extensive form of a game, whereas a strategy is a complete plan of action,
specifying the move that a player will make at each information set where he or she
may be called upon to act. Stirling confines his attention to finite strategic-form
games and employs the term “action” interchangeably with “strategy.” Despite some
discomfort with this louche talk, we will follow his usage here.

7 'The notion of a conjecture is familiar from Bayesian games, where each player is
assigned a distribution of expectations over the elements of other players’ strategy sets.
In Stirling’s framework, this idea is generalized so that a conjecture is a belief about the
strategy profile that will be instantiated by all players, including the player to whom the
conjecture is assigned. As will become clear, it is the recursive nature of equilibrium
determination in conditional game theory that allows for this.
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Commentary: Explaining Prosocial
Behavior: Team Reasoning or Social Influence?

Cédric Paternotte

The problem of explaining cooperative and prosocial behavior has triggered or favored
many developments of game theory. Reputation, punishment, and social preferences
are but a few examples of explanatory concepts that have been successfully formally
explored in games of incomplete information, repeated games, and evolutionary
games. Nowadays, most game theoretical approaches focus on the evolution and
dynamics of social behavior, especially on its possible emergence and stabilization.
For all that, the project of providing rational justifications for social behavior has not
vanished. Bacharach’s study of team reasoning, which started about two decades ago,
and Stirling’s more recent work on conditional games offer two conspicuous cases that
epitomize this rational take. However, these two approaches seem radically different,
although they claim to illuminate similar behaviors. What is their relationship, if
any? Is one more general than the other, and, if so, in which sense? Basically, does
our prosocial behavior stem from our tendency to reason by adopting the perspective
of groups, or from the fact that our tastes and preferences result from an interplay of
mutual, social influences?

Hofmeyr and Ross precisely aim to answer such questions. By carefully describing
and explaining Bacharach’s and Stirling’s formal models, they reach the conclusion
that “the effect of team reasoning on equilibrium selection in games is generalized,
both conceptually and technically, by [Stirling]’s modelling framework for conditional
games” (3). To put it simply, Stirling’s social influence approach fully encompasses
Bacharach’s team reasoning. As a result, “team reasoning is at best one special
mechanism that supports team agency” (3), while “conditional game theory has full
power to represent team agency” (24). However, the full understanding of the two
formal approaches requires such a wealth of details that the authors have little space
left for actually comparing them.

I aim to complete Hofmeyr and Ross’s analysis by assessing the relative generality
of the team reasoning and social influence approaches. In this commentary, I pinpoint
several aspects on which they can be systematically compared, which allows for a more
nuanced assessment and leads me to doubt that either of them enjoys a higher degree
of generality.
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The discussion unfolds as follows. First, I explain why we should expect the
team reasoning and conditional preference approaches to be competing rather
than complementary. Second, I compare them with respect to several criteria: the
exogenous factors on which they rely, the range of behaviors they explain or exclude,
the situations to which they apply, their psychological interpretation, the nature of
the rationality they presuppose, and their epistemic assumptions. Overall, the links
between the two approaches are much less straightforward than may appear at first
glance; in any case, neither of them can be said to include or generalize the other.
I conclude on the relation between these approaches and on group agency in general.

1. Social Preferences and the Explanation
of Prosocial Behavior

Hofmeyr and Rosss (henceforth H&R) paper describes Bacharach and Stirling’s
accounts in detail. Let us highlight their main features so as to pave the way for their
comparison. As a first common point, note that both approaches follow the tradition
of explaining interactive behavior by relying on the concept of social preferences. This
means that they both consider agents that are motivated partly by their own payoff and
partly by that of others. This is a respectable option, which solves the problem of social
dilemmas by transforming them: if people cooperate in situations in which traditional
game theory says they should not, it is because they are motivated by more than their
own material payoff—they are playing a different game than the one based on material
rewards.

On this common basis, the two accounts offer different alternatives. Bacharach’s
explanation of interactive behavior by team reasoning follows three steps. First,
in an interactive situation agents may identify with a team, that is, adopt the team’s
preferences. This identification will typically depend on psychological processes
triggered by salient characteristics of the situation. Second, agents who have identified
with the team work out what would be the best collective strategy for the team,
taking into account the fact that the precise list of team members may be unknown
and that agents only have a known tendency to identify with a team, depending on
what is rational for the non-team reasoners. Third, team members do their part of
the best collective strategy (which prescribes an action for each of them). In short,
team reasoners do their part of what is best for the team with which they identify,
where what is best depends on how likely others are to identify as well (for an elaborate
description of the formalism and examples, see H&R, Section 3.2).

At first glance, Stirlings account is markedly different. It starts from the social
influences that exist among agents, from which it builds their conditional individual
preferences (conditional, because they depend on the preferences of the influencing
agents), which can thus be labeled “social preferences” Agents then reason individually
on the basis of these social preferences, according to the principles of classical game
theory, in order to determine their choice of action. In addition, the set of social
influences also allows one to derive the group and individual welfare functions, which,

9781474248754_pi-374.indd 94 @ 15-Mar-19 5:27:27 PM



®

Explaining Prosocial Behavior 95

respectively, determine the combinations of actions that are most beneficial collectively
and individually. This allows Stirling to determine the degree of consensus enjoyed by a
collective welfare, which depends on the discrepancy between the collectively optimal
strategy and the set of individually optimal ones. In situations where negotiation is
impossible, a collective strategy could not be enforced unless it is also a consensus
choice (see H&R, Section 3.3).

Before we compare Bacharach and Stirling’s approaches, one may wonder why they
should be considered as competing explanations in the first place. Indeed, they may
appear as complementary—as focusing on two different aspects of interactive rational
choice. Team reasoning operates on the basis of a predetermined collective utility
function, which represents the group’s goals, interests, or preferences. Team reasoners
decide to do their part of the best collective strategy, which can only be worked out
from the group utility. The social influence approach, however, starts from influence
relations between individual agents that ultimately generate a collective utility function
(the “group utility or welfare function,” H&R: 35). So it seems that the two approaches
deal with distinct aspects of interactive rational choice: social influences have to do
with collective preference formation, while team reasoning determines the decision-
making process that presupposes such collective preference.

However, this conclusion underestimates the generality of the social influence
approach. For it does not stop at establishing collective as well as individual
preferences; as illustrated by H&R in two examples (Section 3.3), it also produces
claims regarding the rationality of strategies in a given formal situation—just as team
reasoning does. For instance, the social influence and the team reasoning approaches
both offer methods in order to determine whether, and if so in what conditions, the
choice to cooperate in a Prisoners’ Dilemma (PD) may be rational. The social influence
approach is even more general, as it also determines whether a given set of individual
strategies may be a “consensus choice,” that is, whether “negotiation may be required
to reach a compromise solution” (Stirling and Felin 2013).

We now understand why Stirling’s approach may appear more general than that
of Bacharach. This is because the former encompasses more aspects of interactive
rational choice than the latter, namely the emergence of the decision context and the
conditions of implementation of the decision identified as rational. However, that the
domain of one account contains that of another one does not entail that the former
generalizes the latter, as they may still significantly differ within their overlapping
region. Accordingly, we now turn to their comparison.

2. Comparison

How do we compare formal accounts with overlapping target domains? There are
many possible criteria. For instance, Kuhn famously mentioned five values that govern
scientific theory choice: accuracy, consistency, scope, simplicity, and fruitfulness.
However, this list was not intended to be exhaustive, and not all criteria are relevant to
the case of social science. Moreover, these values can be interpreted in different ways
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and involve different subvalues. As I am primarily interested in H&R’s claim regarding
the respective generality of Bacharach and Stirling’s accounts, I focus on three criteria,
each encompassing two aspects, most of which are relevant to Kuhn’s values of scope
or of simplicity. First, competing models may differ with respect to their explanatory
power—the range of behaviors they explain (akin to Kuhn’s scope) and the amount of
presuppositions or parameters needed for such explanations (involved in a measure of
simplicity). Second, one model may be interpreted more generally than the other one,
because it covers either more real-life situations or a broader class of psychological
mechanisms (both relevant to scope again). This criterion seems favored by H&R,
as they claim that the social influence approach generalizes the team reasoning one
and applies to more real-life situations (whereas team reasoning applies only to
deliberation). Third, different accounts may be more or less demanding regarding the
epistemic or the rational assumptions they make about agents (all of which is related
to simplicity). I now consider each criterion in turn.

a. Explanatory Power

Explanatory range. What kinds of behaviors are explained by our two accounts? Let
me here focus on the category of cooperative and coordinated behaviors, a natural
application for both accounts, and to which the examples described by H&R belong.
Cooperation and coordination in one-shot (non-repeated) games are two stumbling
stones of classical game theory: cooperation in social dilemmas is individually
irrational, while efficient coordination is no more rational than inefficient
coordination—while human individuals typically cooperate and coordinate
efficiently. Bacharach’s team reasoners escape both pitfalls. A team reasoner will
cooperate in a social dilemma such as the PD, provided she is confident enough that
others will identify with the team (Bacharach 1999: 126-7; H&R: 19-22). Individual
reasoners endowed with social preferences may cooperate as well under even lower
levels of confidence (see Bacharach 1999: 128). However, for team reasoners it may
also be irrational to coordinate inefficiently (although this is always a rational option
for individual reasoners, even with social preferences)—for efficient coordination is
almost always collectively preferable to inefficient coordination. Indeed, Bacharach
saw this justification of efficient coordination as the main advantage of team
reasoning.

By contrast, Stirling’s social influence account is less explanatory. It can still label
cooperation as rational (H&R: 20-2). However, its balance sheet is less favorable in
the efficient coordination case. Even with preferences derived from social influences,
efficient and ineflicient coordination are both equally rational (H&R: 22). Still, group
and individual welfare may be maximized by efficient coordination under some
conditions. This says little more than the fact that both the group and the individuals
will be better off if agents coordinate efficiently rather than not. As a result, team
reasoning singles out efficient coordination, while social influences and individual
reasoning may justify inefficient as well as efficient coordination. Team reasoning thus
enjoys a greater explanatory range.
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Exogenous parameters. That a theory covers more phenomena than another one
may not mean much if it contains so many parameters that it may be made to fit any
circumstance. How easy is it to fit our two accounts to behavioral data? Bacharach’s
team reasoning depends on two kinds of exogenous parameters: the team’s utility
function and the probability that individuals identify with the team. The latter is
not really a parameter, because the theory generates predictions regarding behaviors
depending on the value of identification probability: it tells us what team reasoners
would do and not do for all such values. By contrast, the team utility function is
genuinely exogenous: Bacharach typically worked out his examples by equating it with
the mean of individual utilities (probably for the sake of simplicity); but any function
would be compatible with team reasoning. This may not be a problem, as it was enough
for Bacharach to show that it was possible for inefficient coordination not to be rational
(for one set of parameters).

Unlike Bacharachs account, Stirling’s account allows one to fully generate the
group utility function. It does so, however, on the basis of the influence relations that
hold between agents. More precisely, to apply his model one must specify, for each
“influenced” agent and each possible game outcome, what the agent’s utility would be if
other agents preferred this outcome. For a game with two agents and two actions each,
this means that sixteen utility values must be specified (compare to the four utility
values needed to specify Bacharach’s team utility function). Overall, if I understand
them correctly, the team reasoning model appears more explanatory than the social
influence one (at least with respect to the domain of cooperative behavior): it explains
more phenomena on the basis of fewer exogenous parameters.

b. Explanatory Potential

When comparing two formal accounts, one obvious move is to investigate whether
one formally entails the other, that is, in the case of models of rationality, whether
what counts as rational in one model is also necessarily deemed rational in the other.
Unfortunately, no such result is currently available in our case. Even if the team
reasoning and social influence models share no relation of formal entailment, their
respective generality can be compared at the level of their real-world interpretation.
Does one model fit more interactive situations than the other? Or does it fit more
psychological processes of human agents? Note that explanatory potential differs from
explanatory range: while the latter refers to the number of behaviors actually explained,
the former concerns the kinds of situations and of agents that the model covers—for
which it provides results, whether accurate or not.

Applicability. Team reasoning applies mainly to one-shot situations in which a
team utility emerges from the context, whether it be salient or already known (for
instance, in the case of preexisting teams). It is not clear how it would apply to dynamic
or repeated interactions—team reasoners, for instance, may not stick to a plan and
group identity may vanish if previous choices from others are incompatible with the
team’s best strategy. Social influence may arise just as generally: it may emerge from
certain situations or exist before the interaction due to some past history shared by
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agents (even if it may be difficult to see why agents would be influenced by others in
anonymous, one-shot laboratory interactions). Here, the fact that an account relies on
more exogenous parameters may be an advantage, as it allows it to fit more situations
(but will damage explanatory power, as seen above).

Note, however, that a formal aspect of Stirling’s account complicates its real-
life interpretation. For technical reasons, influences among agent may formally
be represented only by acyclic graphs; this means that two agents cannot mutually
influence one another. Formally, this is not an issue, because if agent A influences B
in a model, the same results may have been obtained in an alternative model where
B influences A (see H&R: 18). The crucial point is that in every model, at least one
agent will have categorical (unconditional) preferences that depend on no one else’s.
As aresult, the model cannot straightforwardly represent cases in which several agents
mutually influence one another—where they all have final preferences that differ
from their initial ones. In other words, the way in which the influences are formally
represented does not necessarily match the real influences relations that hold between
agents. This limits the applicability of the model.

Psychological generality. At the psychological level, both accounts are
noncommittal. Team reasoning is based on the psychological process of group
identification, by which an agent comes to conceive of her identity primarily as a
group member. However, “group identification,” notwithstanding its respectable
history in psychology, is a bit of a portmanteau expression, which may cover a variety
of causal processes—Bacharach (2006: 76) mentions eight possible causes and as
many kinds of effects of group identification. Still, the process of group identification
remains incompatible with some psychological facts such as the high sensitivity of our
preferences to the expectations of others; here, approaches such as Bicchieri’s (2005)
social norms account fare better.

Similarly, Stirling’s account fits several psychological mechanisms. Social influence
may represent the effects of imitation or of learning from others, and stem from feelings
such as admiration or even envy. I may want what I think others do because I realize
they understand something I do not, because I want to resemble them or fit in ... the
account is compatible with an impressive list of underlying motivations. However, it
is also restrictive in the following sense. In the social account, an agent’s preferences
are only influenced by another agent’s preferred outcome—not by her entire set of
preferences over all possible outcomes. In a fully general account though, agents may
be influenced not only by what others rank first but also by what they rank last, or by
the way in which they rank alternatives in general (for instance). Of course, including
such possibilities in Stirling’s model would render the set of necessary exogenous
parameters even less tractable. But this restriction on the possible influential factors
makes it less adaptable to various psychological mechanisms.

c. Agent Properties

I finally turn to the discussion of the conditions under which agents may cooperate
and coordinate according to the team reasoning and the social influence accounts.
How rationally and epistemically demanding are these conditions?
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Rationality. Our two accounts seem to equip agents with two different kinds of
rationality. Stirling’s is consistent with the individual rationality assumptions of classical
game theory. The set of social influences leads to modified individual preferences and
thus transform the initial game into a new one. Once these have been determined,
one may determine the set of (individually) rational actions by finding the Nash
equilibria (NE) of this transformed game (that is, the set of individual actions such
that no one may have attained a preferred outcome by deviating unilaterally). Typical
explanations of cooperative behavior based on social preferences follow precisely this
move: transform the game first, and then apply the classical tools.

Bacharach’s account posits a distinct type of rationality. For him, team reasoning
is the result of not only a “payoff transformation” but also an “agency transformation”
(H&R: 7)—the latter constitutes a novelty that is absent from typical social preference
accounts. To recall, the agency transformation consists in the agent’s determining
the collectively preferable strategy before doing their individual part of this strategy.
Agents then must check not only possible individual deviations (would she or he
benefit from doing something else?) but also collective deviations (would the team
benefit from a number of us doing something else?). So team reasoners must at least
consider more alternatives and possibly perform more complex calculations than
individual reasoners. Team reasoning is more cognitively demanding than individual
reasoning. The former may also be irreducible to the latter (see Hakli et al. 2010), at
least in the sense that they are not compatible with the same set of observed behaviors.

In addition, H&R claim that Bacharach’s account is limited to cases that involve
deliberation: either actual deliberation of agents, or “an ex post rationalization
of behaviour that serves as a ‘stand-by’ or ‘back-up’ to more common behaviour-
generating processes” (H&R: 10). By contrast, with respect to Stirling’s account,

If people spontaneously copy the behaviour of higher-status, kin-bonded, or
apparently successful people without thinking, this behaviour can still be regarded
as chosen because counter-incentives could dampen it, even though by hypothesis
it does not result from reasoning. (H&R: 10)

But this underestimates the similarity of the accounts. Both contain a utility
transformation part, and group identification involves as little deliberation as basic
imitation or learning. Then, both accounts make rationality assumptions. However,
the differences in terms of complexity and of forms of reasoning do not mean that
they exclude deliberation (in particular ex-post rational justification). Team reasoning
relies on a game-theoretic concept of equilibrium, just as social influence relies on NE.
Both may be reached by nondeliberative agents and both may be justified as rational
after the fact.

Epistemic assumptions. I finish with the epistemic demands of both accounts. In
Bacharach’s account, the exogenous parameters already discussed—the team utility
function, the probabilities that agents identify with the team, and even the fact that
these agents team-reason—are supposed to be common knowledge. Team and non-
team members must agree on the preferences of those who identify with the team in
order to work out the best collective strategy, either in order to do their part of it or
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to adapt their individual action to it (respectively). These are demanding conditions,
although not radically more so than is usually the case in game theory.

What about Stirling’s account? If agents must act according to a NE of the
transformed game, then the new utility functions must be common knowledge. This
means that the agents must be aware to some extent of the web of social influences
that surrounds them (from which the final utility functions are derived). One does
not need to know much in order to be influenced by someone, but he must know
considerably more if he is to work out what others will do, will expect him to do, and
so on. In Bacharach’s account, the context is supposed to make a team and one of its
many possible utility functions salient. For Stirling, only one set of individual and
collective utility functions is possible: if they result from the choice of interactive
agents, then they must be known at least approximately, and so must be the set
of social influences. This strikes me as a considerably more demanding epistemic
constraint.

3. Conclusion: Team Agency

Let us take stock. Regardless of the assessment of their respective explanatory power,
explanatory potential and assumptions about agents, it should now be clear that
neither the team reasoning approach nor the social influence can be deemed more
general or more specific than the other. They formally represent different psychological
mechanisms, are both applicable to overlapping but not identical sets of situations: one
is more rationally demanding, the other more epistemically so. Team reasoning has
more explanatory power (or so I have argued), but covers a smaller portion of group
agency.

This last point may ultimately cause one to favor Stirling’s account (if one really has
to choose). “Group agency” refers to a set of complex, intertwined social phenomena
that include group preferences, group intentions, group belief, group decision-making
... however imperfect it may seem, the social influence approach encompasses group
preference formation, group decision-making, and even negotiation. A few years back,
in a paper that brought together Bacharach’s game-theoretic account with Tuomela’s
philosophical theory of joint intentionality, Hakli et al. (2010) stressed that future
analyses should increase their focus on the emergence of group preferences. Among
other things, Stirling’s account is an attempt to do just that. Its relative neglect of rational
aspects may leave some room for its combination with the “agency transformation”
part of team reasoning. Only time will tell.
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Part Two

From Methodological Choice to
Methodological Mix

Summary of Chapters

The second part collects those chapters that place special emphasis on methodological
innovations and their contribution to research progress. The research discussed
is innovative because it employs novel methods, applies existing methods in new
contexts, or uses these methods in a novel integrated form.

Glenn Harrison’s chapter reviews the latest development in behavioral economics
called behavioral econometrics. Behavioral econometrics is one part of what Harrison
calls a methodological trinity that includes theory, data collection, and econometrics.
Harrison reviews the various methodologies of behavioral econometrics, with
illustrative case studies that showcase appropriate and inappropriate states of the art. The
methodological upshot is that valid tests of behavioral models need to simultaneously
handle theoretical, experimental, and econometric issues as an intertwined whole.
Harrison sets higher standards for the next generation of behavioral and experimental
economists; his methodological trinity thesis also challenges philosophers and
methodologists to more critically engage with scientific debates, without confusing the
popularity of a model with its confirmation. In his commentary, Nathaniel T. Wilcox
brings four themes to the fore that together provide historical and methodological
background against which Harrison argues for the methodological trinity in behavioral
economics. Wilcox invites philosophers and historians of science to fully develop these
fascinating themes.

Michael Woolcock defends the use of mixed methods for the evaluation of public
policies, particularly in the field of international development. When policies are
complex, says Woolcock, as they are in international development, any single method
is by itself insufficient to address the evaluator’s concerns regarding policy efficacy
and effectiveness. They in fact generate highly variable impact across contexts, space,
and time, and it is impossible to anticipate all the contingent events and decisions
that take place during implementation. Assessing this type of interventions thus
requires the evaluator to call upon the full arsenal of research tools available to social
scientists. Mixed-method research, which consists in the integration of qualitative and
quantitative approaches, permits to overcome the weakness inherent in either approach
while taking advantage of the strengths of both. In her commentary, Nancy Cartwright
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reinforces and extends WoolcocK’s conclusion. In particular, she suggests that we
should leverage the plurality of methods when we are interested in the effectiveness
not only of complex intervention but of interventions of any kind.

Charlotte Vangsgaard presents the work done at ReD Associates, a strategy and
innovation consulting company. Vangsgaard claims that current marketing research
is deeply informed by a Cartesian worldview and largely draws on quantitative
methods and economic models constructed on false assumptions about consumers’
behavior. ReD Associates replaces the Cartesian-quantitative paradigm with an
approach borrowed from the humanities and the social sciences which is deeply
informed by Heideggerian philosophy. This alternative paradigm aims at providing
a more integrated and comprehensive understanding of consumers’ experience. By
using qualitative-ethnographic research, ReD achieves a deeper understanding of
the consumers’ world and provide valuable marketing insights into people’s behavior
and their motivation. In her commentary, Attilia Ruzzene challenges the dualistic
view described by Vangsgaard. She traces the roots of the approach adopted at ReD
Associates in consumer behavior research dating back to the early 1980s. Following its
evolution, one can see that, rather than crystallized into two antithetic paradigms, the
field is torn by a permanent tension between unity and disunity: moments of opposition
between (a plurality of) approaches alternated to moments where continuity was
instead cherished and actively pursued.

Inhischapter onversioning, Tommaso Venturiniremarksthatsocial theoryprivileges
a kind of spatial thinking whereby individuals are separated from the aggregate; while
the latter tends to be represented as fixed, the former move and change against the
background of stable structures. Venturini defines this as the “fish tank complex,” that
is, a conceptual framing where social actors move against a static background, like the
fish in a plastic aquarium. He proposes an alternative framing based on a conception
of collective phenomena that privileges temporality and narrative unfolding over
spatiality. He finds a promising modeling technique for this approach in versioning—
an ensemble of conceptual and technical tools for comparing different editions of the
same document to trace its evolution over time. Venturini stresses that versioning has
far broader applications than software development as illustrated by the case of the
Law Factory. In his commentary, Petri Ylikoski asserts that Venturini is too dismissive
of the micro-macro distinction, which he regards as central, and inescapable, for social
theorizing. He acknowledges, however, that structural change deserves more attention
on the part of social scientists, and in this spirit welcomes modeling techniques such
as versioning. This modeling strategy, Ylikoski insists, is not alternative to explanatory
social models but serves instead different inferential purposes.

Wendy Olsen presents an approach to social statistics that is consistent with a
form of critical realism. She expresses her preference for a methodology that requires
a clear and ambitious ontological vision to illuminate and underpin the work of the
statistician. This ontology recognizes the prominence of social structures, which,
while not deterministic for events, are the site of causal mechanisms that affect the
agency in a dynamic ongoing way. From this perspective, she reviews a number of
current developments in social statistics that are shaped by the epistemological
implications of a realist ontology. The goal is to show how the complex nature of reality
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influences ways in which social scientists attempt to describe it. This leads to a form
of methodological pluralism whereby distinct ways of reasoning are combined and
quantitative and qualitative approaches integrated. In his commentary, Daniel Little
advances philosophical arguments that further tighten the connection drawn by Olsen
between ontological vision and methodological agenda. Not only does the plurality
characteristic of the social world require forms of methodological pluralism such as
the ones described by Olsen, but also this plurality coheres rather than contradict with
the ontology of critical realism that inspires her work.
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The Methodologies of Behavioral Econometrics

Glenn W. Harrison

There is an essential methodological connection between theory, the collection of
data, and econometrics. Theory can consist of simple or complex hypotheses, the
comparative static predictions of structural theory, or the latent components of that
structural theory itself. The collection of data might be as simple as using preexisting
data, the development of survey instruments, or the design of controlled experiments.
In many cases of interest to behavioral econometrics, the data consist of controlled lab
or field experiments.

Most of the behavioral data encountered from controlled experiments is relatively
easy to evaluate with known econometric methods. Section 4.1 reviews a range of
methods for different types of experiments. In some cases simple, “agnostic” statistical
modeling is appropriate, since the experiment “does the work of theory” for the analyst,
by controlling for treatments and potential confounds. In other cases more nuanced
structural modeling is appropriate, and we now have a rich array of econometric tools
that have been applied and adapted to the specific needs of behavioral economists.

On the other hand, there is a methodological tension in the air, with widely differing
statistical and econometric methods being applied to what looks to be the same type of
inference. There are two major problems with the methodologies applied in behavioral
econometrics. One is a separation of skills, with statistical and econometric methods
just being appended as an afterthought.! The other is the simple misapplication of
econometric methods, akin to the story that Leamer (1978: vi) told of his teachers
preaching econometric cleanliness in the classrooms on the top floor of a building, and
then descending into the basement to build large-scale macro-econometric models
that violated almost every tenet from the classroom.

These problems are anticipated in the review in Section 4.1, and the illustrations of
two methodological innovations in Sections 4.2 and 4.3. They are directly illustrated
with some real case studies in Sections 4.4, 4.5, and 4.6, with emphasis on the
measurement and analysis of risk preferences. Section 4.4 considers the empirical
evidence for Cumulative Prospect Theory (CPT) and asks if anyone is even reading the
evidence with any methodological care. Section 4.5 considers the empirical evidence
for the Priority Heuristic (PH) from psychology and offers a sharp reminder of why
we worry about the likelihood of observations from the perspective of theory. Section
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4.6 considers empirical evidence for the notion of “source dependence,” the hypothesis
that risk preferences depend on the source of risk, and shows why we must not confuse
point estimates with data. Section 4.7 draws some general conclusions, and a call to
arms for methodologists.

4.1 Best-Practice Econometric Methods

There is a useful divide between nonstructural econometric methods and structural
methods. The two should be seen as complementary, depending on the inferential
question at hand.

4.1.1 Non-Structural Methods

It is appropriate to dispense with a structural specification when the experimental
design has controlled for the factors of importance for inference. Obviously, a
randomized treatment is attractive and widely viewed as facilitating identification of
the treatment effect, and this has been long recognized in laboratory experiments as
well as in field experiments. There is also widespread recognition that sometimes it is
not as easy to fully randomize as one would want, and in this case one might resort
to evaluating the “intent to treat” instead of the treatment itself. Or one might engage
in some sort of modeling of the sample selection process, by which subjects present
for the control or the treatments. These econometric methods are well known and
understood.

Although it is popular to use Ordinary Least Squares (OLS) methods for
nonstructural econometrics, there is a growing awareness that alternative specifications
are just as easy to estimate and interpret, and can avoid some major pitfalls of OLS.?
These issues arise when dependent variables are not real-valued between +oo. The first
item of business is to just plot the data, normally with a histogram or kernel density.
The advantage of a histogram is that it might show a “spike” better, whether the spike
is at some natural boundary or at some prominent value. These plots are not intended
to see if the unconditional distribution is bell-shaped, since it is the distribution of the
residual that we want to be Gaussian for the proper application of OLS. Unless the only
covariate is a constant term, these are not the same thing.

Once the plot shows us if the data are bounded, dichotomous, ordered, or
nominal (e.g., integer-valued), we all know what to do. In the old days it was not a
trivial matter to compute marginal effects using proper econometric methods that
kept track of standard errors, and allowed hypothesis testing, but those days have
long passed. Marginal effects can be calculated using the “delta method,” allowing
nonlinear functional relationships of estimated parameters to be calculated along
with the (approximately) correct standard error. An important extension is to
evaluate marginal effects for all values of the remaining covariates, and average those
estimates: these are commonly called “average marginal effects,” and convey a better
sense of the marginal effect than when that effect is evaluated at the mean of the
remaining covariates.
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One important insight from modern methods is to recognize the important
distinction between a “hurdle specification” and a censored specification (e.g., a Tobit).
Each of these arise in the common situation in which there is a spike in the data at some
prominent value, typically zero. The classic example in economics is an expenditure
on some good, and in health economics the utilization or expenditure on medical
services. In this case the hurdle model recognizes that the data-generating process that
causes the zero observations may be very different than the data-generating process
that causes the nonzero observations. For instance, women may be less likely to go
to hospital than men, but once there they may use more costly resources. Hence an
Ordinary Least Squares (OLS) estimate of the effect of gender on health expenditure
might see no net effect, but that is because the two data-generating processes are
generating large gross effects that offset each other. Hurdle models can only ever
improve inferences in settings like this, by allowing two latent processes to generate
the data independently. Specifications that handle censoring, such as Tobit models,
assume that there is one latent data-generating process, but that it is transformed into
a zero or nonzero observation in some manner that is independent of covariates.

Hurdle models are extremely easy to estimate. Limited-information methods,
where one estimates, say, a probit model for the zero or nonzero characteristics of
the data, and then a constrained OLS for the nonzero level of the data conditional on
it being nonzero, generate consistent estimates. Efficient estimates require maximum
likelihood (ML) methods for the joint estimation of both the probit and constrained
OLS, but these are trivial now. One can easily extend the specification to consider
two-sided hurdles, two-step hurdles, and nonzero data-generating processes that
are integer-valued or bounded. Again, marginal effects can be readily calculated to
correctly take into account both stages of the generation of an observation, or just one
stage alone if that is of interest.

Randomization to treatment is one way to try to ensure that the effects of
heterogeneity are controlled for. If sample sizes are large enough, and assignment to
treatment random enough, then many observable and nonobservable characteristics
will be “balanced” and hence play no significant role as a confound for inference.
There also exist techniques to “re-balance” the samples that are used in treatments
with the samples that are in the control, so as to make inferences about treatment effect
even more reliable. These techniques are most widely used in observational settings
where no assignment to treatment has occurred, or cannot occur for ethical reasons.
However, they may also be used to improve inferences when sample sizes do not allow
one to rely solely on the effects of randomization.’

4.1.2 Structural Methods

Behavioral economics now provides a rich array of competing structural models
of decision-making in many areas of interest. In terms of risk preferences, major
alternatives to Expected Utility Theory (EUT) include Rank-Dependent Utility (RDU)
and CPT. In terms of time preferences, major alternatives to Exponential Discounting
include Hyperbolic Discounting and Quasi-Hyperbolic Discounting. We now also
have rich, structural characterizations of attitudes toward uncertainty and ambiguity,
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as well as social preferences. All of these models consist of latent structures: they posit
latent constructs that individuals behave as if they evaluate when making decisions.
For example, in EUT the latent constructs consist of the utility of outcomes, the
expected utility (EU) of lotteries of outcomes, and the difference in EU of alternative
lotteries in a binary choice setting. In turn, these latent constructs can be characterized
with parametric, semi-parametric, or nonparametric functional forms. Within the
parametric family, there can be flexible functional forms that generalize many others,
or there can be relatively restrictive functional forms. For simplicity, most of our
remarks focus on risk preferences.

Sometimes one can avoid estimating the full structure by just studying comparative
static predictions of different theories. Indeed, the vast bulk of the behavioral literature
testing EUT consists of the careful design of pairs of lotteries that provide tests of EUT
by just examining the patterns of choice: see Starmer (2000) for a masterful review.
In the renowned Allais Paradox, for instance, observed choices between one lottery
pair A and B lead to precise predictions over another lottery pair A* and B* that are
transformations of A and B: if the subject picks A (B), then under EUT the subject
must also pick A* (B*). If the purpose is to test EUT against an alternative, then one
might just study patterns such as these for consistency.*

One immediate problem is that choice patterns might have extremely low power
when it comes to testing EUT. The reason is that many of the popular tests, such as the
Allais Paradox and Common Ratio (CR) tests, use lottery pairs where the individual
might reasonably be close to indifferent between the two. To avoid this problem,
Loomes and Sugden (1998) design an ingenious battery of lottery choices which vary
the “gradient” of the EUT-consistent indifference curves within a Marschak-Machina
(MM) triangle.’ The reason for this design feature is to generate some choice patterns
that are more powerful tests of EUT for any given risk attitude. Under EUT the slope
of the indifference curve within an MM triangle is a measure of risk aversion. So
there always exists some risk attitude such that the subject is indifferent, as stressed by
Harrison (1994), and evidence of CR violations in that case has virtually zero power.*

The beauty of this design is that even if the risk attitude of the subject makes the tests
of a CR violation from some sets of lottery pairs have low power, then the tests based
on other sets of lottery pairs must have higher power for this subject. By presenting
subjects with several such sets, varying the slope of the EUT-consistent indifference
curve, one can be sure of having some tests for CR violations that have decent power
for each subject, without having to know a priori what their risk attitude is. Harrison
et al. (2007) refer to this as a “complementary slack experimental design,” since low-
power tests of EUT in one set mean that there must be higher-power tests of EUT in
another set.’

This design illustrates how smart experimenters can mitigate “downstream”
econometric problems, when they know the theory they are testing. But the need for
structural estimation remains. We still need to know if the subject has sufficiently
precise risk preferences to make any of these tests powerful. What if the subject does
not have a temporally stable or deterministic utility function? If we can estimate an
EUT model for each subject, we can then weight the evidence across a sample, where
the greatest weight is given to those with relatively precisely estimated risk preferences.
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There are four deeper methodological reasons why the need for structural
estimation remains.

The earliest tests of EUT were tests of the point-null hypothesis of EUT against
the composite-alternative hypothesis of “anything but EUT? In this setting the subject
either behaved consistently with EUT or not, and that translated into non-rejection of
the null or not. But the most interesting tests now are horse races of one specification
against another: for instance, does EUT or RDU best characterize behavior? This
happens to be an easy horse race to judge, since EUT is nested within RDU. So the
goal becomes the estimation of a reasonably flexible RDU model, and then a test if the
restriction to EUT is rejected or not at conventional statistical levels. Horse races of
non-nested models involve more careful hypothesis tests or mixture models, discussed
by Harrison and Rutstrém (2009), but the need for structural estimation remains.®

The second reason for structural estimation is to be able to compare the latent
risk preferences generated by different elicitation methods. An unfortunate cottage
industry designing new elicitation methods has grown up, and a natural question to
ask is whether they generate the same latent risk preferences or not. There are any
number of reasons why theoretically incentive-compatible elicitation methods might
not elicit the same risk preferences: the most important behaviorally is that some tasks
are easier to explain than others.” The point is not whether there is some pairwise
correlation between observed choices or reports across elicitation methods, but rather
whether they lead one to recover the same latent risk preferences. For this comparison
one must specify a structural model for each method that connects observed responses
to risk preferences, and then generate the likelihoods of each observation for that
method. Then do the same for other methods, and then generate a grand model in
which the likelihoods for both models are estimated simultaneously, allowing a direct
test that one method generates different structural parameters.'

The third reason for structural estimation is to be able to characterize risk preferences
for normative purposes. It is one thing to say that a subject is better characterized by
EUT or RDU, and another thing to be able to evaluate the consumer surplus (CS) of
observed choices, given the estimates of the risk preferences of the subject. In other
words, when someone makes a risky choice, and we “know” their risk preferences
from some other battery of risky choices and structural estimates, what is the size of
the CS gained or foregone? Data on choice patterns is silent on this, even if we have
intelligently designed a battery to tell us that some choices involve a larger CS, positive
or negative, depending on the choice, than others. By themselves, choice patterns can
only tell us the sign of the CS, not the magnitude. Section 4.2 provides a case study to
illustrate the role of structural estimation in behavioral welfare economics.

The fourth reason for structural estimation is to be able to correctly infer some
latent construct that depends on some latent characteristic of another construct. This
seemingly abstract point is of great practical significance. For example, to estimate time
preferences, where the discount factor is defined as the scalar that equates the present
discounted utility of a larger-later (LL) amount to the present discounted utility of a
smaller-sooner (SS) amount, one needs to know the utility function for the amounts.
Concavity of the utility function has a first-order impact on inferred discount rates,
as shown by Andersen et al. (2008), who introduced the idea of joint estimation and
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applied it to risk and time preferences. To correctly infer discount rates from observed
choices over LL and SS outcomes, one must know or assume some value for U”,
and this comes most easily from estimates of a parametric utility function." Similar
applications arise when estimating subjective probabilities, as shown by Andersen,
Fountain et al. (2014), and when estimating the intertemporal risk preferences, as
shown by Andersen et al. (2018). Section 4.3 reviews applications of joint estimation,
and the methodological issues that arise.

4.2 Behavioral Econometrics and
Behavioral Welfare Economics

Consider the evaluation of CS from a simple, full indemnity insurance contract,
following Harrison and Ng (2016). We know from theory that a risk averse EUT agent
should always purchase this product at premia equal or below the actuarially fair
premium and would garner a positive CS from doing so. But how large a surplus? The
agent will also purchase the product at premia with positive loadings, but CS drops
as the loading increases, and at some point the product should not be purchased. But
how quickly does the surplus diminish, and at what point should the agent decline
to buy?

To answer these questions we need to know the risk preferences of the agent, and
then use those to evaluate the CS of observed insurance choices. That surplus may
be positive or negative, depending on whether the “correct” purchase decision is
made, conditional on the risk preferences of the agent. The first step is to estimate risk
preferences, the second step is to calculate CS conditional on risk preferences, the third
step is to determine the best characterization of risk preferences for the agent, and the
final step is to assess the impact on welfare.

4.2.1 Risk Preferences

There are now many published statements of the structural models of risk preferences
underlying EUT and RDU models, starting with Harrison and Rutstrom (2008,
§2). Appendix A (online) reviews the formal econometric specification. The latest
generation of these models is now commonly estimated at the level of the individual, as
demonstrated by Harrison and Ng (2016) and Harrison and Ross (2018). Assume that
a subject has been classified as an EUT or RDU decision-maker, using these methods,
and that we have estimates (point estimates and covariance matrices) of their risk
preferences condition on the type of risk preferences.

4.2.2 Welfare Evaluation

If the subject is assumed to be an EUT type, the CS of the insurance decision is
calculated as the difference between the certainty equivalent (CE) of the EU with
insurance and the CE of the EU without insurance. CS is calculated the same way using
the RDU instead of EU if the subject is classified as a RDU type.
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Assume a simple indemnity insurance product, which provides full coverage in the
event of a loss. We assume an initial endowment of $20, with a 10 percent chance of
a $15 one-time loss occurring. If an individual purchased the insurance, she could
avoid the loss with certainty by paying the insurance premium up front. There are four
possible payoft outcomes. If no insurance is purchased, the individual keeps her $20 if
no loss occurs, but is only left with $5 if there is a loss. If insurance is purchased, the
individual keeps $20 less the premium if no loss occurs, and still keeps $20 less the
premium if the loss does occur.

Using the decision-making models discussed above, the EU or RDU across the two
possible states, loss or no loss, can be calculated for each choice, to purchase or not to
purchase insurance. The CE from the EU or RDU of each choice can be derived, and
the difference between the CE from choosing insurance and the CE from not choosing
insurance is then the expected welfare gain of purchasing insurance for that individual.
It is easy to demonstrate, as in Harrison and Ng (2016), that it is critical to not only
identify the right type of risk preferences (EUT or RDU) for each individual but also to
estimate specific parameters of those risk preferences, if one is to correctly identify the
sign and size of welfare gain or loss from insurance choices.

4.2.3 The Welfare Metric

To evaluate RDU preferences one can estimate an RDU model for each individual.
For the purpose of classifying subjects as EUT or RDU it does not matter which
probability weighting functions characterize behavior: the only issue here is at what
statistical confidence level we can reject the EUT hypothesis that there is no probability
weighting. This hypothesis takes the form of testing (p) = p, where w(p) is some
probability weighting function defined over objective probabilities p.

Of course, if the sole metric for deciding if a subject were better characterized
by EUT and RDU was the log-likelihood of the estimated model, then there will be
virtually no subjects classified as EUT since RDU nests EUT. But if we use metrics of a
10 percent, 5 percent, or 1 percent significance level on the test of the EUT hypothesis
that o(p) = p, then Harrison and Ng (2016) classify 39 percent, 49 percent, or
68 percent, respectively, of 102 subjects with valid estimates as being EUT-consistent.

4.2.4 Welfare Evaluation

Expected welfare gain is foregone if the subject chooses to purchase insurance when
that purchase decision has a negative CS, and similarly when the subject chooses not
to purchase insurance when the purchase decision has a positive CS. For example, if
we compare the expected welfare gain from each decision to the actual decisions made
by subject 8 of Harrison and Ng (2016), based on her EUT classification, we find that
the subject has foregone $10.37 out of a possible $31.36 of expected welfare gain from
insurance. This subject’s total expected welfare gain for all twenty-four decisions was
$10.62; hence the efficiency for this subject, in the spirit of the traditional definition by
Plott and Smith (1978), is 33.9 percent. In this experiment the efficiency is the expected
CS given the subject’s actual choices and estimated risk preferences, as a percent of total
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possible expected CS given her predicted choices and estimated risk preferences. The
efficiency metric is defined at the level of the individual subject, whereas the expected
welfare gain is defined at the level of each choice by each subject. In addition, efficiency
provides a natural normalization of expected welfare gain on loss by comparing to the
maximal expected welfare gain for that choice and subject. Both metrics are of interest,
and are complementary.

Expanding this analysis to look across all subjects, we find that 49 percent of
decisions made resulted in negative predicted CS. Although the average expected
welfare gain of $0.27 from actual decisions made is statistically greater than zero at a
p-value of less than 0.001, there is still a large proportion of decisions where take-up is
not reflecting the welfare benefit of the insurance product to the individual.

The efficiency of all decisions made is only 14.0 percent. The modal efficiency is
slightly less than 50 percent, and a significant proportion of individuals make decisions
that result in negative efficiency. In other words, these subjects have made choices that
resulted in a larger expected welfare loss than the choices that resulted in any expected
welfare gain.

One objective of this exercise is to define conceptually and demonstrate empirically
how one could undertake a field evaluation of the welfare of insurance products. We
also view the laboratory as the appropriate place to “wind tunnel” the normative
welfare evaluation of new products or decision scaffolds. Estimated distributions of CS
changes, or efficiency, stand as explicit, rigorous “target practice” for anyone proposing
nudges or clubs to improve welfare from insurance decisions.

4.2.5 What Should the Normative Welfare Metric Be

Our statement of welfare losses takes as given the type of risk preferences each
individual employs and uses that as the basis for evaluating welfare effects of insurance
decisions: periculum habitus non est disputandum. One could go further and question
if the RDU models themselves embody an efficiency loss for those subjects we classify
as RDU. Many would argue that RDU violates some normatively attractive axioms,
such as the independence axiom. Forget whether that axiom is descriptively accurate
or not. If RDU is not normatively attractive then we should do a calculation of CS in
which we only assume EUT parameters for subjects: we could estimate the EUT model
and get the corresponding CRRA (constant relative risk aversion) coefficient estimate
(we would not just use the CRRA coefficient estimate from the RDU specification).
Then we repeat the calculations. For subjects best modeled as EUT there is no change
in the inferred CS, of course.

This issue raises many deeper issues with the way in which one should undertake
behavioral welfare economics, discussed by Harrison and Ross (2017, 2018) and
Monroe (2017). For now, we take the agnostic view that the risk preferences we have
modeled as best characterizing the individual are those that should be used, in the
spirit of the “welfarism” axiom of welfare economics. Even though the alternatives to
EUT were originally developed to relax one of the axioms of EUT that some consider
attractive normatively, it does not follow that one is unable to write down axioms that
make those alternatives attractive normatively.
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We view this methodological issue as urgent, open, and important. There is a large,
general literature on behavioral welfare economics. Our general concern with this
literature is that although it identifies the methodological problem well, none provides
“clear guidance” so far to practical, rigorous welfare evaluation with respect to risk
preferences as far as we can determine. We know of no way to undertake robust, general
welfare evaluations of risky decisions without knowing structural risk preferences.

4.3 The Many Applications of Joint Estimation

The idea of joint estimation, again, is that one jointly estimates preferences from one
structural model in order to correctly identify and estimate preferences of another
structural model. The need for joint estimation comes from theory—it is not just an
empirical matter of attending to behavioral correlations. We review three applications
here, and one open area for future research, limiting attention to nonstrategic settings."

4.3.1 Time Preferences

In many settings in experimental economics we want to elicit some preference from
a set of choices that also depend on risk attitudes. An example due to Andersen et al.
(2008) is the elicitation of individual discount rates. In this case it is the concavity of
the utility function, U”, that is important, and under EUT that is synonymous with risk
attitudes. Thus the risk aversion task is just a (convenient) vehicle to infer utility over
deterministic outcomes. One methodological implication is that we should combine
a risk elicitation task with a time preference elicitation task, and use them jointly to
infer discount rates over utility. Appendix B (online) presents the formal theoretical
specification.

As one relaxes the assumption that the decision-maker has a linear utility function,
it is apparent from Jensen’s Inequality that the implied discount rate decreases if U(M)
is concave in M. Thus, one cannot infer the level of the discount rate without knowing
or assuming something about the utility function. This identification problem implies
that discount rates cannot be estimated based on discount rate experiments with
choices defined solely over time-dated money flows, and that separate tasks to identify
the extent of diminishing marginal utility must also be implemented.

Thus, there is a clear implication from theory to experimental design: you need to
know the nonlinearity of the utility function before you can conceptually define the
discount rate. There is also a clear implication for econometric method: you need to
jointly estimate the parameters of the utility function and the discount rate, to ensure
that sampling errors in one propagate correctly to sampling errors of the other. In
other words, if we know the parameters of the utility function less precisely, due to
small samples or poor parametric specifications, we have to use methods that reflect
the effect of that imprecision on our estimates of discount rates.'®

Andersen et al. (2008) do this and infer discount rates for the adult Danish
population that are well below those estimated in the previous literature that assumed
linear utility functions, such as Harrison, Lau and Williams (2002), who estimated
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annualized rates of 28 percent for the same target population. Allowing for concave
utility, they obtain a point estimate of the discount rate of 10 percent, which is
significantly lower than the estimate of 25 percent for the same sample assuming
linear utility. This does more than simply verify that discount rates and diminishing
marginal utility are mathematical substitutes in the sense that either of them have the
effect of lowering the influence from future payoffs on present utility. It tells us that,
for utility function coeflicients that are reasonable from the standpoint of explaining
choices in the lottery choice task, the estimated discount rate takes on a value that is
much more in line with what one would expect from market interest rates. To evaluate
the statistical significance of adjusting for a concave utility function one can test the
hypothesis that the estimated discount rate assuming risk aversion is the same as the
discount rate estimated assuming linear utility functions. This null hypothesis is easily
rejected. Thus, allowing for diminishing marginal utility makes a significant difference to
the elicited discount rates.

4.3.2 Subjective Probabilities

Exactly the same joint estimation methodology can be used to infer subjective
probabilities over some binary event. Subjective probabilities are operationally defined
as those probabilities that lead an agent to choose some prospects over others when
outcomes depend on events that are not yet actualized. These choices could be as
natural as placing a bet on a horse race, or as experimentally structured as responding
to the payoff prizes provided by some scoring rule. In order to infer subjective
probabilities from observed choices of this kind, however, one has to either make some
strong assumptions about risk attitudes or jointly estimate risk attitudes and subjective
probabilities. Joint estimation of a structural model of choice across the two types of
tasks, one to elicit risk attitudes and the other to (recursively) elicit beliefs conditional
on risk attitudes, allows one to make inferences about subjective probabilities from
observed behavior in relatively simple choice tasks.

For quadratic scoring rules applied to elicit subjective probabilities of binary events,
theory tells us that EUT subjects that are risk averse will report a probability closer
to 0.5 than their true, latent probability. This is due to an aversion to variability of
payofts under the two states of nature: in the extreme, reporting 0.5 ensures the same
payofts under each state of nature. If we know how risk averse the individual is, we
can infer what subjective probability rationally led them to make any observed report.
Andersen, Fountain et al. (2014) show how to operationalize this logic econometrically
and jointly estimate risk preferences and subjective probabilities if the subject is EUT.
As expected, each subjective probability estimate comes with a standard error, and
imprecision in estimating risk attitudes propagates, as it should as a matter of theory,
to imprecise inferences about subjective probabilities.

The same logic extends to RDU models of risk preferences, although here one must
account for the “first-order” effect of probability weighting, by effectively taking the
inverse of the probability weighting function. This adds some complexity, particularly
for reports close to 0.5, but it is also econometrically tractable, as demonstrated by
Andersen, Fountain et al. (2014).
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The same ideas extend to application of proper scoring rules to elicit beliefs over
nonbinary events, or discrete representations of continuous events. In this case risk-
averse EUT subjects will “flatten” their optimal reports over events they assign any
subjective probability to: again, just reducing the variability of payoffs across events
that have nonzero chance of occurring (see Harrison et al. 2017). RDU subjects will
again have a more dramatic distortion of their reports than EUT subjects, although
one can also recover their true, latent subject belief distributions (see Harrison and
Ulm 2015).

4.3.3 Intertemporal Risk Preferences

Joint estimation scales “vertically upwards,” as needed by theory. The concept of
intertemporal risk aversion, also known as correlation aversion, is all about preferences
over the interaction of risk preferences and time preferences. As such, one must jointly
estimate atemporal risk preferences, time preferences, and the intertemporal utility
function building on the joint estimation approach.

The concept of intertemporal risk aversion arises from theoretical deviations from
an additively separable intertemporal utility function. Define the lottery y as a 50:50
mixture of {x, Y} and {X, y}, and the lottery ¥ as a 50:50 mixture of {x, y} and {X, Y},
where X >xand Y >y. So y is a 50:50 mixture of both bad and good outcomes in time
tand t + t; and ¥ is a 50:50 mixture of only bad outcomes or only good outcomes in the
two time periods. These lotteries y and ¥ are defined over all possible “good” and “bad”
outcomes. If the individual is indifferent between y and ¥ we say that he is neutral to
intertemporally correlated payoffs in the two time periods. If the individual prefers
to ¥ we say that he is averse to intertemporally correlated payofs: it is better to have
a given chance of being lucky in one of the two periods than to have the same chance
of being very unlucky or very lucky in both periods. The correlation averse individual
prefers to have non-extreme payofls across periods, just as the risk averse individual
prefers to have non-extreme payoffs within periods. One can also view the correlation
averse individual as preferring to avoid correlation-increasing transformations of
payofts in different periods.

To elicit intertemporal risk aversion one has to present subjects with choices
over lotteries that have different income profiles over time. Proper identification of
intertemporal risk aversion thus requires that one controls for atemporal risk aversion
and the individual discount rate. All three of these parameters are intrinsically,
conceptually connected as a matter of theory, unless one makes strong assumptions
otherwise. The experimental design and econometric logic of Andersen et al. (2018)
follow from this theoretical point. The experimental procedures needed are a direct
extension of those employed by Andersen et al. (2008, 2014b).

One task elicited atemporal risk attitudes for lotteries payable today, as a vehicle
for inferring the concavity of the atemporal utility function. Another task elicited
time preferences over non-stochastic amounts of money payable at different times: in
general, an SS amount and an LL amount. In some cases, the sooner amount was paid
out today, and in some cases it will be paid out in the future. A third task, new to
this design, elicited intertemporal risk attitudes by asking subjects to make a series of
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choices over risky profiles of outcomes that are paid out at different points in time. For
example, lottery A might give the individual a 10 percent chance of receiving a larger
amount L at time t and a smaller amount S__at time t + 1, (L, S,,,) and a 90 percent
chance of receiving the smaller amount S, at time t and the larger amount L, _ at time
t+1, (S, L, ). Lottery B might give the individual a 10 percent chance of receiving L,
and L_and a 90 percent chance of receiving S and S . The subject picks A or B.

The econometric implications for joint estimation follow rigidly from the theory
and experimental design presented above, as explained by Andersen et al. (2018) and
reviewed in Appendix C (online).

The nature of the implied joint likelihood function is matched by the recursive
experimental design. Ignoring the objective parameters of the tasks, the lottery choices
over stochastic lotteries paid out today depend on atemporal risk preferences; the
discounting tasks over non-stochastic outcomes paid out today or sometime in the
future depend on atemporal risk preferences (via U”) and time preferences; and the
discounting tasks over stochastic outcomes paid out today or sometime in the future
depend on atemporal risk preferences, time preferences, and intertemporal risk
aversion. Putting behavioral error terms aside, if we were to try to estimate atemporal
risk preferences and time preferences using either the lottery choices over stochastic
lotteries paid out today or the discounting tasks over non-stochastic outcomes, we
would be unable to identify both parameters. Similarly, if we were to try to estimate
atemporal risk preferences, time preferences and intertemporal risk preferences using
only two of three tasks, we would face an identification problem.

These identification problems are inherent to the theoretical definitions of the
discount rate and intertemporal risk aversion, and demand a recursive experimental
design that combines multiple types of choices and an econometric approach that
recognizes the complete structural model. The general principle is joint estimation
of all structural parameters so that uncertainty about the parameters defining
the utility function propagates in a “full information” sense into the uncertainty
about the parameters defining the discount function and the intertemporal utility
function. Intuitively, if the experimenter only has a vague notion of what the utility
function is, because of poor estimates of risk preferences, then one simply cannot
make precise inferences about time preferences or intertemporal risk preferences.
Similarly, poor estimates of time preferences, even if U” is estimated relatively
precisely, imply that one cannot make precise inferences about intertemporal risk
preferences.

This inferential procedure about intertemporal risk aversion does not rely on the
use of EUT, or the CRRA functional form. Nor does it rely on the use of the exponential
discounting function; the method generalizes immediately to alternative specifications
that use alternative discounting functions, as illustrated in Andersen et al. (2014b)."*

4.3.4 Social Preferences

It is a commonplace that individuals care about others. The concept of social
preferences is a reflection of the attitudes that one individual has for the well-being
of others, and the extent to which that trades off with the well-being of the individual.
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Just as preferences over different commodities are a latent theoretical construct to
explain observed choice behavior by an individual over those commodities, social
preferences are a latent theoretical construct to explain observed choice behavior over
allocations by an individual to others and the individual. But if we find it useful to
think of the utility that commodities bring, it follows that social preferences defined
over allocations of commodities might also usefully be defined in terms of the utility
of those allocations. That is, someone might choose to allocate commodities to another
person because they behave as if they care about the actual utility of the other person,
and not because they care about the commodities received by the other person per
se. But then I cannot make inferences about the social preferences of one individual
without jointly making inferences about the utility function of that individual and the
utility function of the other person.

Another implication of adopting this approach is that the social preference of
an individual might take into account their subjective perception of the utility that
allocations to others brings to the other person. Even if the individual knows what
allocation is being made to the other person, they may not know the well-being that this
allocation brings. To take an example, imagine that the allocation to the other player is
a lottery: my perception of the income-equivalent of that allocation depends on what
I believe to be the risk attitude of the other person. In this case, to make conceptually
valid inferences about social preferences requires that one jointly estimate subjective
beliefs about the risk preferences of others as well as my social preference toward that
perceived EU for the other person.

Yet another reason for adopting this approach is that the social preference of an
individual might utilize a normative utility function for allocations to others. I may
know that my child is a risk-lover, but treat her as if she is risk-neutral or risk-averse
when deciding on my allocations to her. Again, the challenge for joint estimation is to
make inferences about my normative judgments of utility functions for others at the
same time as making inferences about my social preferences.

In effect, we are proposing that one characterize social preferences the same
way that we characterize social welfare functions, where the arguments are almost
always the utilities of the affected individuals. In some sense the main insight from
this change in characterization is the possibility of developing a structural model of
different social preferences that accord with the way we characterize social preferences
over income distribution for society as a whole. After all, the social preferences of an
individual for one other individual, or a member of their household, is just a “little
social welfare function” defined over those individuals. If we are attracted to assuming
“welfarism” when characterizing social welfare functions, the assumption that social
welfare is defined over individual welfare values, then the same should follow for social
preferences. The three ways of thinking about the utility of the other person," then,
would be viewed as distinct social preference functionals, but would instead simply be
viewed as different arguments of a single social welfare function.

The methodological point is that we cannot begin to discuss social preferences in
any general form without worrying about the identification and estimation issues of
jointly estimating those social preferences and the arguments of any social preference
function.
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4.3.5 A General Lesson

One general methodological lesson from these examples is that there is some
considerable virtue in having experimental tasks that are “agnostic” about what latent
structural model will be applied to them. We do not want an elicitation method for
atemporal risk preferences that assumes EUT, RDU, or CPT, or any of the myriad
of alternative possible models one could consider (e.g., Disappointment Aversion
or Regret Theory). Nor do we want an elicitation method for time preferences that
assumes Exponential discounting. Inferences about intertemporal risk aversion should
not be held methodological hostage to elicitation methods that lock in one theoretical
specification or another, unless there are good a priori reasons for doing so.'®

4.4 Just Read the Literature: A Case Study of CPT

The key innovation of CPT, in comparison to RDU, is to allow sign-dependent
preferences, where risk attitudes depend on whether the individual is evaluating a gain
or a loss. Tversky and Kahneman (1992: 309) popularized the functional forms we
often see for loss aversion, using a CRRA specification of utility: U(m) = m"* /(1-a)
when m > 0 and U(m) = -A[(-m)"? /(1-B)] when m < 0, where A is the utility loss
aversion parameter, and o and [ are coefficients of utility curvature in the gain and
loss frame, respectively. Here, we have the assumption that the degree of utility loss
aversion for small unit changes is the same as the degree of loss aversion for large unit
changes: the same A applies locally to gains and losses of the same monetary magnitude
around 0 as it does globally to any size gain or loss of the same magnitude. This is not a
criticism, just a restrictive parametric turn in the specification compared to Kahneman
and Tversky (1979).

Probability weighting for gains is identical to RDU, and the logic for losses
is similar. Following Tversky and Kahneman (1992), one often sees the use of the
inverse-S function, resulting in o(p) = p*/(p** + (1-p)¥")*** for m > 0 and w(p) = p*/
(p¥ + (1-p))*v for m < 0. The application of probability weighting for loss-frame and
mixed-frame lotteries is not obvious and is spelled out by Harrison and Swarthout
(2016, Appendix B). Probability weighting can easily lead to differences in the
decision weights for gains and losses, and hence generate loss aversion or loss seeking,
ceteris paribus values for a, B, and L."” One can usefully refer to this source of loss
aversion as probabilistic loss aversion, following Schmidt and Zank (2008: 213). Thus,
loss aversion comes from two possible psychological pathways: utility loss aversion
and probabilistic loss aversion. This is not a radical interpretation of CPT but a direct
consequence of the general form of CPT. The upshot is that the conventional CPT
model can be defined by parameters o, B, A, y+, and y-, although extensions are easy to
consider (e.g., to the Prelec (1998) probability weighting function, which significantly
generalizes the Inverse-S function).

Itis remarkable to see how light the existing evidence for CPT is when one weighs the
experimental and econometric procedures carefully. Moreover, a recent trend seems to
be to declare any evidence for probability weighting, even if only in the gain domain, as
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evidence for CPT when it is literally evidence for RDU. Harrison and Swarthout (2016)
provide a detailed review of the literature, focusing only on controlled experiments,
which has been the original basis of empirical claims for CPT. Here we focus on several
of the more prominent studies.

Tversky and Kahneman (1992) gave their twenty-five subjects a total of sixty-four
choices. Their subjects received $25 to participate in the experiment, but rewards were
not salient, so their choices had no monetary consequences. The majority of data from
their experiments used an elicitation procedure that we would now call a multiple
price list, in the spirit of Holt and Laury (2002). Subjects were told the expected value
of the risky lottery, and seven certain amounts were presented in a logarithmic scale,
with values spanning the extreme payouts of the risky lottery. The subject made seven
binary choices between the given risky lottery and the series of certain amounts.
To generate more refined choices, the subject was given a second series of seven
CEs for the same risky lottery, zeroing in on the interval selected in the first stage.'
Furthermore, “switching” was ruled out, with the computer program enforcing a single
switch between the risky lottery and the certain values."” All risky prospects used two
prizes, and there were fifty-six prospects evaluated in this manner. One half of these
prospects were in the gain frame, and one half were in the loss frame, with the latter
being a “reflection” of the former in terms of the values employed.

A further set of eight tasks involved mixed-frame gambles. In these choices the
subject was asked to Fill-In-the-Blank (FIB) by entering a value $x that would make
the risky lottery ($a, %; $b, ¥2) equivalent to ($c, ¥3; $x, ¥2), for given values of a, b, and
c. The probabilities for the initial fifty-six choices over gain frame or loss frame choices
were 0.01, 0.05, 0.1, 0.25, 0.5, 0.75, 0.9, 0.95, and 0.01, whereas the sole probability for
the eight mixed-frame choices was Y.

Tversky and Kahneman (1992) estimate a structural model of CPT using nonlinear
least squares, and at the level of the individual. Remarkably, they then report the
median point estimate, for each structural parameter, over the twenty-five estimated
values. So, over all twenty-five subjects, and using the earlier notation, the median
value for o was 0.88, the median value of A was 2.22, the median value of y+ was 0.61,
and the median value of y- was 0.69.2°

These parameter estimates are remarkable in three respects, given the prominence
they have received in the literature. First, whenever one sees point estimates estimated
for individuals, one can be certain that there are many “wild” estimates from an a priori
perspective,” so reporting the median value alone might be quite unrepresentative of
the average value and provides no information whatsoever on the variability across
subjects. Second, there is no mention at all of standard errors, so we have no way
of knowing, for example, if the oft-repeated value of X is statistically significantly
different from 1. Third, the median value of any given parameter is not linked in any
manner to the median value of any other parameter: these are not the values of some
representative, median subject, which is often how they are implicitly portrayed.?? The
subject that actually generated the median value of A, for instance, might have had any
value for a, B, y+, and y-.

These shortcomings of the study of Tversky and Kahneman (1992) have not, to our
knowledge, led anyone to replicate their experiments with salient rewards and report
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complete sets of parameter estimates with standard errors. The fault is not that of
Tversky and Kahneman (1992), who otherwise employed quite modern methods, but
the subsequent CPT literature. Anybody casually using these estimates as statistically
representative of anything must not care about rigor in empirical work.

Camerer and Ho (1994) was a remarkable study, with many insights. It was also
one of the first to claim to estimate a structural model of CPT using ML (§6.1). The
data employed were choice patterns from a wide range of studies, but the analysis was
explicitly restricted to the gain frame (188). Hence it should be viewed as the first
structural estimation of the RDU model, but not of a CPT model.

Bruhin, Fehr-Duda, and Epper (2010) estimated parametric models of CPT that
assumed that the utility loss aversion parameter A was 1, noting wryly that “our
specification of the value function seems to lack a prominent feature of prospect theory,
loss aversion ... ” (1382). They did this because their design only included lotteries in
the gain frame and the loss frame, and none in the mixed frame. Estimation of utility
loss aversion is logically impossible without mixed-frame choices.

Nilsson, Rieskamp, and Wagenmakers (2011) utilized the same “slightly real” data
of Rieskamp (2008) and applied a Bayesian hierarchical model to estimate structural
CPT parameters. They recognized the identification problem with power utility
specifications when a # f indirectly. They initially simulated data using the popular
point estimates from Tversky and Kahneman (1992), to test the ability of their model to
recover them. They found that their model underestimated A and that o was estimated
to be much lower than B, rather than o = f. They concluded (89) as follows:

It is likely that these results are caused by a peculiarity of CPT, that is, its ability
to account for loss aversion in multiple ways. The most obvious way for CPT to
account for loss aversion is by parameter A (after all, the purpose of A is to measure
loss aversion). A second way, however, is to decrease the marginal utility at a faster
pace for gains than for losses. This occurs when o is smaller than . Based on this
reasoning, we hypothesized that the parameter estimation routines compensate
for the underestimation of A by assigning lower values to o than to f; in this way,
CPT accounts for the existing loss aversion indirectly in a manner that we had not
anticipated.

Of course, this is just the theoretical identification issue that requires an “exchange rate
assumption,” discussed in Kobberling and Wakker (2005, §7) and Wakker (2010, §9.6).
In any event, they optionally estimate all models with o = 8, and avoid this identification
problem. Using the Inverse-S probability weighting function, they reported Bayesian
posterior modes (standard deviations) over the pooled sample of o = § = 0.91 (0.16),
A =1.02(0.26), y+=0.68 (0.11), and y- = 0.89 (0.19). Unlike Rieskamp (2008), they did
not constrain A to be greater than 1.

These estimates are the Bayesian counterparts of random coeflicients: hence each
parameter is a distribution, which can be summarized in several ways. Reporting the
mode is a more robust alternative to the mean, given the symmetric nature of their
visual display of estimates, and the standard deviation provides information on the
estimated variability across the thirty subjects, each making 180 binary choices. They
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find no evidence for utility loss aversion. There is very slight evidence of probabilistic
loss aversion for small probabilities, since there is slight risk loving over gains and
extremely slight risk aversion for losses. For large probabilities this evidence suggests
probabilistic loss seeking, albeit modest.

von Gaudecker, van Soest, and Wengstrom (2011) estimated parametric models of
CPT that assumed a complete absence of probability weighting, on both gain and loss
frames. They note clearly (675) that their specification entails

departures from the original prospect theory specification... . it does not involve
nonlinear probability weighting because our goal is to estimate individual-level
parameters, and the dimension of the estimation problem is large already. Adding
a parameter that is highly collinear with utility curvature in our experimental
setup would result in an infeasibly large number of parameters, given the structure
of our data. Furthermore, typical probability weighting functionals develop the
highest impact at extreme probabilities, which are absent from our experiment.

Unfortunately, these justifications are tenuous. The fact that the goal is individual-level
estimation does not, by itself, have any theoretical implications for why one can pick
and choose aspects of the CPT model. Indeed, adding two parameters for probability
weighting does add minimally to the dimensionality of the estimation problem. But
numerical convenience is hardly an acceptable rationale for mis-specification of the
CPT model.

Colinearity with utility curvature is actually a theoretical point of some importance,
and to be expected, and not an econometric nuisance. Indeed, it extends to colinearity
with the utility loss aversion parameter, unless one assumes away a priori the
possibility of probabilistic loss aversion by not estimating any probability weights. If
one parameter plays a significant role in explaining the risk premium for an individual,
then assuming it away surely biases conclusions about the strength and even sign of
other psychological pathways. The final point, about not having sufficient variability
in probabilities to estimate probability weighting functions, is even less clear. Their
initial lottery choices varied the probability of the high prize from 0.25 to 0.5, 0.75,
and 1; then their second-stage choice interpolated the probability weights between
one of these gaps (0 to 0.25, 0.25 to 0.5, 0.5 to 0.75, or 0.75 to 1) in grids of roughly
10-percent points. Even from the first-stage choices, if one assumes the popular Power
or Inverse-S function, then formally one only needs one interior probability to allow
estimation. In fact, their design always has three interior probabilities of the first stage
and typically have refinements within one of those intervals. In sum, these arguments
sound as though they were constructed “after the fact” of extensive numerical and
econometric experimentation, and in the face of a priori unreliable numerical results.

Murphy and ten Brincke (2018) estimate parametric structural models of CPT
at the individual level, using mixed estimation methods to condition individual
estimates based on pooled estimates. They assume that o = § in order to avoid making
any “exchange rate assumption,” but, of course, that is an assumption nonetheless.
Although they used the flexible Prelec (1998) probability-weighting function, they
assumed the same probability-weighting function for gains and losses, another
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restrictive assumption; their rationale (fn. 4) was “parsimony and as a first pass, given
the relatively low number of binary observations compared to the number of model
parameters.” They report (§6.1) values for A of 1.11 and 1.18 in two sessions, one later
than the other, but do not say if these were statistically significantly different from
1. Estimated distributions, “given by medians of estimates” (fn. 9) for the pooled
sample, show that there appears to be no statistically significant loss aversion, with
A=1, and virtually no probability weighting on average, withn = ¢ = 1.

4.5 There Is a Reason We Compute
Likelihoods: A Case Study of the PH

One of the valuable contributions of psychology is the focus on the process of decision-
making. Economists have tended to focus on the characterization of properties of
equilibria, and neglected the connection to explicit or implicit processes that might
bring these about (Harrison 2008, §4). Of course, this was not always so, as the
correspondence principle of Samuelson (1947) dramatically illustrated. But it has
become a common methodological difference in practice.”® Brandstitter, Gigerenzer,
and Hertwig (2006) illustrate the extreme alternative, a process model that is amazingly
simple and that apparently explains a lot of data. Their “priority heuristic” is therefore
a useful case study in the statistical issues considered here and the role of an ML
estimation framework applied to a structural model.

The PH proposes that subjects evaluate binary choices using a sequence of rules
applied lexicographically. For the case of two nonnegative outcomes, the heuristic is,

1. If one lottery has a minimum gain that is larger than the minimum gain of the
other lottery by o percent or more of the maximum possible gain, pick it.

2. Otherwise, if one lottery has a probability of the minimum gain that is at least ®
percent better than the other, pick it.

3. Otherwise, pick the lottery with the maximum gain.

The parameters o and @ are each set to 10, based on arguments (412fF.) about “cultural
prominence.” The heuristic has a simple extension to consider the probability of the
maximum gain when there are more than two outcomes per lottery.

The key feature of this heuristic is that it completely eschews the notion of trading off
the utility of prizes and their probabilities.?* This is a bold departure from the traditions
embodied in EUT, RDU, CPT, and even the SP/A (security-potential/aspiration)
theory of Lopes (1984). What is striking, then, is that it appears to blow every other
theory out of the water when applied to every conceivable decision problem. It explains
the Allais Paradox, the Reflection Effect, the Certainty Effect, the Fourfold Pattern, the
Intransitivities, and it even predicts choices in “diverse sets of choice problems” better
than a very long list of alternatives. It is notable that the list of opponents arrayed in
the dramatic figures 1 through 5 of Brandstitter, Gigerenzer, and Hertwig (2006) do
not include EUT with some simple CRRA specification and modest amounts of risk
aversion, or even simple EV (expected value) maximization.
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However, there are three problems with the evidence for the PH.

First, one must be extraordinarily careful of claims about “well known stylized
facts” about choice, since the behavioral economics literature has become somewhat
untethered from the facts in this regard. Consider behavioral Ground Zero, the Allais
paradox. It is now well documented that experimental subjects just do not fall prey to
the Allais paradox like decision-making lemmings when one presents the task for real
payments and drops the word “millions” after the prize amount: see Conlisk (1989),
Harrison (1994), Burke et al. (1996), and Fan (2002).> Subjects appear to crank out the
EV when given real tasks to perform, and the vast majority behave consistently with
EUT as a result.”® This is not to claim that all anomalies or stylized facts are untrue, but
there is a casual tendency in the behavioral economics literature to repeatedly assume
stylized facts that are simply incorrect. Thus, to return to the Allais paradox, if the PH
predicts a violation, and in fact the data says otherwise for motivated subjects, doesn’t
this count directly as evidence against the PH?

The second problem with the evaluation of the performance of the PH against
alternative models is that the parameters of those models, when the model relies on
parameters, are taken from studies of different subjects and choice tasks. It is as if the
CRRA of an EUT model from an Iowa potato farmer making fertilizer choices had
been applied to the portfolio choices of a Manhattan investment banker. The naive
idea is that there is one, true set of parameters that define the model, and that is the
model for all time and all domains.” This flies in the face of the default assumption
by economists, and not a few psychologists (e.g., Birnbaum 2008), that individuals
might have different preferences over risk. It is notable that many applied researchers
disregard that presumption and build tests of theories that assume homogenous
preferences, but at least they are well aware that this is simply an auxiliary assumption
made for tractability (e.g., Camerer and Ho 1994: 186). In any event, in those instances
the researcher at least estimates parameters afresh in some ML sense for the sample of
interest.

It is a different matter to estimate parameters for a model from responses from
a random sample from a given population, and then see if those parameters predict
data from another random sample from the same population. Although this tends not
to be commonly done in economics, it is different than assuming that parameters are
universal constants. For example, Birnbaum and Navarrete (1998: 50) clearly seek
to test model predictions “in the manner predicted in advance of the experiment”
using parameters from comparable samples. One must take care that the stimuli and
recruitment procedures match, of course, so that one is comparing apples to apples.

This issue is not peculiar to psychologists: behavioral economists have an
embarrassing tendency to just assume certain critical parameters casually, relying
inordinately on the illustrative estimates of Tversky and Kahneman (1992), very
critically reviewed in §4. For one celebrated example, consider Benartzi and Thaler
(1995), who use laboratory-generated estimates from college students to calibrate a
model of the behavior of US bond and stock investors. Such exercises are fine as “finger
mathematics” exemplars, but they are no substitute for estimation on the comparable
samples. In general, economists tend to focus on in-sample comparisons of estimates
from different models, although some have considered the formal estimation issues
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that arise when one seeks to undertake out-of-sample comparisons (Wilcox 2008;
2011). An example would be comparing behavior in one task context to behavior in
another task context, albeit a context that is comparable.

The third problem with the PH is the fundamental one from the present perspective
of thinking about models using an ML approach: it predicts with probability one or
zero. So, surely, aren’t there some interesting settings in which the heuristic must be
completely wrong most or all the time? Indeed there are. Consider the comparison of
lottery A in which the subject gets $1.60 with probability p and $2.00 with probability
1 — p, and lottery B in which the subject gets $0.10 with probability p and $3.85 with
probability 1 — p. The PH picks A every time, no matter how low p is. The minimum
gain is $1.60 for A and $0.10 for B, and 10 percent of $1.60 is $0.16, greater than $0.10.

At this point experimental economists are jumping up and down, waving their
hands and pointing to the data from a massive range of experiments initiated by Holt
and Laury (2002) with exactly these parameters. Their baseline experimental task
presented subjects with an ordered list of ten such choices, with p ranging from 0.1
to 1 in increments of 0.1. Refer to these prizes as their 1x prizes, where the number
indicates a scale factor applied to all prizes. Identical tasks are reported by Holt and
Laury (2002, 2005) with 20x, 50x, and 90x prizes, and by Harrison et al. (2005) with
10x prizes. Although we will want to do much, much better than just look at average
choices, it is apparent from these data that the PH must be in trouble as a general
model. Holt and Laury (2005: 903, Table 1) report that the average number of choices
oflottery A is 5.2, 5.3, 6.1, and 5.7 over hundreds of subjects facing the 1x task, 6.0 over
178 subjects facing the 10x task, and 6.7 over 216 subjects facing the 20x task, in all
cases for real payments and with no order effects. The predicted outcome for an EUT
model assuming risk neutrality is for four choices of lottery A, and a modest extension
of EUT to allow small levels of risk aversion would explain five or six safe choices
quite well. In fact, using the usual CRRA utility function, any RRA between 0.15 and
0.41 would predict five choices, and any RRA between 0.41 and 0.68 would predict six
choices (Holt and Laury 2002: 1649, Table 3).

But using the metric of evaluation of Brandstitter, Gigerenzer, and Hertwig (2006),
the PH would predict behavior here perfectly as well! This is because they count a
success for a theory based on whether it predicts the majority choice correctly.?® In
the ten choices of the Holt and Laury (2002) task, imagine that subjects picked A on
average 5.000000001 times. An EUT model, in which the CRRA was set to around
0.25, would predict that the average subject picks lottery A five times and then switches
to B for the other five choices, hence predicting almost perfectly in each of the ten
choices. But the PH gets almost four out of ten wrong every time, and yet is viewed as
a 100 percent successful theory by this metric.

This example shows exactly why it is a mistake to casually use the “hit rate” as a
metric of evaluation in such settings.” The likelihood approach, instead, asks the model
to state the probability of observing the actual choice, conditional on some trial values
of the parameters of the theory. ML then just finds those parameters that generate the
highest probability of observing the data. For binary choice tasks, and independent
observations, we know that the likelihood of the sample is just the product of the
likelihood of each choice conditional on the model and the parameters assumed, and
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that the likelihood of each choice is just the probability of that choice. So if we have
any observation that has zero probability, and the PH has many, the log-likelihood
for that observation zooms off to minus infinity. Even if we set the likelihood to some
minuscule amount, so we do not have to evaluate the logarithm of zero, the overall
likelihood of the PH is a priori abysmal without even firing up any statistical package.

Of course, this is true for any theory that predicts deterministically, including EUT.
This is why one needs some formal statement about how the deterministic prediction
of the theory translates into a probability of observing one choice or the other, and
then perhaps also some formal statement about the role that structural errors might
play, as explained in Section 2.

4.6 Point Estimates Are Not Data: A Case
Study of Source Dependence

Abdellaoui, Baillon, Placido, and Wakker (2011) (ABPW) conclude that different
probability weighting functions are used when subjects face risky processes with
known probabilities and uncertain processes with subjective processes. They call this
“source dependence,” where the notion of a source is relatively easy to identify in the
context of an artefactual laboratory experiment, and hence provides the tightest test
of this proposition. Unfortunately, their conclusions are an artefact of estimation
procedures that do not worry about sampling errors.*® These procedures are now often
used in behavioral economics, and need to be examined carefully. In this case, they
make a huge difference to the inferences one draws.

Consider the simple two-urn Ellsberg design, the centerpiece of their analysis.
The known urn, K, has some objective distribution of balls with five colors. Design
an experiment to elicit CE for a number of these urns, where the probabilities are
generated objectively and vary from urn to urn. Assume the subject believes that.”!
The unknown urn, U, has some mix of balls of the same colors. Define some lotteries
from the U urn, such as “you get $100 if blue comes out, otherwise $0 if any other color
comes out” or “you get $100 if blue or red comes out, otherwise $0 if any other color
comes out.” Then elicit CE for these bets.

Now write out some models to describe behavior. For the K urn, which we call
risk, and restricting to two prizes, X and x, for X > x, we have w (p) u (X) + [1 -
w(p)] u (x) for some objective probability p of the bet being true and the subject
earning X. We assume some specific functional forms for the probability weighting
functions and utility functions, and estimate those parameters. For the U urn, which
we call uncertainty, we propose wy,(m) u (X) + [1 — w(n)] u,(x) for some subjective
probability 7 of the bet being true and the subject earning X. So in the general models
shown here the probability weighting function and the utility function are source-
dependent. This is the model that ABPW propose: source-dependence in both utility
and probability weighting functions, which seems reasonable to test.

On the basis of a priori reasoning, some have suggested instead that we only have
source-dependence in the probability weighting function, so we would have w, (p)
u(X) + [1 - w(p)] u(x) and w,(m) u(X) + [1 - w ()] u(x). Of course, this is a testable
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restriction of the general model to u (z) = u (z) for z € {X, x}. There is an obvious,
symmetric special case with source-dependence only in the utility function: w(p)
u (X) + [1 - w(p)] u (x) and w(m) u (X) + [1-w(m)] u,(x). Again this is a testable
restriction of the general model to w (p) = w(n) for p=n. Indeed, it is the alternative
hypothesis offered by (Vernon) Smith (1969) in a comment on Ellsberg.

These models can be estimated using data generated from the “Ellsberg experiment”
of ABPW. In this experiment each subject was asked to state CE for thirty-two bets
based on the K urn, and thirty-two bets based on the U urn, generating sixty-four
observations per subject. They propose a power utility function defined over prizes z
normalized to lie between 0 and 1, u(z) = z?, where the parameter p is allowed to take on
different values depending on the source K or U. So if S is defined to be a binary variable
such that S = 1 when the U process was used and S = 0 when the K process was used,
one estimates p, and p, in p = p, + p, S and then there is an obvious hypothesis test
that p ;= 0 in order to test for source independence with respect to the utility function.

The probability weighting function is due to Prelec (1998), which exhibits
considerable flexibility: w(p) = exp{-n(-In p®}, where w(p) is for choices from the K
process. The same function w(x) can be defined for the choices from the U process. It
is similarly possible to estimate linear functions of the structural parameters ¢ and n to
test for source-independence: ¢ = ¢, + ¢, S and =0, + 1, S. The obvious hypothesis
test for source independence in probability weighting is that ¢, = 0 and n, = 0.

The experimental data of ABPW can be used to estimate these structural parameters
and undertake the hypothesis tests for source independence. Each of sixty-six subjects
was presented with thirty-two tasks in which they were asked to indicate “switch
points” between a bet on some outcome from drawing a ball from the urn and a certain
amount of money. Half of the bets were based on draws from the K urn, and half from
bets based on the U urn. The CE were ordered increments between 0€ and 25€, using
fifty rows in a multiple price list elicitation. The end-result for each subjective lottery
is a certain amount of money evaluated as being just less valuable than the lottery, and
a certain amount of money evaluated as being just more valuable than the lottery. The
switch point is enforced for the subject and involves an increment of 0.5€. Thus we
have sixty-four binary lottery comparisons for each subject over thirty-two tasks. Each
subject was told that one of the thirty-two tasks would be selected for payment, thereby
incentivizing them to respond truthfully. Appendix D (online) reviews these estimates,
which show no support for the hypothesis of source dependence.

Although the evidence for source dependence is missing, this does not mean that
the behavioral phenomenon is missing. Indeed, it is intuitively plausible once one
moves to the domain of subjective probabilities, or where objective probabilities are
presumed to arise from some inferential process.”> But we should not mistake our
intuition for the evidence, as comforting as that might be.

4.7 Conclusion: Where Are the Methodologists?

The overall methodological lesson is that one cannot do behavioral econometrics
effectively without knowing structural theory, and one cannot design experiments
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efficiently without knowing structural theory, and having an eye to what identification
issues will arise. Of course, “identification” is a matter for theory, as much as
econometric method: it basically means the same thing as proposing an operationally
meaningful theory. So there is a methodological trinity here.

There are some low-hanging methodological issues reviewed here, and some
subtle issues. To take the low-hanging cases first, how have philosophers of science
and methodologists allowed CPT to survive on the basis of the flimsy empirical
evidence transparently before us? If it is not their job to maintain intellectual
standards across erstwhile intellectual silos, then whose is it? One reasonable
response is that this is what experimental economists should do, since they are the
methodological bridge between theory and evidence. In effect, they have to operate
at both coalfaces.”

The subtle methodological issues involve the selection of metrics for normative
evaluation, now that behavioral economics has given us a rich array of alternative
descriptive models to the traditional models.** It is not automatically true that the
traditional models are the normatively attractive models, even if they are often
mis-characterized as such. To motivate richer discussion of these issues we need
more examples where “getting the positive economics right” matters for the welfare
evaluation of policies of substance. Armed with normative tradeoffs of substance,
rather than abstract constructions per se, we will then have to address the normative
methodological issues.

Notes

1 Adam Smith preached the virtues of a division of labor, but only under the
assumption that trade occurred to allow the efficiency gains to be realized.

2 Occasionally one encounters defenders of OLS, even when we know that the
conditions for OLS are violated. None of these arguments hold much water when
confronted. One argument is that it is “easier to interpret OLS estimates directly
as marginal effects” Yes, but that is only because one has to assume away anything
that might cause OLS to generate unreliable marginal effects. That is just circular
reasoning. What might be easier, might just as well be wrong: ease of calculation and
cognitive effort are not the same thing as validity of estimates. And modern software
completely removes the ease argument. Another argument for OLS is that “you get
the same results anyway.” Really? In the old days one might have seen a wide table
of OLS estimates, with gaps here and there to reflect specification searches, and one
column in which estimates from the appropriate model are included. But not the
myriad of specification searches using the appropriate model, the validity of ad hoc
specification searches aside. So we do not know if the “robustness” shown with OLS is
indeed a robustness that carries over to the appropriate model. Another argument for
OLS, common in some finance journals, is that “I don’t believe the results unless I see
them in OLS” This is just bad epistemology, and should be called out as such. And
if this is the theological ritual needed to get published, why not put the knowingly
incorrect estimates in the online appendix? Another argument for OLS is that, “I
checked and the average is in the interior of the natural boundary.” Perhaps some
share, bounded between 0 and 1, has an average of 0.24. But that is the average, which
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is swept out by the OLS estimate (on a good day with respect to other assumptions).
It says nothing about the residuals, which are the things we would like to be Gaussian,
and lie unconstrained between +eo. Are we just to ignore the residual that is below 0
or above 1? Finally, one sometimes hears, “well, everyone else does it,” and surely that
statement does not even need a rebuttal in scientific discourse.

3 One limitation is that the “treatment” has to be binary, continuous, or multilevel,
but cannot be a mix of these. Unfortunately, many treatments of interest are best
characterized by a rich mixture of all of these. Consider the evaluation of the effect
of smoking on health expenditures. Smoking history might depend on whether the
individual had ever smoked 100 cigarettes (binary), whether the individual currently
smokes daily or occasionally (binary), whether the individual is a former smoker
(binary), the number of cigarettes smoked per day (discrete, multivalued), and the
number of years that current daily smokers have smoked (discrete, multivalued).

4 One issue here is that we cannot compare the choices over A and B of one subject
with the choices over A* and B* of another subject, without making the unwarranted
assumption that they have the same preferences over risk. In practice, the same
subject can have both pairs presented in the context of a wider battery, and then direct
comparisons can be made for each subject.

5 Inthe MM triangle there are always one, two or three prizes in each lottery that have
positive probability of occurring. The vertical axis in each panel shows the probability
attached to the high prize of that triple, and the horizontal axis shows the probability
attached to the low prize of that triple. So when the probability of the highest and
lowest prize is zero, 100 percent weight falls on the middle prize. Any lotteries strictly
in the interior of the MM triangle have positive weight on all three prizes, and any
lottery on the boundary of the MM triangle has zero weight on one or two prizes.

6 EUT does not, in these circumstances, predict 50:50 choices, as some casually claim.
It does say that the expected utility differences will not explain behavior, and that
then allows all sorts of psychological factors to explain behavior. In effect, EUT has no
prediction in this instance, and that is not the same as predicting an even split.

7 'The famous “preference reversal” experiments of Grether and Plott (1979), for
instance, have virtually no power when the individual is risk neutral, since the
lotteries in each pair were chosen to have roughly the same expected value. But a
given subject cannot simultaneously have a low-power test of EUT from preference
reversal choices and a low-power test of EUT from CR choices, assuming we have
some reasonably precise estimate of the risk attitudes of the subject.

8 Mixture models change the language of horse races, in important ways, as well as
allowing one to see how non-nested hypothesis tests have historically been “second
best” alternatives to a fully specified mixture. Rather than posing these as binary
outcomes, where one model wins and the other is rejected, mixture models estimate
the weight of the evidence consistent with one model over the other. And that weight
can vary predictably with demographic characteristics or task characteristics. As
usual, Bayesians handle all of this in a natural manner, with posterior odds being the
basis for assessing the weight of one model over another, and Hierarchical Bayesian
methods allow meta-parameters to affect these weights. Mixture models also provide
an insight into the use of multiple criteria by an individual decision-maker in a given
choice, in the spirt of the SP/A model of Lopes (1984) from psychology: see Andersen
et al. (2014a).

9 A classic example is the binary choice procedure, which is self-evidently incentive-
compatible, compared to the Becker, DeGroot, and Marschak (BDM) (1964) elicitation
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method. Although formally incentive compatible, the BDM elicitation method is
widely avoided by experimental economists since subjects often fail to understand it
without a great deal of hands-on training: see Plott and Zeiler (2005: 537). Moreover,
even if subjects understand the incentives, the mechanism is known to generate
extremely weak incentives for accurate reports: see Harrison (1992; 1994).

10 Itis not a priori obvious that this exercise is interesting if one has access to a
transparent elicitation method that is attractive by making minimal demands on
the understanding of subjects. Arguably this is true of binary choice methods, even
if other methods would provide greater information if behaviorally reliable (e.g.,
knowing a certainty equivalent takes one immediately to the risk premium).

11 Since risk attitudes only equate to U” under EUT, it is a mistake to equate joint
estimation in this application with “risk attitudes and time preferences being
correlated”

12 The same concepts apply in strategic settings, but with the added complexity that
the likelihood of behavior of all subjects in the game must be constrained by some
equilibrium concept. Goeree, Holt, and Palfrey (2003) illustrate the joint estimation of
risk attitudes for a representative agent playing a generalized matching pennies game,
with a “quantal response equilibrium” constraint. Harrison and Rutstrom (2008, §3.6)
illustrate the joint estimation of risk attitudes and bidding behavior in a first-price
sealed-bid auction, with a Bayesian Nash Equilibrium constraint.

13 Itis true that one must rely on structural assumptions about the form of utility
functions, probability weighting functions, and discounting functions, in order
to draw inferences. These assumptions can be tested, and have been, against more
flexible versions and even non-parametric versions (e.g., Harrison and Rutstrom 2008;
78-9). A similar debate rages with respect to structural assumptions about statistical
error specifications, as illustrated by the charming title of the book by Angrist and
Pischke (2009), Mostly Harmless Econometrics. But it is an illusion, popular in some
quarters, that one can safely dispense with all structural assumptions and draw
inferences: see Keane (2010) and Leamer (2010) for spirited assaults on that theology.

14 The implication for the claim by Andreoni and Sprenger (2012) that “risk preferences
are not time preferences” is immediate. If the intertemporal utility function that
subjects use is actually nonadditive, then risk preferences over time streams of money
need to be sharply distinguished from risk preferences over atemporal payoffs.

In effect, there are two possible types of risk aversion when one considers risky
choices over time, not one. To be more precise, if one gives subjects choices over
differently-time-dated payofts, which is what Andreoni and Sprenger (2012) did,
one sets up exactly the thought experiment that defines intertemporal risk aversion.
They compare behavior when subjects make choices over time-dated payoffs that are
not stochastic with choices over time-dated payoffs that are stochastic, and observe
different behavior. In the former case, virtually all choices in their portfolios were

at extreme allocations, either all payoffs sooner or all payoffs later; in the latter case,
they observed more choices in which subjects picked an interior mix of sooner and
later payofls, diversifying intertemporally. Evidence that subjects behave differently,
when there is an opportunity for intertemporal risk aversion to affect their choices
compared to a setting in which it has no role, is evidence of intertemporal risk
aversion. It is not necessarily evidence for the claim that there is a “different utility
function” at work when considering stochastic and non-stochastic choices. We do
not rule out the latter hypothesis, but there is a simpler explanation well within
received theory. Evidence for intertemporal risk aversion in experiments is provided
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by Andersen et al. (2018), who also provide extensive cites to the older literature.
Intertemporal risk aversion provides an immediate explanation for the observed
behavior in Andreoni and Sprenger (2012). Just as atemporal risk aversion encourages
mean-preserving reductions in the variability of atemporal payoffs (imagine lotteries
defined solely over x and X or defined solely over y and Y), intertemporal risk
aversion or intertemporal risk aversion encourages mean-preserving reductions in
the variability of the time stream of payoffs (imagine lotteries y and ¥ defined above
over x, X, y, and Y). Hence, when Andreoni and Sprenger (2012) claim that “risk
preferences are not time preferences,” one can restate this correctly as “a-temporal
risk aversion is not the same as intertemporal risk aversion,” and of course that is true
whenever there is a nonadditive intertemporal utility function.

15 The actual utility of the other subject, the subjective perception I have about the utility
of the other subject, or the normative utility I choose to apply to the other subject.

16 For example, I have seen so little evidence for CPT that I no longer automatically
build in (longer) risk batteries with mixed frames or loss frames. Others might demur.

17 Imagine that there is no probability weighting on the gain domain, so the decision
weights are the objective probabilities, but that there is some probability weighting on
the loss domain. Then one could easily have losses weighted more than gains, from
the implied decision weights.

18 This variant is called an iterative multiple price list by Andersen et al. (2006).

19 This variant is called a sequential multiple price list by Andersen et al. (2006).

20 They also estimated 3 and apparently obtained exactly the same median value as a,
which is quite remarkable from a numerical perspective.

21 'This issue is the focus of the use of “hierarchical” methods by Nilsson, Rieskamp, and
Wagenmakers (2011) and Murphy and ten Brincke (2018), which are in principle well
suited to handling this particular problem, which is not unique to CPT.

22 Tversky and Kahneman (1992: 312) do note that the “parameters estimated from the
median data were essentially the same.” It is not clear how to interpret this sentence.

It may mean that the median certainty-equivalents for the initial fifty-six choices, and
the median values of $x for the final eight choices, were combined to form a synthetic
“median subject,” and then estimates obtained from those data. The expression
“median data” does not lead one to suspect that it was any one actual subject. Nor is
there any reference to standard errors for these estimates. Glockner and Pachur (2012)
used the same unfortunate style of reporting results.

23 Some would seek to elevate this practice to define what economics is: see Gul and
Pesendorfer (2007). This is simply historically inaccurate and unproductive, quite
apart from the debate over the usefulness of “neuroeconomics” that prompted it.

24 Of course, there are many such heuristics from psychology and the judgment and
decision-making literature, noted explicitly by Brandstitter et al. (2006: 417, Table 3).

25 'This finding may be well documented, but it is apparently not well known. Birnbaum
(2004) provides a comprehensive review of his own experimental studies of the Allais
common consequence paradoxes, does not mention any of the studies referenced
here, and then claims as a general matter that using real, credible payments does not
affect behavior (105).

26 Another concern with many of these stylized examples is that they are conducted on a
between-subjects basis, and rely on comparable choices in two pairs of lotteries. Thus,
one must account for the presumed heterogeneity in risk attitudes when evaluating
the statistical power of claims that EUT is rejected. Loomes and Sugden (1998) and
Harrison et al. (2007) pay attention to this issue in different ways in their designs.
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27 'There is a folklore joke about how psychologists treat their models the way economists
treat their toothbrush: everyone has their own. In this case, it seems as though an old,
discarded toothbrush is getting passed around to brush dataset after dataset.

28 To see this, follow carefully the explanation in Brandstitter et al. (2006: 418) of how
the vertical axis on their figure 1 is created. There are fourteen choice tasks being
evaluated here. The PH predicted the majority choice in each of the fourteen tasks, so
it is given a predictive score of 100 percent. The “equiprobable” 