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Ethical Issues with Arti�cial Ethics Assistants 
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This chapter examines the possibility of using arti�cial intelligence (AI) technologies to improve

human moral reasoning and decision-making. The authors characterize such technologies as arti�cial

ethics assistants (AEAs). The authors focus on just one part of the AI-aided moral improvement

question: the case of the individual who wants to improve their morality, where what constitutes an

improvement is evaluated by the individual’s own values. The authors distinguish three broad areas in

which an individual might think their own moral reasoning and decision-making could be improved:

one’s actions, character, or other attributes fall short of one’s values and moral beliefs; one sometimes

misjudges or is uncertain about what the right thing to do is, given one’s values; or one is uncertain

about some fundamental moral questions or recognizes a possibility that some of one’s core moral

beliefs and values are mistaken. The authors sketch why one might think AI tools could be used to

support moral improvement in those areas and distinguish two types of assistance: preparatory

assistance, including advice and training supplied in advance of moral deliberation, and on-the-spot

assistance, including on-the-spot advice and facilitation of moral functioning over the course of moral

deliberation. Then, the authors turn to ethical issues that AEAs might raise, looking in particular at

three under-appreciated problems posed by the use of AI for moral self-improvement: namely,

reliance on sensitive moral data, the inescapability of outside in�uences on AEAs, and AEA usage

prompting the user to adopt beliefs and make decisions without adequate reasons.

Introduction

Flora is in a restaurant, chatting with a group of friends, when the conversation turns to climate change,

animal welfare, and diet. By the time the waiter asks her what she’d like for lunch, Flora �nds herself at a

loss, unsure what to order. The locally sourced roast beef? The chicken, likely from a factory farm? Salmon?

The vegan quinoa? Usually, she orders whatever sounds most appetizing. But she’s just heard a lot of

strongly held, con�icting views on what food choices are best for the environment and the well-being of

animals. She’d like to do the right thing, and she cares about animals and the environment. However, she

isn’t sure what option would be best. For one thing, she’s missing a lot of information that seems relevant

for her decision. She wonders whether �sh feel pain, how the chickens were treated, and which dish took the

most resources to produce. She’d also like to know what the best arguments are for and against positions

like vegetarianism. After listening to some of her friends, she’s even begun to question some of her deeper

values and normative beliefs like her assumption that ecosystems have only instrumental value.
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What to have for lunch is just one of the many ordinary purchasing and consumption decisions we face

every day. In many of these situations, we are missing information that we think might be relevant, and we

haven’t had a chance to fully think through the question, yet we have to make a choice. With the advent of

big data and recent developments in arti�cial intelligence (AI) research, is there some way that computer

systems could help us with this kind of decision?

Recently, a number of philosophers and computer scientists have proposed that technologies employing AI

could be used to improve human moral reasoning and decision-making (Borenstein and Arkin 2016;

Giubilini and Savulescu 2018; Klincewicz 2016; Savulescu and Maslen 2015; Formosa and Ryan 2021; Lara

2021; Sinnott-Armstrong and Skorburg 2021).  We will focus on just one part of this AI-aided moral

improvement question: the case of the individual who wants to improve their morality, where what

constitutes an improvement is evaluated by the individual’s own values.  We will refer to the technology of

interest in this chapter as the ‘arti�cial ethics assistant’ (AEA)—an AI system that is designed and used with

the aim of improving human moral cognition.  We look primarily at the use of AEAs to in�uence purchasing

and consumption decisions made by individuals; we set aside discussion of the many other possible uses of

AI technologies to aid moral decision-making.

1

2

3

4

If Flora were presented with an AEA, with the promise that it would help her make more moral consumer

decisions, or perhaps more speci�cally, decisions that better align with her core moral values, would she

have reason to use it? In comparison with other approaches to moral improvement, attempts to use AI

technology to improve moral cognition make several potential ethical questions and problems salient. This

chapter examines a selection of such problems. We begin by distinguishing three broad areas in which an

individual might think their own moral reasoning and decision-making could be improved. We then sketch

why one might think that AI tools could be used to support moral improvement in those areas. Finally, we

discuss some of the ethical issues that AEAs might raise, looking in particular at three under-appreciated

problems posed by the use of AI for moral self-improvement, namely, reliance on sensitive moral data, the

inescapability of outside in�uences on AEAs, and AEA usage prompting the user to adopt beliefs and make

decisions without adequate reasons.

Moral self-improvement

When considering the topic of arti�cial ethics advisors, there is an essential preliminary question to ask:

what would it mean to improve one’s own moral reasoning and moral decision-making capacities?  Given

con�icting conceptions of morality, di�erent people have ideas of moral improvement that diverge in

substance—one person thinks moral improvement involves increasing compassion; another person thinks

it involves increasing devotion to family or loyalty to the country.  One can distinguish several aspects of

moral cognition that an individual with nearly any set of values might believe could be improved.  One may

think:

5

6

7

(1) One’s actions, character, or other evaluable states or attributes  fall short of one’s values and what

one believes one ought to do. One admits one is sometimes hypocritical or that one su�ers from weak

self-discipline. For instance, even if Flora concluded that she ought to be a vegetarian, she may be so

tempted by the thought of the delicious roast beef sandwich that she orders this option despite her

moral belief.

(2) One sometimes misjudges or is uncertain about what the right thing to do is, given one’s values, in a

particular situation. Pressure or lack of time can lead to logical errors or to a failure to consider all

the information that one ordinarily believes is relevant. One might be missing information or one

might have false beliefs about the non-normative features of a particular situation (perhaps Flora

incorrectly thinks that the locally sourced beef has a smaller carbon footprint than imported salmon)

or about relevant non-normative features of the world more generally (such as whether �sh can

su�er as much as farm animals). It could be due to thought patterns that one considers to be biased

—Flora may tend to have more sympathy for cows than chickens yet view this tendency as a bias.

Even if one is con�dent in one’s moral beliefs and values, there is room for things to go wrong when

applying them to a particular case and forming a judgement about what to do.

(3) One may also be uncertain about some fundamental moral questions or one may recognize a

possibility that one is mistaken in some of one’s core moral beliefs and values (or in one’s

8
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understanding of them).  Individuals sometimes look back and think that they have been mistaken

about what is right and wrong; people’s moral priorities sometimes shift over time. Listening to her

friend describe the plight of factory farm animals, Flora might come to think that she has made a

moral mistake in the past by weighting human welfare as so much more important than animal

welfare.

9

If one sets out to improve one’s morality, then, one may do so with the aim of improving in any of these

three areas—roughly, one may aim to align actions or character with moral judgements, aim to align moral

judgements about particular cases with one’s core moral commitments, or aim to either improve or better

understand one’s core moral commitments. There are many traditional tools for moral self-improvement

that address aims (1)–(3). These include re�ection, prayer and other religious practices, the study of texts,

soliciting and following the advice of others, imitating people we admire, building up habits, structuring our

environments to avoid temptations, and so on. More recently, philosophers have suggested the possibility

of moral bioenhancement—the use of biomedical technologies, such as pharmacological, genetic, or neural

interventions, for moral enhancement (Persson and Savulescu 2012). An AEA, if it performed as promised,

would add a di�erent kind of tool for moral self-improvement. At the same time, the use of AI for moral

improvement poses a distinct set of potential ethical problems. In this chapter, we focus primarily on AEAs

that could be used to advance aim 2, leaving discussion of the other aims for future work.

How could AI technology be used to improve moral cognition?

AI, interpreted broadly, is already being used to support reasoning and decision-making in a variety of

contexts: for instance, to guide decisions about whether to admit patients into intensive care; to assist

predictions about how likely a defendant is to re-o�end; and to assist predictions about whether one

investment or another is more likely to produce a pro�t (Phillips-Wren 2012). Furthermore, AI is used in e-

commerce, where product rankings or chatbots help customers in making decisions. AI is also used as part

of expert systems that automate decisions for pilots, doctors, and in other domains (Liebowitz 2019). Given

these already existing systems, it is not implausible that the use of AI to supplement reasoning and

decision-making will gradually encroach on more canonically moral domains in the near future. It is also

possible that, as some philosophers have been advocating, e�orts will be made to develop AI systems

explicitly designed to support human moral capacities (see Whitby 2011).

Perhaps the most technologically feasible version of a personal AEA in the near term would be a

recommender system that takes into account factors that the user considers moral. Recommender systems

are at the heart of popular music streaming services, such as Spotify, and online shopping platforms, such

as Amazon. One can easily imagine similar systems that generate purchasing or consumption

recommendations in a process that incorporates information about users’ values.  For instance, if one

wants to avoid listening to White supremacist bands or to songs with misogynistic lyrics, one can imagine a

music streaming recommendation system accommodating this preference.

10

11

There are also a number of systems that provide users with information pertinent to advancing particular

kinds of values within speci�c contexts, such as apps that supply information about restaurant options,

household products,  and clothing companies (Hansson 2017). And there are robo-advisor systems that

make investment recommendations that take into account whether the user wants to avoid investing in

particular industries such as in weapons or tobacco. However, no existing systems allow the user to

personalize recommendations or information on the basis of moral values in a �ne-grained way.

12

13

With regard to more advanced systems that could supply personalized ethics assistance, there are many

technical questions about how the systems could acquire information about users’ values. Here are some

possibilities:

• the user completes surveys in which they indicate what they take to be their priorities, which

considerations they believe are morally relevant in particular situations (c.f. Sinnott-Armstrong and

Skorburg 2021: 9–14), or what their moral judgements are about particular scenarios (Giubilini and

Savulescu 2018: 174–175). One might think of these surveys as much more elaborate versions of the

Moral Foundations Questionnaire (Graham et al. 2013) or the questions asked in the Moral Machine

experiment (Awad et al. 2018), which uses thought experiments to �nd patterns underlying moral

judgements;14
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Preparatory assistance: Advice and training

• the AI system asks the person speci�c questions to �ll in gaps in the system’s model of the person’s

moral views;

• the AI system observes the person’s choices and behaviour and infers desires, preferences, and values

on the basis of them (Etzioni and Etzioni 2016);

• the AI system observes the person’s choices and behaviour together with the choices and behaviour of

others and infers desires, preferences, and values on the basis of correlations at the population level

(Giubilini and Savulescu 2018).

• the person gives the AI system feedback on its judgements and recommendations, for example, as in

some forms of inverse reinforcement learning (Ng and Russell 2000; Had�eld-Menell et al. 2016) or

reward modelling (Leike et al. 2018);

Some of these are quite futuristic; current e�orts to do this sort of thing are very rudimentary. Nonetheless,

it may eventually be possible to represent much of an individual’s moral world view outside of that person’s

mind.

Suppose, then, that systems have been created that are capable of acquiring a picture of the user’s moral

functioning and world view (or some subdomain within these) for the purpose of helping the user to

improve their moral reasoning and decision-making. Such systems could conceivably in�uence an

individual’s moral cognition in a number of ways. One distinction is between preparatory assistance, on the

one hand, which is any in�uence on the user in advance of their consideration of the case or moral question

of interest, and, on the other hand, on-the-spot content-speci�c assistance with particular moral

questions or cases.15

At the preparatory stage of assistance, the AEA might play an advisory role or a training role. When giving

on-the-spot assistance, during the duration of the user’s deliberation on a particular question, the system

could play an advisory role or it could play a function facilitation role. In an advisory role, the AEA provides

information and recommendations, o�ered for consideration within the user’s reasoning process. In

advance, the advising AEA could give information about the process of moral reasoning, for instance, and

recommendations on how to prepare to make better decisions when one faces a case or moral question; on

the spot, the advising AEA could give information and recommendations speci�c to particular cases or

particular moral questions such as about what to value. A trainer supplies training that permits the user to

improve some moral capacity; this role is speci�c to preparatory assistance.   Function facilitation occurs on

the spot, over the course of one’s consideration of a particular moral question, when the system helps one

exercise some capacity such as the detection of morally relevant features of a situation or generation of

possible options for action.

16

One type of preparatory assistance is procedural assistance, which aims to improve one’s moral deliberation

processes (Paulo 2018).   Schaefer and Savulescu (2019: 73) propose that increasing ‘logical competence,

conceptual understanding, empirical competence, openness, empathy and bias’ would be a way to improve

the quality of moral decisions of individuals no matter their antecedent values. Another potential target for

procedural assistance would be a�ective perspective-taking—the ability to recognize or infer the emotional

states of others (Klincewicz et al. 2018). Via advice and training, the system could also help one develop

dispositions for re�ection (Giubilini and Savulescu 2018: 179) or for engaging in various stoic practices

(Klincewicz 2019). The AEA could also help train one’s own capacities for recognizing situations that (one

believes) raise moral issues and for more quickly or reliably noticing features of a situation that one

considers after re�ection to be morally relevant (e.g. by training a�ective perspective-taking).

17

In addition to procedural assistance, an AEA might assist in advance of particular cases by helping us better

understand our own moral views. For instance, the AI system might �nd patterns in our judgements about

cases so as to identify the underlying norms and principles we subscribe to and the core values we are most

concerned with. The advisor might also identify con�icts between an individual’s moral world view and

their actions or identify apparent con�icts within an individual’s moral belief system. Making these things

explicit may prompt re�ection on whether these are the norms, principles, and values one wants to endorse.

We call this the AEA’s moral psychologist function.
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On-the-spot assistance: On-the-spot advice and facilitation

The AEA could also prompt the user to increase the completeness of their moral world view—for instance,

by giving them new cases to consider, such as cases they might be likely to encounter in the future in our

profession, so that the user thinks about them in advance with the idea that this puts the user in a better

position to analyse and develop views about similar cases when they are encountered in reality. In addition,

the AEA could simply provide facts that can become a part of background information relevant to future

moral decision-making.

During the time when the individual is considering a particular moral question or case, the AEA could supply

support by facilitating the functioning of component parts of one’s moral deliberation process. If the user

has already formed a tentative moral judgement on a particular question, the AEA may weigh in with an

assessment of whether the judgement is consistent with one’s deeper values and other commitments.

Savulescu and Maslen’s proposed moral reasoning prompter would help the individual think through a moral

decision by prompting the individual through some (personalizable and possibly adapting) reasoning

procedure. They list some example questions for this process, such as ‘Would the act involve crossing a line

you promised yourself or another you wouldn’t cross?’ and ‘Do you think you will feel shame or remorse if

you go ahead with the act?’ (Savulescu and Maslen 2015: 87).  With information about the principles or

considerations underlying one’s judgements (or other people’s judgements), the AEA could help with the

moral reasoning process by collecting and presenting to the user a range of arguments or considerations

that might be o�ered for and against particular options for action. Lara and Deckers propose a ‘Socratic

Assistant’, with which the user would ‘deliberate in dialogue’ to subject the user’s beliefs to ‘conditions of

empirical, logical and ethical rigour’ (Lara and Deckers 2019: 8);  Seville and Field suggest that AI systems

could play a devil’s advocate role in moral reasoning (Seville and Field 2000). For Flora, who wants to decide

whether to become a vegetarian or a vegan or continue eating meat, the AEA could provide arguments for

each of these positions, generating them on the basis of her antecedent values. If Flora is a utilitarian, the

AEA could provide utilitarian arguments for these diets.

18

19

20

An AEA could remind one of the facts or analogous cases that one usually considers relevant for a given kind

of moral question but that one may fail to think about at the moment. It could draw one’s attention to

features of the situation that one believes are relevant but that one does not always attend to or adequately

consider. Suppose Flora is visiting her grandmother and wondering about whether to eat the grilled chicken

that her grandmother has lovingly prepared: it might be helpful for the ethics adviser to remind Flora to

think about how her grandmother may feel if she refuses the meal, given that on previous, similar occasions

Flora has regretted failing to consider the cook’s feelings.

Another function that is relevant when the individual is in the midst of considering a case is that of the

‘moral environment monitor’ (Savulescu and Maslen 2015), which monitors general factors that cause the

individual to reason better or worse. These might include things like stress level, sleep deprivation,

hormone levels, possible in�uence by unwanted emotions, etc. On the spot, the system could alert the

individual if they are making a decision in a less optimal condition—for example, so that the individual

could postpone the decision or take steps to counteract the e�ects of the non-optimal environment. (If an

AEA were to supply information about these patterns in advance of the individual considering the particular

case or question, then it would be playing a preparatory role—for example, if it recommended that the user

ensure that particular conditions are in place before making decisions. And, if the e�ect of the environment

monitor over the long term was that the user learned when they were better at moral decision-making and

adjusted their moral deliberation process accordingly, the result would be an enduring procedural

enhancement.)

More directly, the AEA might supply advice on what means would ful�l one’s ends. Supposing Flora has

decided to minimize the number of meat products she consumes, the AI system might assist her lunch

decision by screening all the meal options based on whether they include meat. If Flora were thinking more

long term, making a decision about where to live, she might be interested in which areas are most conducive

to a vegetarian lifestyle; the system might then advise her in a way that allows her to change her social and

environmental context so that it is easier to maintain her vegetarianism. Along these lines, Savulescu and

Maslen propose the moral organizer (Savulescu and Maslen 2015: 86), which may identify ways in which the

person could meet their goal or alert them to the fact that they have not yet met the goal—thus aiding them

on the spot in the ongoing process of reasoning about how one can meet one’s goal.
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The sensitivity of moral data

More fundamentally, AEAs might provide advice—recommendations or information—meant to prompt

changes to people’s ends or their interpretations of their ends—their core moral beliefs and values. For

example, working from premises that the user already accepts or would be likely to accept if they considered

them, the AI system could identify, for the user’s consideration, a range of arguments for and against

possible core moral beliefs and values (Klincewicz 2016: 180; Lara and Deckers 2019: 9). The AI system

might have gathered those arguments from other human beings (e.g. from philosophical texts) or it may

have generated them itself. The arguments could proceed by appealing to non-moral values (e.g. epistemic

values such as coherence) that the individual holds; or they could appeal to metaethical or conceptual

arguments (e.g. an argument appealing to the nature of action or obligation).

What kind of arguments would work for this function would depend on what beliefs the user already has.

For instance, one type of information potentially relevant for changing one’s ends would be information

about the morality of others—their judgements about cases, their concepts, the types of considerations they

believe to be relevant, the weight they put on di�erent considerations, and so on. Depending on the

question, one might be interested in the beliefs of people in one’s profession, one’s parents and friends,

religious leaders, or the entire population. In the moral domain, the reason this information would be of

interest is that the user may consider other people’s moral beliefs to be information that bears in some way

on what they ought to believe (c.f. Chituc and Sinnott-Armstrong 2020: 273) or ought to take into account.

To that end, the AEA could deliver Flora a compendium of commonly held moral beliefs about a vegetarian

diet among people with whom she shares other moral views, for example.

In addition to o�ering direct advice on one’s ends, the AEA might facilitate one’s reasoning about one’s

ends—for instance, the system could guide the user through the reasoning or discernment processes

recommended by particular traditions. If the user believes that a particular approach to ethical reasoning

and decision-making is right (e.g. Jewish tradition, or virtue ethics, or something else), the system could

help guide the individual through reasoning and decision-making processes from those traditions to help

them modify or reinterpret their core values.21

Ethical risks and problems

Given the wide variety of moral functions that could be handed o� to an AEA, identifying all the potential

ethical issues associated with the use of ostensible AEAs would require much more than one chapter. In

addition, which ethical problems may arise depends substantially on what form AEAs might take. Here, we

focus on three problems that are worth considering for a broad range of AEAs for moral self-improvement,

all of which are tied to their use of AI: (a) the risks associated with AEA reliance on information about the

user’s own moral psychology; (b) the risks associated with outside in�uences on AEAs and the possibility

that an AEA will not accomplish its function; and (c) the risks associated with taking the AEA’s advice

without having adequate reasons. After discussing these problems, we brie�y discuss some of the problems

that have come up in the literature on moral bioenhancement that also appear applicable to the AEA case.22

Given the complexity of human moral reasoning and psychology, for an AEA to be e�ective it would likely

require substantial information about the world, the cases the user encounters, and the user. In particular,

in order to advise the user in a personalized way, an AEA would need moral data about that individual:

information about the individual’s values and beliefs, and possibly even quite an in-depth model of that

individual’s moral psychology. Information about an individual’s values (moral, political, personal, etc.), let

alone information about the underlying patterns in a person’s moral psychology, which the individual is not

even aware of themselves, can be highly sensitive (cf. Christen et al. 2015 on ‘morality mining’). Thus, one

of the distinguishing ethical issues associated with AEAs, in contrast to other moral improvement

interventions, is the risk introduced by its likely reliance on large quantities of detailed, sensitive moral

data.

Each of the AEA’s various interactions with the individual’s moral data—elicitation, aggregation, storage,

processing, creation (based on inferences from other data), possible sharing, and use—introduce risks for

the user.  Furthermore, the creation of AEA technology, long before it reaches the user, may require a

process in which AI systems learn moral concepts and construct models of moral world views; such a

23
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process would itself likely require the collection and processing of moral data from many people. Then,

during use, if the AEA system is updated based on information about others or if one of its functions is to

provide the user information about the values and opinions of others, risks arise for all the individuals

whose moral information is collected and transferred—such information may �ow or be used in ways that

violate rights or are otherwise problematic.  Additional risks arise from the identi�cation of patterns in

moral views across individuals that enable further inferences, including inferences about groups and

uninvolved individuals (on the issue of group privacy, see Floridi 2014; Taylor et al. 2016; Loi and Christen

2019; Veliz 2020, ch. 3; on privacy interdependencies, see Humbert et al. 2019 and Barocas and Levy 2020).

The use of AEAs by some individuals could expose (probabilistic) information about non-users that enables

predictions about non-users’ likely moral views or dispositions based on other available information about

them. This opens the door for dangerous discrimination against both historically marginalized groups and

previously unrecognized groups that become salient as a result of newly discovered moral psychological

patterns (see Taylor 2016 on algorithmic groupings).

24

Why is moral data so sensitive? Information about the individual AEA user—which might include

information about the user’s intentions, past actions, judgements about controversial cases, and so on—

would be of great interest to many people, such as prospective employers, spouses, landlords, security

services, loan providers, governments, etc. Imagine a landlord interested to know whether a prospective

renter has little regard for property rights; a person interested in whether their �ancée secretly thinks that

occasional cheating is not so bad; a parent concerned with whether a babysitter will be a bad in�uence. Such

parties might even claim to have a legitimate interest in accessing this data under some circumstances.

Morality is central to identity (Strohminger and Nichols 2014), and the topics that people tend to consider

questions of morality are frequently high-stakes. Importantly, people tend to be less tolerant of those they

disagree with on moral matters than of those they disagree with on other matters (Skitka et al. 2005; Wright

et al. 2008). Individuals’ moral data would also be of great interest to people concerned with rule violations

and punishment, such as divorce attorneys, law enforcement, juries, etc. In addition, any system that relies

on valuable personal data runs a risk of leakages and attacks. We can imagine AEA user data being

repurposed for a variety of illegal and malicious ends—moral data used for blackmail, exposing political

dissidents, manipulating targets, etc.

Historically, information about individuals’ moral values has only been accessible to others in a piecemeal

way, for example, via self-disclosure, rumour, behaviour, and other indirect indicators.  We have laws and

norms that regulate our interactions with such information—in many countries, for instance, closely

related data, such as religious a�liation and voting record, is subject to various protections. Digitalizing

moral data at the scale an AEA would require introduces substantial hazards—it would harvest some of the

most signi�cant information about individuals that there is. It is di�cult to anticipate all the ways in which

storehouses of presumed-reliable information about individuals’ moral world views might alter our social

world. Think of friendships made untenable by one person’s repugnance at the moral views of the other,

moral purity tests for employment, deeper polarization and segregation between groups on the basis of

moral views, and moral inquisitions.

25

Some of the risks associated with moral data can perhaps be addressed by engineering solutions that

prevent repurposing or hacking, other technological tools, new social norms, and legal instruments that

regulate moral data and the development of purported AEAs. But pending substantial developments along

these lines, for the sake of social functioning there is reason to be wary of highly personalized AEA, given

their likely reliance on massive amounts of moral data.
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The inescapability of outside influences on AEAs

A worry for any ostensible moral enhancement intervention is that it will fail to perform its purported

function and, on top of that, that the user might not recognize the failure. Let us distinguish two possible

characterizations of the AEA’s function. One is the individual value alignment function: the system helps the

user better align their moral judgements and decisions with their core moral values (cf. Christian 2020;

Boddington 2021). However, if the user’s core moral values are completely misguided, it could be that

e�orts to increase alignment will not result in moral improvement and may indeed result in moral

worsening. Thus, there is another characterization of the AEA’s function to consider, which we will label the

moral improvement function: the system helps the person improve their moral judgements and decisions,

simpliciter. For a user whose core moral values are roughly on track, performing the individual value

alignment function may have the result that the system also performs the moral improvement function. For

the user whose values are completely misguided, the AEA would presumably need to in�uence the user’s

core moral values (or their interpretation) if it is to ful�l the moral improvement function. Since the moral

improvement function lies beyond the scope of this chapter, we are concerned here with the possible

function failure of an intervention designed to perform individual value alignment and in particular with the

low probability that the user would be able to assess whether the system will perform its purported function.

In practice, an AEA cannot be fully personalized: the values of others will invariably in�uence the design of

the system in ways that no user could fully reconstruct (cf. Sera�mova 2020). Although the system may take

the user’s moral views as input, and though it could even be designed to change over time on the basis of the

user’s input, the initial design of the system and its parts (unless the user were to design the entire system

from scratch) comes from elsewhere. For an AEA to come into being, some set of individuals must design it,

construct it, advertise it, etc. The creation and availability of such technology is in�uenced by economic and

political structures as well as many other individuals’ interests and values; whatever advice or guidance the

system provides the user will be partly determined by the choices of the designers of the system, the

institution that built it, standards organizations, and others (Frank and Klincewicz 2016).

At minimum, the variety of ostensible AEAs that the interested user may encounter is constrained. As with

any computer system, those options that do become available will be the product of a vast number of value-

laden design decisions, many of which the user will not be aware of or able to inspect (Friedman and

Nissenbaum 1996; Nissenbaum 2001). Among other things, there is the unavoidable challenge of the system

needing to select some format in which to present options and information, given the existence of order

e�ects and other presentation factors that a�ect reasoning. The result may be that the AEA systematically

biases or restricts the scope of morally relevant actions that the user considers; it might ‘imprison us within

a certain zone of agency’ (Danaher 2018: 18). There is also the possibility that the use of an AEA, though not

intended (by designers or users) to change one’s core values, nonetheless does. Using an AEA could then be

a ‘transformative experience’ (Paul 2014), producing a shift in one’s values.  As many philosophers have

observed, even ordinary technology can mediate values and change the values of its users without their

awareness (Bergen and Verbeek 2021). The reverse problem is also a potential worry—that a user who

interacts with the system will change less over time than they would have had they conducted their moral

deliberation without the system; that the system will constrict the moral growth of the user.

26

In addition to unintended in�uence, there are critical concerns related to intentional bias, manipulation,

paternalism, and social control. If such systems are created by people with an agenda or partisan interests,

there will be incentives to design them in ways that nudge or otherwise in�uence users’ choices or even

their core moral views. Hidden in�uence is a risk associated with decision support systems generally (Susser

2019) and would be especially pressing in a context in which the system is used with the aim of moral

improvement.

There are serious reasons to doubt that a user could ever adequately con�rm that an AEA is successfully

accomplishing the individual value alignment function. This is so despite the fact that, for the most part, the

user of the AEA system in the scenario we have imagined is an active rather than passive participant in the

moral improvement process. In an active moral enhancement intervention, at least as discussed by

Focquaert and Schermer (2015), the intervention requires conscious mental participation on the part of the

subject. The AEA that we have considered intervenes by o�ering information and recommendations, which

the user may accept or disregard; training, which presumably requires the user’s conscious participation;

and function facilitation, which we will assume here occurs only with the user’s active involvement. The

user has an idea of how the AEA is in�uencing them; and the user may cease using the AEA at any time.
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Moral advice without adequate reasons

Nonetheless, even for the best-case scenario that we have sketched, in practice there remains a high

probability that the system will promote values other than the user’s and that the user will not be able to

identify the ways in which the design decisions or interference of others is exerting an in�uence on their

moral reasoning. Among the causes of this epistemic di�culty is the complexity and opacity of the system,

which we discuss in the next section. Thus, there is an ethical risk associated with the purported AEA failing

to perform its individual value alignment function and causing the user whose moral convictions are mostly

on track to morally worsen.

One of the worries about moral bioenhancement is that, even if it changes some aspects of an individual’s

morality for the better (whether their dispositions, actions, beliefs, or something else), if the user did not

make that change on the basis of adequate reasons, that change may be less than praiseworthy or may not

constitute a moral improvement overall. This kind of issue shows up in a particularly important form for the

AEA, given that it would likely employ machine learning, which tends to be highly opaque (Burrell 2016;

Goodman and Flaxman 2017; Arrieta et al. 2020). The problem arises most directly when the AEA acts as an

advisor providing recommendations.

Suppose the AEA system were to recommend a course of action that would increase the alignment of the

individual’s reasoning and decision-making with their core moral values. The user does this but lacks

adequate reasons for the change (e.g. it may be that the user’s only reason in favour of the change is the fact

that it is AEA-recommended). The user is unable to independently identify adequate reasons for their

behaviour, and the AEA is not able to supply the user with adequate reasons in support of its

recommendation. The result of this attempt to use an AEA for moral improvement would be that the user

obtains beliefs and reaches decisions without being in possession of or being capable of formulating reasons

for those beliefs and decisions. If, as a number of philosophers think, there is inherent or instrumental value

in the human agent being in possession of or able to supply reasons for their judgements, actions, and so

on, this is a problem.

For instance, Nickel (2001) argues that there is a ‘recognition requirement’ for moral action. On his view, to

act in a moral way one must act on the basis of a recognition of what morality requires: ‘morality requires

one to act from an understanding of moral claims, and therefore to have an understanding of moral claims

that are relevant to action’ (257). Having a full understanding of a moral claim is ‘a matter of having a grasp

of the relevant reasons bearing on action, or in other words, having a grasp of the justi�catory basis of the

claim’ (259). On this view, then, if an AEA cannot supply the user with adequate reasons for its

recommendation, there is a risk that one will be left without an understanding of the moral claim so that,

even if one acts on the basis of it, one’s action will not be moral.

Suppose that in the situation in which Flora is trying to decide whether to eat the meat dish her

grandmother has prepared, the best action to take, given the circumstances, Flora’s core values, and so on,

would be to eat the dish. If Flora takes this action solely on the basis of the AEA’s recommendation, without

recognition of the morally relevant features of the situation (without recognizing, say, that she should be

appreciative of her grandmother’s e�orts or that accepting the dish would convey respect, etc.), then her

action might not be a moral action. Furthermore, lacking a full understanding of the moral conclusion that

she has obtained from the AEA puts Flora in a less than optimal position going forward; facing similar

situations in the future, Flora will be no more capable of reasoning about what to do than she was before she

consulted the AEA about how to respond to her grandmother.

There may be some circumstances in which it is permissible to defer to the moral testimony of another

human being—perhaps in low-stakes circumstances, in situations in which one obtains advice about how to

implement shared values, or when ‘we know that we’re unable to resolve a di�cult moral issue and

reasonably expect that others can do better’ (Mogensen 2017: 263). However, deferring to the advice of an

AEA may be di�erent—the AEA, or our relationship with it, may be missing some element on which our

usual deference relationships depend. This could be so, for instance, if the permissibility of deference to

human testimony rests on the fact that human beings can be held responsible for their testimony. The AEA

might not be the sort of thing that can be punished or adequately held to account for its claims or

recommendations (Floridi 2016; Nyholm 2018).
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Additional problems

By contrast, if the AEA could help the user to acquire adequate reasons for making the change that the

system recommends, the user would not be epistemically dependent on the AEA’s advice itself; the AEA

might have played a critical causal role in facilitating the user’s acquisition of reasons (and user dependence

on that facilitation could raise its own ethical problems), but the user’s beliefs or decisions would rest on

the reasons that the user has acquired over the course of their interaction with the AEA.

What are the prospects that the AEA could not only advise but could also help the user acquire adequate

reasons for accepting the AEA’s claim or following its recommendation? A natural place to start would be for

the AEA to share information about what prompted its advice. Unfortunately, the computational processes

of an AI system that could function as an AEA would invariably be complex, likely so complex that no human

being would be capable of understanding them. Even for existing machine-learning systems, the factors

that prompt the system to generate outputs are not easily translated into familiar human concepts, let alone

moral concepts that might provide the building blocks for articulating reasons. Substantial e�orts are

currently underway to create explainable AI systems (see the discussion in, e.g. Mittelstadt et al. 2016;

Goldenfein 2019; Martin 2019), but some are pessimistic about how far such techniques can take us (see, e.g.

Rudin 2019).

In sum, one concern about AEAs that provide moral advice is that they may prompt the user to make

changes—acquire beliefs, take actions, and so on—without adequate reasons. This may undermine the

moral worth of the user’s actions. Although a user like Flora might have had noble motivation for using an

AEA in the �rst place (namely, acting more morally), if she is left without reasons for the system’s

recommendations, following its advice may leave her less morally worthy.

Many of the potential ethical problems associated with moral bioenhancement e�orts may also be

applicable for AEAs. One general issue has to do with the fact that using new technologies to interfere with a

complex system like human moral tradition and practice risks causing signi�cant bad consequences we

cannot predict beforehand. Despite the �owering of empirical research on moral cognition in the past few

decades, we still know only a fraction of what there is to know about how moral cognition works—including

how hormones and other chemicals, situational factors, and so on, a�ect reasoning; and how moral world

views develop and change. Furthermore, both the functioning and development of moral cognition depends

crucially on one’s environment and one’s interactions with others. Supposing that we could successfully

create AI systems that could perform the individual value alignment function, there are still numerous risks

associated with use of such a computer system.

For instance, suppose we were using an AEA to reduce inconsistencies in our own moral belief systems—it

may well be that some inconsistencies in one’s moral beliefs are useful somehow; maybe becoming more

consistent would reduce �exibility, creativity, or other qualities that undergird well-functioning moral

cognition. For instance, it could be that being as free as we currently are to fall short of our moral standards

permits us to keep our standards high. If an AEA were to point out the inconsistencies in our actions and

beliefs too frequently, we might respond in a potentially perverse way by lowering our standards. Giubilini

and Savulescu (2018: 174) mention this issue, discussing the possibility that one might start out as a strict

utilitarian, but in the face of the AI system’s recommended actions, such as donating half one’s income to

charity, say, one might begin to think that strict utilitarianism is too demanding a theory. This weakening of

standards might not constitute an improvement.

Another class of unintended consequence has to do with the potential for problematic dependence (Danaher

2018). One incarnation of this problem is the potential for moral deskilling (Vallor 2015). We would want to

anticipate whether the use of AEAs would cause us to lose our own abilities to perform essential moral

cognitive tasks. We would also want to know whether our own ability to perform that task is instrumentally

valuable, such as for reasons of robustness, or intrinsically valuable. Similar concerns already exist in

domains of human activity where the introduction of computing tools permanently changes people’s

cognition. These unintended consequences that AEAs introduce may be di�cult to undo. Of course, it is an

empirical question whether AEAs would worsen our ability to independently perform whatever cognitive

tasks it takes over, but when it comes to moral decision-making, such a technology should not be unleashed

until we have good evidence that it does not.
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However, preparatory assistance, including procedural assistance, is less likely to raise this worry than

some of the other assistance that the AEA might provide. Preparatory assistance aims to help us improve

skills and obtain information (with the idea that the user retains that information for future use or develops

judgements on the basis of that information that are available for future use).

We should also worry about e�ects such as general alienation from other people and a loss of the social

aspects of moral practice—for instance, threats to moral collaboration and discussion due to greater

reliance on technology during the process of moral reasoning and decision-making. Among other things,

some people think that coming to an ethical agreement via direct social interaction is an intrinsically

valuable part of human morality. Social groups are often distinguished by their moral values, and their

cohesion often depends on norms that regulate and punish transgressions. The widespread use of

personalized AEAs for moral self-improvement may e�ectively dampen the societal role of moral practice.

Depending on how we interact with AEAs—for example, which moral cognition tasks we outsource entirely,

which we perform using AEAs as cognitive extensions (Hernández-Orallo and Vold 2019)—and how reliant

we become on them, AEAs may threaten some core component of what we take to be human nature; this is a

concern that some have also had about some forms of moral bioenhancement (Cohen 2006; Sandel 2004).

There is a worry about whether these interventions would undermine our self-understanding as human

beings, as some authors argue moral bioenhancement may do (Elliott 2014; Danaher 2019; Kraemer 2011),

or undermine human dignity (Fukuyama 2003; Cohen 2006; Giubilini and Sanyal 2015). A closely related

potential problem is the possibility that the AEA could undermine freedom of will or action or, more

generally, freedom of mind: some have argued that pharmacological, genetic, or direct neural interventions

would impose a limit on these capacities (Bublitz 2016: 94) and that these interventions interfere with our

freedom to morally fall (Harris 2011; DeGrazia 2014; Pugh 2019). An AEA may similarly challenge this

freedom, especially if such devices could cause permanent changes in our moral world view or ensure, in a

way that circumvents our agency, that we always act in accordance with our values.

We may also have certain obligations related to moral reasoning that the use of an AEA would prevent us

from discharging. For instance, there may be something morally wrong in Flora failing to spontaneously,

independently consider the well-being of her grandmother when making a decision about whether to accept

the food she o�ers. One may argue that this is ultimately a function that she is obliged to perform herself,

without the prompting of a computer system.

Another recurring type of worry about enhancement interventions has to do with problems that arise if a

substantial portion of the population uses the technology. In the context of moral cognition, widespread

changes to our reasoning and decision-making process could produce homogenization at the group level,

which might be a problem, for example, if it limits the potential for moral progress at the societal level

(Schaefer 2015). For the personalized AEA that we have discussed, one might worry more about polarization

and radicalization than homogenization, but the latter is also a risk, particularly if there are common

patterns of in�uence in the way that AEAs a�ect users’ moral cognition.

Conclusion

In this chapter, we have analysed three of the risks raised by individual use of purported AEAs, each of which

applies to a range of systems designed to provide personalized assistance for individual moral reasoning in

the near term. We focused on the hazards associated with reliance on moral data, outside in�uence on the

design of AEAs, and the possibility of the AEA user adopting beliefs and making decisions without su�cient

reasons. Each of these is a problem that is di�cult to avoid with AEAs. To provide speci�c, personalized,

moral assistance with a broad enough scope to be interesting, an AI system presumably requires vast

quantities of moral data. Likewise, at least some outside in�uence on the substance of AEA advice, via

design decisions and other constraints, cannot be avoided. Finally, it remains to be seen to what extent the

opacity of complex machine-learning systems can be overcome and to what extent such systems will be able

to assist users in acquiring adequate reasons for beliefs and decisions in�uenced by the AI system. Thus, we

consider these three problems to be rather serious obstacles for the hope that AI systems might be

harnessed for the purpose of helping individuals who wish to improve their own moral functioning.
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Notes

1 Much of this discussion has been presented in terms of enhancement. In contrast with past debates about human
enhancement, though, which are generally concerned with improving a trait beyond what is normal or typical for some
population, the question of moral enhancement is at least sometimes treated as including any sort of moral
improvement, even if it does not surpass the normal or typical (e.g. DeGrazia 2014). We are concerned with improvement
broadly, not just enhancement in the narrow sense, so to make that explicit we will use the term ʻimprovementʼ rather
than ʻenhancementʼ (see also Klincewicz 2019).
For additional discussion on the question of whether machines can aid human moral reasoning and decision-making, see
Cave et al. (2019: 568); Boddington (2021).

2 We will not rely on a principled distinction between moral and non-moral values; we pragmatically count an individualʼs
value as a moral value if that individual considers it to be a moral value.

3 We use this term in place of Giubilini and Savulescu (2018)ʼs ʻartificial moral advisorʼ first, to avoid ambiguity about
whether the AI system itself is moral/ethical and, second, because we want to consider not only AI systems that give advice
but also those that provide assistance in other ways. (See Danaher (2018) for discussion on the ethics of AI assistants
generally.) Throughout the chapter, we use the terms ʻethicalʼ and ʻmoralʼ interchangeably.

4 A few examples of other types of uses that we will not discuss are: moral decision-making as a group (e.g. at the family,
company, or city level) and moral decision-making by individuals who are in special positions, such as politicians, doctors,
or designers.

5 Many people have highlighted the importance of this question within debates on moral enhancement; see, e.g. Shook
(2012), DeGrazia (2014); Beck (2015), Young (2018).

6 For some discussion on this problem for moral enhancement see, e.g. Paulo (2018); de Sio and van den Hoven (2018).
Indeed, one of the biggest hazards associated with ostensible moral improvement via technology is the prospect of some
people using such technologies to impose their values on others with di�erent values. Numerous people have addressed
various aspects of this important topic, including, e.g. Sparrow (2014) and Paulo and Bublitz (2019).

7 There are also other approaches one could take to carve up the types of ways one might seek to morally improve. For
instance, Shook (2012) distinguishes five ways in which one might morally improve; DeGrazia (2014) distinguishes three
ways—motivational improvement, improved insight, and behavioural improvement.

8 For instance, oneʼs intentions, motivations, and emotional reactions.

9 Some might dispute whether an agent can coherently or rationally believe that some unspecified subset of their own core
moral beliefs and values might be wrong; this may raise an issue like the preface paradox. Nonetheless, (descriptively) at
least some individuals have this belief.

10  Manolios et al. (2019) investigate the possibility that music recommendations might be based on personal values (see
also Tang and Winoto 2016).

11 In reality, some internet services that use recommendation algorithms have attempted to remove content containing, for
instance, hate speech (Hern 2018).

12  Giubilini and Savulescu (2018: 174) discuss an app, the Humane Eating Project, that promises to provide guidance on
where to eat if one wants to avoid supporting animal cruelty.

13 For a number of years, the internet service GoodGuide supplied information about whether a product meets various
standards, such as ʻLeaping Bunny Certified ,̓ indicating lack of animal testing (OʼRourke and Ringer, 2016).

14 See also Conitzer et al. (2017); Freedman et al. (2020).

15 The distinction we are drawing between preparatory and on-the-spot assistance is a simplification: of course, people do
not deliberate on a single moral question or case without interruption until they reach a conclusion. As a rough-and-ready
distinction, however, it is useful.

16 Whether a given act of assistance is preparatory or on-the-spot is defined with reference to a particular moral question. In
general, as one is considering a particular question, one cannot be trained to better deliberate about that particular
question. (One might make an exception for a very lengthy period of deliberation over the course of which oneʼs
deliberation capacities could improve.) Any given instance of deliberation can be part of oneʼs training in advance of
future consideration of further cases.

17 See Schaefer and Savulescu (2017, 2019); see Paulo (2018) for discussion of procedural moral enhancement. Paulo (2018)
argues that procedural moral enhancement amounts to moral epistemic enhancement.

18 For instance, Peterson (2017) suggests an approach to ethical reasoning that one could imagine a computer implementing
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to help an individual evaluate their own moral consistency. The method involves identifying principles that best explain
paradigm moral cases, assessing moral similarity between cases, and ascertaining what principle to apply to a new case
by assessing which paradigm case the new case most closely resembles, morally. Suppose that the AEA possesses a model
of the humanʼs moral views, which represents the humanʼs moral views geometrically in a ʻmoral spaceʼ of principles and
cases as Petersonʼs describes. Suppose also that the system has learned to predict with some degree of reliability the
humanʼs pairwise moral similarity judgements between new cases and paradigm cases. The AEA could then indicate to
the human the presence of a possible inconsistency in the humanʼs view, in cases where the humanʼs judgement about a
new case diverges from what the AEA predicted the human would judge, on the basis of the AEAʼs prediction of the
humanʼs pairwise moral similarity judgements between the new case and paradigm cases and the AEAʼs knowledge of
what principle is associated with each paradigm moral case.

19 For this intervention to be pertinent in the context of self-improvement, the user would have to consider these to be
questions that are conducive to moral improvement or would need to believe more generally that the AEAʼs prompting
method is conducive to moral improvement.

20 They emphasize, though, that the ultimate aim of the system would be to help the user get better at doing this reasoning
on their own. This system, then, would be providing on-the-spot assistance as well as preparatory assistance for future
cases.

21 Another possibility is that the system guides the user through other (non-reasoning) kinds of processes that can change
oneʼs ends or oneʼs understanding of oneʼs ends, such as meditation or life-transition traditions that involve hallucination-
inducing drugs. (See Earp (2018) on the possible relevance of psychedelic interventions for moral enhancement).

22 Many potential ethical problems have already been identified for e�orts to use technologies, particularly biomedical and
genetic technology, for moral enhancement. For useful review, see Raus et al. (2014) and Specker et al. (2014).

23 Also see Milano et al. (2020) on privacy risks associated with recommender systems, and Kreitmair (2019: 158–159) on
privacy worries related to direct-to-consumer neurotechnologies.

24 Federated learning (see, e.g. Yang et al. 2019) would be one strategy for reducing the transmission of specific information
about individuals; it remains to be seen what form this might take and how much it would help in addressing the risks
associated with sensitive moral data.

25 Already, digital technologies are changing this—for instance, some indication of values can be inferred using social media
data, though such e�orts are both patchy and noisy (Kosinski et al. 2013; Olteanu et al. 2019).

26 On this type of phenomenon, see Alfano et al. (2021)ʼs analysis of YouTube recommender systems as causing
transformative experiences that may lead to radicalization.
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