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Abstract
I am interested in the “rational irrationality hypothesis” about voter behavior. According to this hypothesis, voters regularly vote for policies that are contrary to their interests because the act of voting for them isn’t. Gathering political information is time-consuming and inconvenient. Doing so is unlikely to lead to positive results since one’s vote is unlikely to be decisive. However, we have preferences over our political beliefs. We like to see ourselves as members of certain groups (e.g. “rugged individualists”) and being part of those groups depends on having certain beliefs (e.g. about welfare spending). Even if a decrease in welfare spending would be bad for me, I might still benefit by believing in and, consequently, voting for a decrease since my vote is unlikely to make a difference but getting to see myself as a rugged individualist will make a noticeable difference to my wellbeing. It is sometimes argued that this hypothesis fails for empirical reasons. I will argue that things are worse: it is conceptually incoherent. I will do so by first showing that it is a rationalizing explanation and then argue that rationalizing explanations must be reflectively stable from the agent’s perspective. The rational irrationality hypothesis is not.
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There is a certain line of thought that has gained momentum in recent years which purports to show that putatively irrational voter behavior makes sense from the perspective of rational choice theory (Caplan, 2001; 2006; Huemer, 2015; Somin, 2013).1 In a
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nutshell, the idea is that a single vote is so unlikely to make a difference to the outcome of an election that the benefits of believing in and, consequently, voting for a disastrous policy will often outweigh the costs. If the agent has preferences over certain beliefs as well as material outcomes, there will be cases where they can maximize utility by trading one preference off for the other. If an agent prefers to believe that climate change is a hoax, they can believe as they wish at no cost to themselves. They might act on this belief in a way that results in additional pollution, but the amount will be so small that it won’t cause any negative outcomes that wouldn’t have occurred anyway. The added pollution is not even noticeable, whereas believing that climate change is a sham might significantly increase their sense of wellbeing for whatever reason. Similarly, a policy that decreases environmental regulation might harm one significantly. However, casting a single vote in favor of it is unlikely to determine the fate of the policy. So, if one prefers to be a member of the political group that opposes environmental regulation, the benefits of believing falsely that environmental regulation does more harm than good could very well outweigh the costs. In short, the rational irrationality hypothesis explains why people vote against their own self-interest by positing that they have preferences over beliefs. As a result, they sometimes maximize utility by believing something false about which policies would benefit them. These false beliefs lead them to vote for policies that are contrary to their own self-interest. Their votes are unlikely to be decisive, so the votes have no negative consequences.

Call the phenomenon just described “rational irrationality.” The theory of rational irrationality is a species of rationalizing explanation. It explains why agents do something by showing that it makes sense for them to do it. Given the circumstances and the agent’s preferences, it makes sense for them to have false beliefs about certain policies and this leads them to vote for disastrous policies. They so believe because they are implicitly aware of this. This is obscured by the fact that the target behavior is simultaneously described as being irrational, in some sense. However, I will argue that this is misleading. Proponents of the rational irrationality hypothesis are not always careful about how they state their position. When they are, they are clear that instances of “rational irrationality” are indeed rational in the only way that matters (though see the objections and replies for a qualification).

This last fact is important because it commits proponents of the rational irrationality hypothesis to the intelligibility of rational irrationality from the point of view of the agent. This is not always clear because proponents will sometimes ward off criticism by granting that rationally irrational thinking can only occur subconsciously. Nobody can be rationally irrational and also be fully aware that this is what they’re doing. However, one of the burdens of this article will be to show that this cannot (given their other commitments) mean that rational irrationality is conceptually incoherent or that a fully rational agent would be incapable of it. Rather, since their explanation of behavior requires that “rational irrationality” really is rational in the sense that matters, a fully rational agent would not only be capable of it but, if they had the right preferences, would be rationally obliged to engage in it. Any inability of ours to self-consciously partake in the “rationally irrational” must on their account be a merely contingent (and unfortunate) psychological limitation.

I will argue that commitment to the intelligibility of rational irrationality is a problem. Intuitively, the practice seems to be reflectively unstable. I will vindicate this intuition,
showing why it is. I will do this by drawing a parallel between rational irrationality and Hieronymi’s (2005, 2006, 2009) solution to Kavka’s (1983) “toxin puzzle.” Both involve cases where it at first seems that it would make sense to form a mental state that commits one to doing something even though it would not make sense to do that thing. I will argue that in both cases the mental state is irrational despite its favorable consequences, because it rationally commits the agent to a course of action that is contrary to her own self-interest. Just as intending to Φ commits one to Φ-ing, believing that a policy is best all-things considered rationally commits one to that policy. It follows that one cannot treat the question of what to do about a political issue and what to believe about it as two different questions, admitting two different cost-benefit analyses, as the rational irrationality view requires. This criticism, if successful, is more devastating than extant criticisms which hold that the rational irrationality hypothesis is mistaken on empirical grounds. If I succeed here, I will show that the very idea of rational irrationality is conceptually incoherent.

In the Rational irrationality section, I will explain the main tenets of and motivation for the rational irrationality hypothesis. In the Rational irrationality and rationalizing explanations section, I will argue that the style of explanation that this view involves is a rationalizing one and that this commits its proponents to the rational intelligibility of it from the agent’s point of view. In the Rational irrationality and reflective stability section, I will draw a comparison between the toxin puzzle and rational irrationality. Here I offer an explanation of why the position strikes us as reflectively unstable. In the Objections, replies, and follow-up discussion section, I will consider an objection to the effect that we can save the rational irrationality hypothesis by distinguishing epistemic and practical rationality. I will also briefly consider the form that explanations of motivated reasoning must take once the rational irrationality hypothesis has been ruled out.

**Rational irrationality**

I will begin with a brief overview of the rational irrationality hypothesis. The impetus was the apparent difficulty rational choice theory faces when trying to explain putatively irrational behavior. Few of the formal details of rational choice theory matter for my purposes. I will describe this approach to modeling and/or explaining behavior at a level of abstraction that omits a great deal.

Rational choice theory is a way of modeling or explaining (more on the distinction below) the behavior of agents. Agents have preferences. Preferences are given a total ordering. They are ordered by utility to the agent. Utilities are given quantitative values. The agent aims to maximize utility. To do this, they must perform cost-benefit analyses of the courses of action they consider. Some outcomes have negative utility, that is, costs. Others have positive utility, that is, benefits. Agents must weigh the costs and benefits of all the outcomes for each course of action. They choose the course of action with the most favorable balance, that is, the rational one. Some versions of the theory assume that the agent has all the relevant information. Others have provisions for uncertainty. On views of the latter sort, agents maximize expected utility, as opposed to utility *simpliciter*. Expected utility is just the utility of an outcome multiplied by the probability that it obtains.
Economists, behavioral economists, and social psychologists often resort to rational choice theory for the purpose of making predictions about the market. They assume that everyone is behaving rationally (in the above sense). Monetary value is the only thing with any utility in the simplest models. This makes it easier to generate predictions since it is easy to give monetary preferences quantitative values and put them in a total order. However, the approach can be extended to agents with more nuanced preferences, so long as they can be given quantitative values and put in a total order.

The theory runs into apparent difficulties when agents seem to behave irrationally. It is sometimes thought that voters tend to behave irrationally. This thought has been around at least since Plato, but it picked up steam in the 20th century in part because of Joseph Schumpeter’s (1950) *Capitalism, Socialism and Democracy*. If voters don’t behave rationally, then rational choice theory isn’t going to help us predict or explain their behavior.

Anthony Downs (1957) argued that things aren’t as bad as they might seem for rational choice theory. Voters vote for policies that are contrary to their own interests because they are ignorant. However, it is rational for them to be ignorant. The time spent pursuing political knowledge has negative utility. The negative utility is not compensated by the positive utility of voting for sound governmental policies. Perhaps it would be if one’s vote were decisive. However, one’s vote is unlikely to be decisive, even in a local election. Let the expected utility of an act be the sum of the products of its possible consequences and their respective utilities. An agent does not maximize expected utility by casting an informed vote because the negative utility of acquiring information is moderate (let’s suppose) and nearly certain to obtain whereas the scenario in which one’s vote is decisive has high utility, but nearly certain not to obtain. The intuitive thought here is that the expected utility of voting is low because it is unlikely that one’s vote makes a difference, but it is very likely that becoming informed will be onerous and involve additional opportunity costs. That is, voters are ignorant but rationally so. You maximize expected utility by remaining politically ignorant, unless you have a preference for political knowledge as such. Assuming such preferences are rare, or at least weighted below more pressing concerns, rationality requires that one remain ignorant. Call this phenomenon “rational ignorance.”

So, rational choice theory predicts that voters will be poorly informed because it predicts cases of rational ignorance. That means it makes sense that they vote for policies that are contrary to their own interests. Or so it might seem. However, Bryan Caplan (2001, 2006) has argued that rational ignorance fails to explain the conviction with which people favor policies contrary to their own interests. If one is ignorant, one should be agnostic (Caplan, 2006: Introduction, Chapter 1). However, we find something closer to fanaticism than agnosticism among the uninformed.

Does this pose problems for rational choice-theoretic approaches to voter behavior? Caplan thinks not. The solution is to treat beliefs as one more thing over which agents have preferences (Caplan, 2001:7ff, 2006: 115ff). People prefer to believe certain things, for example, that God exists or that immigrants are destroying the economy. These beliefs have positive utility for them. Even if these beliefs are false, their falsity does not bear on the decision making of the agent in such a way as to incur negative-utility outcomes, as many false beliefs clearly do. Having a false belief about
which treatment plans are likely to cure a disease could have terrible consequences for the agent. Having false beliefs about immigration policy is much less likely to have noticeable consequences for the agent. The agent can enjoy these beliefs and vote for policies that would have negative utility were they enacted. However, since the agent’s vote is unlikely to be decisive, this doesn’t make much of a difference from the perspective of rational choice. This is so because the inquiry would itself be costly, as would the loss of a cherished belief. Furthermore, no positive utility would come of the true belief unless the agent’s vote was decisive. So, instead of “rational ignorance,” we now have “rational irrationality.”

This approach has been criticized in many ways. It has been argued that the empirical studies Caplan cites falsely assume that “textbook” knowledge (e.g. knowledge of how many senators each state has) is necessary for reasonable democratic participation (Landemore, 2012). There are worries that those who conducted those studies framed the questions in such a way as to encourage participants to give the wrong answer (Landemore, 2012). Caplan’s assumption that votes only matter if they are pivotal has also been challenged (Mackie, 2012). My criticism will be more damning than any of these. Rather than arguing that Caplan is empirically mistaken or that one of his premises is incorrect, I will argue that his account is incoherent. To do that, I will first need to go over some general features of the account he is offering. I will focus on Caplan’s account here because it is the most rigorous version of the rational irrationality hypothesis I’ve come across. However, I will occasionally draw from the work of other similarly minded proponents of rational irrationality. The conclusion I reach in this article will apply to every version of the rational irrationality hypothesis since it depends only on its most general features.

Rational irrationality and rationalizing explanations

As I said earlier, rational choice theory can be pursued as a genuine explanation of behavior. A genuine explanation is an answer to the question why the behavior occurred. It can also be treated as a mere heuristic. If one takes the latter route, one assumes that agents will behave rationally just to make predictions about their behavior but will remain undecided as to whether rationality really has anything to do with why they behave as they do. Rational choice theory could be a useful way of generating predictions about behavior even if it doesn’t give us a true explanation of why it occurred.

Rational irrationality, then, could be taken as either genuine explanation or mere heuristic. Which way does Caplan understand it? One consideration that may seem to speak in favor of the heuristic interpretation is Caplan’s concession of the lack of “psychological plausibility” of the rational ignorance proposal, at least understood a certain way. He grants that people don’t explicitly reason this way. However, he goes on to say that people do tacitly make the trade-offs he is attributing to them. They tacitly recognize that learning more is not worth the effort and that holding certain beliefs feels good, so they tacitly lower their intellectual standards when it enables them to hold low-cost feel-good beliefs.

How should we understand “tacit” awareness? Caplan suggests we understand it by way of an analogy with driving a car (Caplan, 2006: 126). We don’t explicitly reason
about what we are doing but “we know the steps on some level” (Caplan, 2006: 126). My knowledge of how to drive a car is presumably psychologically real in some important sense, despite not being explicit. I don’t simply act as if I know how to drive a car. I really know how to drive a car. It is an interesting question what this knowledge consists in and how it is realized. Is it discursive? Is it brain-bound? If so, is it local or distributed? Regardless of how we settle these questions, we should grant that this knowledge is real and that it is explanatorily relevant at a certain level of description. I hit the brakes because that is how you stop a moving car and I know this.

Caplan goes on to try to demonstrate the psychological plausibility of rational irrationality, understood as a subconscious process. He provides numerous examples of cases in which agents put their rationality “on standby” when they can hold high-utility false beliefs at low cost to themselves, but then revise those beliefs when the stakes go up and those beliefs cease to come at a low cost (Caplan, 2006: 127–131). He is explaining their behavior by positing that it is the result of a tacit decision to engage one’s rational capacities that were previously on standby. They were on standby because cost-benefit analysis deemed that the best course of action. As Caplan puts it, “Voter irrationality is precisely what economic theory implies once we adopt introspectively plausible assumptions about human motivation” (Caplan, 2006: 3, cf. 14). That is, he is not only predicting how people will behave but also giving an account of the factors that motivate them to so behave. Huemer’s (2015) paper on the topic, which cites Caplan with approval and argues for the same conclusion, is called “Why We are Irrational about Politics.” This strongly suggests that he is interested in explaining why we do the things we do and not just giving us a behavioristic ersatz.

So, we are dealing with a genuine attempt at explanation rather than mere prediction. Now we must determine what kind of explanation he is offering. It seems clear that he is offering a rationalizing explanation. Rational choice theory explains behavior as happening because it is rational for the agent.

The question we must consider now is whether his explanation of “rational irrationality” is one that depends on the subject being mistaken. Of course, in one sense the answer is “yes.” He is assuming that voters are wrong about which policies make sense and he is trying to explain why they are wrong. The important question however is whether the behavior he is explaining would still make sense from the point of view of the agent even if they were aware of what they were doing. Is Caplan saying that the rationally irrational are acting on merely apparent reasons that do not appear as reasons to act from the point of view of the enlightened theorist providing the explanation? Or is he saying that even when all the facts are in, it is rational to be rationally irrational, so long as you have the right preferences? Another way of putting the question is to ask whether Caplan is offering an error-theory. If yes, then the rationally irrational only behave this way because they are in the dark. If no, they would continue to behave this way even if they accepted Caplan’s theory.

The error-theoretic answer has prima facie plausibility. Caplan’s reader gets the distinct impression he takes himself to be smarter than the average voter and that he is debunking their follies with empirical facts and explaining why their mistakes persist. They do as they do because they are willfully irrational and they would cease to be so if they were to soberly reflect, as he has done.
I have little doubt that Caplan is tempted, in certain moods, to see matters this way. However, I will argue that he is not really an error-theorist. I hope to show that his preferred method of explanation requires him not to be. When he is being careful, he seems to appreciate this fact. I now turn to make the case that he is not offering an error-theoretic explanation and that he only gives this impression when he is not being careful.

I will begin by considering grounds that one might think speak decisively in favor of the error-theoretic interpretation of Caplan. During most of his discussion of the psychological plausibility of his account, he takes for granted that the rationally irrational cannot be self-consciously so. There is a temptation here to infer that this must be because rational irrationality is a reflectively unstable position. One can benefit from rational irrationality so long as it takes place in the Freudian depths. One cannot, however, consider the merits of rational irrationality and decide in favor of it on that basis. Rational irrationality is a species of irrationality. One cannot deliberately be irrational, just as one cannot deliberately fail. One can deliberately succeed at something other than what one is putatively trying to do, such as when one deliberately loses a sporting event. However, one cannot genuinely engage in a task and deliberately fail to achieve its constitutive aim. If one is trying to fail at the constitutive aim of one pursuit, one is really engaged in some other pursuit. If one is trying to lose a baseball game, one is “playing” baseball in a pickwickian sense only. What one is really doing is profiting by gambling on a fixed game. Thought is governed by a rationality norm, or so one might think. Plausibly, believing something is taking it to be true. Belief in some sense aims at truth, then. If so, then rationality is at least a secondary norm of belief. Belief aims at truth and rationality is, plausibly, at least a guide to truth. So, you ought to only believe that which it is rational to believe. The truth and rationality norms are essential to belief just as the aim of scoring more runs is essential to baseball. So, one cannot think and deliberately do so irrationally. Therefore, explanations of behavior invoking rational irrationality are error-theoretic. An agent might receive certain benefits from being rationally irrational, but they cannot decide to be rationally irrational in order to secure these benefits.

This is a very reasonable line of thought. I now turn to show that it is not what Caplan thinks and, furthermore, even if he did it is inconsistent with his other commitments. Initial grounds for doubt appear when he suggests that people really can be rationally irrational willingly and knowingly. Caplan quotes from 1984 a passage in which those partaking in “doublethink” are said to engage in contradictory beliefs simultaneously and self-consciously (see Caplan 2006: 125–126). In one act of doublethink, one self-consciously violates the requirements of rationality and follows it with another act in which one’s memory of the previous act is erased. Memory is erased to mitigate the feeling of guilt (Caplan, 2006: 125–126). Caplan doesn’t discuss the Orwell quote at-length because he doesn’t think his case depends on “Orwellian underpinnings” (Caplan, 2006: 125). However, the fact that he thinks the Orwell passage gives a “chilling” (Caplan, 2006: 125) account of a real phenomenon suggests he doesn’t think that one cannot engage in rational irrationality knowingly. He will accept for the sake of argument that doublethink doesn’t really happen, but he is only doing this because he doesn’t expect people to agree with him that it does. So, he is arguing from premises that his reader is more likely to accept. If you can engage in doublethink knowingly and
deliberately, then it doesn’t seem that the line of thought adumbrated above is one Caplan endorses. However, there are additional reasons more significant to his overall project for reaching this same conclusion.

Although Caplan is less clear than he could have been about this, I am persuaded that he thinks self-conscious doublethink is possible. He thinks this because he does not believe that rationality, in the sense of “rationality” that is being “put on standby” in cases of rational irrationality, is a particularly important normative standard, let alone constitutive of thought. The rational choice theorist’s sense of “rationality” is the only one he takes to be authoritative in his more careful moments. It is worth noticing in this regard that he sometimes puts “irrationality” in scare-quotes when he talks about rational irrationality (see, e.g. Caplan 2001: 4). This strongly suggests he is not endorsing the negatively valenced evaluation that the term carries with it. He does not put “rational” in scare-quotes.

The sense of “rational” in which rational irrationality is irrational is that of responsiveness to the evidence. Most, although not all, philosophers are inclined to think that epistemic rationality is not simply a special case of practical rationality. Epistemic rationality, rather, is just as fundamental as practical rationality, that is, the kind of rationality that the rational choice theorist hopes to illuminate. Some such philosophers, “evidentialists” maintain that a distinctively epistemic kind of rationality is the only standard relative to which we can assess the rationality of beliefs (e.g. Moran, 1988; Shah, 2004). Others maintain that there are two incommensurable standards relative to which we can assess the rationality of a belief (e.g. Feldman, 2000). We can assess it relative to the purely epistemic standard that evidentialists say is the only intelligible standard for belief rationality, but we can also assess the practical rationality of beliefs. The latter standard may be analyzed in terms of expected utility. Either way, the majority say there is a purely epistemic standard relative to which the rationality of beliefs either can or must be assessed.

Caplan does not share this view. On his view, beliefs are just another thing we have preferences over. Unless you assign an unusually high utility to true beliefs as such or in some specific domain, there will be cases where it is rational to make trade-offs. When the costs of getting things right exceed the benefits of doing so, it is irrational to take the necessary measures to get things right. The like-minded Ilya Somin clearly makes this point when he says of rational irrationality that “Although some scholars view such bias as irrational behavior, it is perfectly rational if the goal is not to get at the ‘truth’ of a given issue in order to be a better voter but to enjoy the psychic benefits of political ‘fun’” (Somin, 2013: 80). He then goes on to cite Caplan with approval. It seems clear that the standard he is using to assess the rationality of beliefs is the same standard he would use to assess any other behavior, such as buying a lottery ticket.

Caplan says similar things in many places. He describes cases of “rational irrationality” as ones in which people have preferences over both beliefs and material goods and “rationally make trade-offs between their two values” (Caplan, 2006: 17). He clearly does not regard epistemic rationality as something on a par with practical rationality. Nor does he think the two are incommensurable, for if they were, they would be incomparable and trade-offs between them could never be rational. Rather, just like Somin, he takes epistemic rationality to be what you get when you only assign utility to true beliefs. Epistemic rationality is practical rationality with a peculiar utility function. Believing in accordance with the evidence no matter the practical consequences is only rational
if you have the sole goal of achieving true beliefs. But that would be a niche interest of yours, not a feature of rationality as such. So long as you value something other than true beliefs, there are cases where rationality requires that you make trade-offs. The real problem with false beliefs is that there are material benefits you sacrifice on account of them (Caplan, 2006: 17). However, sometimes we sacrifice little in the way of material benefits and we enjoy the false beliefs enough to compensate for the loss. So, we would be irrational not to make the trade-off in such cases.

This is why he puts “irrationality” in scare-quotes when he’s careful. The trade-offs are rational by the only standard he takes seriously. The non-economist’s intuitions about rationality are just a special case of rationality as understood by rational choice theory. It is what rational choice theory gives you when you plug in the utility function of an epistemic fanatic. There is nothing wrong with being a fanatic, but there is nothing wrong with not being one either, from the point of view of rational choice theory. Most people aren’t fanatics. So, it is rational for them to make the trade-offs. If he is offering an error-theory of anything, it is the deep-seated conviction that there is something wrong with these trade-offs for agents who maximize expected utility by making them.

Caplan is committed to saying that our inability to engage knowingly in rational irrationality is a mere psychological quirk of ours. A fully rational agent would be knowingly rationally irrational if they had the right preferences. We are unfortunately unable to consciously make the trade-offs that rationality requires of us, so we must make the trade-offs subconsciously. Caplan’s explanation does not require that the agent be unaware of what they’re doing. They could, at least in principle, be aware. The agent’s goal is to maximize utility and the way to do that is by subjecting certain beliefs to a lower level of scrutiny. So, they will do so if they accept Caplan’s theory. They must, on pain of irrationality. To do anything else would be to fail to maximize expected utility. The only way this would fail to be the case, on Caplan’s view, is if they were to be an epistemic fanatic. So, saying that agents are putting their rationality “on standby” in these cases is misleading. They are just ceasing to pursue one of their subsidiary aims when it is no longer profitable to do so.

This puts Caplan in an awkward position. He seems to be lecturing the hoi polloi while at the same time saying that they are doing the only thing it makes sense for someone in their position to do. This should not distract us from the fact that his explanation of voter behavior, which is his main project, depends on the rationality of their choices. Just as Downs explains voter ignorance by showing that it makes sense for the agent to be ignorant, all things considered, so too does Caplan explain voter “irrationality” by showing that the putative irrationality is, contrary to appearances, rational. It follows that rational irrationality ought to be reflectively stable. If it is what rationality requires, it is what a fully rational agent would self-consciously decide to do. Our inability to do it self-consciously is a failure on our part to be self-consciously rational. I now turn to show that this is a problem for Caplan and his followers.

**Rational irrationality and reflective stability**

The difficulty with rational irrationality is that it presents us with an apparent example of a case where it is rational to form a psychological attitude in favor of doing something but
not rational to do it. It sometimes benefits you to believe a policy is beneficial even though the policy itself would not benefit you. It seems to follow that it makes sense for you to believe it is best all-things considered to have a policy enacted although it would not make sense for you to enact the policy, if the decision were up to you. Surely, this is the feature of rational irrationality that is responsible for our uneasiness about it. This is where the irrational part of "rational irrationality" comes in. If it is reflectively unstable, it must have something to do with this feature. However, this falls short of explaining its reflective instability. It only gestures in the direction of an explanation.

We can make progress toward an explanation by considering what people have said about similar phenomena. So, let us consider another putative case where it is rational to decide in favor of doing something but not rational to do it. Take Pamela Hieronymi’s (2009) variation of Kavka’s (1983) "toxin puzzle." Suppose a scientist has a reliable intention-detector. She is offering you $100 to intend to jump out of a third-storey window. She is willing to pay you the $100 just for intending; you don’t need to jump. She will pay the money if the intention comes to fruition and you jump, although you needn’t to collect. Seemingly it would be worth just intending to jump to collect the money even though it wouldn’t be worth jumping. The intention itself won’t injure you. It seems, then, that you have sufficient reason to intend to jump although you do not have sufficient reason to jump.

Most of us get the sense that something has gone wrong here, although it is hard to say what. Niko Kolodny has offered the following straightforward solution. It isn’t rational to intend to jump because intentions to jump tend to result in jumping and it isn’t rational to jump. If this is the solution to the problem, then there is a sharp disanalogy between Hieronymi’s case and rational irrationality. The probability of me discharging an intention conditional on my having that intention is very high. I don’t discharge all my intentions, but I discharge most of them. However, the probability of me deciding the outcome of an election (or referendum) conditional on my forming a political belief is very low. The belief is likely to produce a vote, but the vote is unlikely to decide the election. So, rational irrationality is rational although taking Hieronymi’s scientist’s offer is not.

I worry though that Kolodny’s answer doesn’t get to the heart of the matter. It seems that the probability of me discharging the commitment is downstream from what really matters for the purposes of rationality. Kolodny’s view seems to involve us treating ourselves as machines that set themselves in motion and then wait to see what happens. We decide on our ends by regarding ourselves empirically and determining what is likely to happen if we pursue those ends. We might reasonably decide to pursue ends we regard as awful if we are pretty sure our pursuit of them will fail but lead to desirable consequences along the way. That sounds odd, we should look for a better answer.

Even if some sort of empirical awareness of ourselves is required for agency, it does not follow that this is our primary mode of self-awareness in practical deliberation, nor must we resort to an empirical way of knowing ourselves to see what is wrong with taking the scientist’s offer. I won’t go into the details of Hieronymi’s account, but the key aspect of it is that what it is to form an intention to φ is to affirmatively settle the question whether to φ or, alternatively, to commit oneself to φ-ing. Of course, one might affirmatively settle the question whether to φ without ever φ-ing, either because of unforeseen circumstances or akrasia. Nonetheless, when one forms an intention to
φ, one is committed to φ-ing. One can form an intention to φ and be akratic, but one cannot do this on purpose. If one tries to do this, one fails to settle the question of whether to φ affirmatively and therefore does not really intend to φ.

It is unreasonable to take the scientist’s offer because once one has formed the intention to jump, one has committed oneself to a course of action that is irrational by one’s own lights. Jumping is not worth $100. Yet one is committed to jumping, since intending to jump is a commitment to jumping. The main problem with forming an intention to do something foolish is not that it leads to foolish behavior down the road, as combining alcohol and caffeine might. The problem is that once one has formed the intention to do something foolish, one is already rationally committed to performing the foolish act and hence the proper subject of rational criticism for it, even if the intention never comes to fruition. The reasons for intending to do something, consequently, do not come apart from the reasons for doing it. That is, as is sometimes said, the reasons relevant to whether to intend to φ are “transparent” to the reasons for φ-ing (cf. Evans, 1982; Moran, 2001). Intending to jump and jumping don’t receive separate cost-benefit analyses, despite the fact that intending to do something and actually doing it are not the same thing.

I propose that the best explanation of our uneasiness about rational irrationality is that the same thing is going on. Reasons for believing a policy are all-things-considered best are transparent to reasons for adopting that policy. In believing a policy is all-things-considered best, one is rationally committed to it. It doesn’t matter if one’s belief is unlikely to cause a decisive vote, just as rational criticism of the agent who takes the scientist’s offer does not require us to take note of how likely it is that they discharge their intention. Note that in order to secure the benefits of rational irrationality, one has to be genuinely committed to the policy that is (in fact) contrary to your best interest. The rationally irrational subject wants to (for example) be the kind of person who is genuinely committed to a decrease in welfare spending: they want to be the kind of person who genuinely believes it is best to decrease it. This is why rational irrationality is like the toxin puzzle. In both cases, the subject is rationally committed to something contrary to her own self-interest. The commitment itself is conducive to positive utility (and no negative utility), but the commitment is nonetheless irrational.

Of course, Caplan will have the following rejoinder. He is not saying that people first figure out that policies are bad or that beliefs are false, and then form the belief anyway (Caplan, 2006: 126). Rather, one is tacitly sensitive to the costs and benefits of continued inquiry and tacitly decides against carefully considering certain matters because the reward is not worth the effort, the time, and the potential loss of cherished beliefs. But one does not first discover that the cherished beliefs are false. So, it is not quite like the toxin puzzle where the agent already knows what happens if they jump.

Caplan is free to say that this is not what human reasoners in fact do. However, I hope to have shown that he is committed to “rational irrationality” being rational in the only way that matters. This means that, regardless of what we human reasoners in fact do, it would be perfectly rational to explicitly go through the steps we go through tacitly. That’s a problem because rational irrationality is reflectively unstable, not because of a peculiarity of human psychology, but rather because it is incoherent.

On Caplan’s account, people don’t vote “irrationally” because they are mistaken about the requirements of rationality or the empirical facts relevant to their decision. They are
aware, however tacitly, of what the likelihood of casting a decisive vote is, what their preferences are and what the costs of inquiry are. On Caplan’s rational choice-theoretic account of rationality, these are the only factors relevant to the agent’s decision. The agent is not mistaken about any of them. So, if one were determined by the force of the better reason and were aware of all the relevant facts, one would explicitly know exactly what the human reasoner implicitly knows, and they would make the same decision about what to do on the same basis.

Suppose the fully rational subject is aware that their cherished beliefs are false. It is not clear why this matters if Caplan is right. The rational subject does what the canons of rationality require. If Caplan is right, they require only that one maximize expected utility. So, if they have the same preferences as the rationally irrational human reasoner, they will do the same thing, but explicitly. That is, they will believe the falsehood, vote on its basis, and so forth. Maximizing expected utility only requires following the evidence if one has a preference for true beliefs that is weighted so that trade-offs don’t make sense. From the point of view of rationality as such (as Caplan understands it), there is no reason to have one set of preferences rather than another. Reason is just a slave to the preferences.

So, even if a reasoner were to do exactly what Caplan believes rationality requires of them and they were to be supplied with the information that a policy they favor would be disastrous (in terms of utility) if implemented, they would still have to treat the question of whether to believe it is a good policy as a separate question. The fact that the policy would be disastrous if implemented only weighs on their deliberations about what to believe to the extent that their belief is likely to cause the policy to be adopted.

This makes it much like the case in which an agent treats the question of whether to form an intention to jump as orthogonal to the question of whether to jump except insofar as the intention is likely to come to fruition. The problem with the view of rationality and agency espoused by Caplan and suggested by Kolodny’s brief remarks is that commitments are treated as mere instruments rather than themselves the locus of rational assessment. Commitments are themselves the locus of rational assessment and intending to φ is a commitment to φ-ing, so rationality does not require one to undertake a commitment to do something foolish even if the commitment itself has good consequences. One would still be the proper subject of rational criticism. Belief is no less commitment involving than intention (more on this in the next section). So, for the same reasons, forming a belief that a silly policy is all-things-considered best is to be committed to it. This makes one the proper subject of rational criticism, even if one’s vote is not decisive.

Objections, replies, and follow-up discussion

The first objection to be considered is that the rational irrationality hypothesis can be saved if we distinguish between epistemic and practical rationality. Caplan himself didn’t do this, but others such as Huemer (2015) have. Perhaps believing that a policy is beneficial is epistemically irrational but practically rational. We might think that this is what rational irrationality consists in: a belief that is rational according to one legitimate standard of rationality and irrational according to another, perhaps incommensurable standard.
My response is to grant that epistemic rationality and practical rationality are distinct, possibly incommensurable, standards and that they can come apart, but they can’t come apart in the way the proponent of the rational irrationality hypothesis needs them to come apart. To see how they can come apart, consider a case where the subject has a serious disease, and the probability of recovery is very low (cf. Feldman 2000). However, the probability of recovery increases significantly if the subject believes that they will survive. In this case, it is epistemically irrational for the subject to believe that she will survive. The evidence tells against it. However, it is practically rational for her to believe that she will survive, since forming that belief is instrumental to a better outcome than can be secured by believing in accordance with the evidence in this case. Here is a case where the practical and the epistemic clash.

We might think that cases of rational irrationality work the same way. After all, the subject believing something against her evidence is conducive to greater personal well-being when the false belief that will result makes her feel good and doesn’t alter the result of the election. However, I urge that this case is different in an important respect than the case of the serious disease. The belief in that case was not about what it is best to do. However, all-things-considered beliefs about what to do carry along practical commitments that bear on practical rationality. In particular, if you believe it is best all-things-considered to Φ, then you are rationally committed to Φ-ing.

To see why, consider the following variation of the toxin puzzle: the scientist is offering you $100 to believe that it is all-things-considered best to jump out of the window. This seems like essentially the same problem as the one considered earlier. It isn’t rational to form the belief, even though there is no harm in just believing any more than there is in just intending. The reason is that the belief rationally commits you to jumping out the window, just as the intention to jump does. If you judge that it is all-things-considered best to Φ, then you are akratic if you don’t try to Φ. This shows that the belief itself brings with it a practical commitment. So, the belief is practically irrational despite being instrumental to maximizing utility. It is practically irrational because it commits one to a course of action that is itself irrational by one’s own lights. Recall from the last section that the rational irrationality hypothesis doesn’t turn on the subject being unaware of any empirical facts and the policy is in fact contrary to the subject’s best interests.

One further complication needs to be addressed before moving on. The case of believing a policy is best-all-things-considered is a bit different than the case of believing that it is best all-things-considered for the agent to do something. Enacting a policy is something a group of which the agent is a part does rather than an action performed by the agent herself. However, it isn’t clear how this helps. Consider the following variation of the toxin puzzle: the scientist offers you $100 to believe that it is best-all-things-considered for us to enact a policy that will result in our defenestration. I urge that this is problematic in much the same way as the original toxin puzzle.

If you are on board with what I have said so far, then you might well wonder what we should say about alleged cases of rational irrationality.24 There surely are cases of people voting against their own best interest and doing so because they have mistaken beliefs about which policies would be in their own best interest. What are we to say about them?

I cannot offer a full explanation here. I will only say enough to explain how we avoid the difficulties I have raised for the rational irrationality hypothesis. I argued in the
Rational irrationality and rationalizing explanations section that the rational irrationality hypothesis is essentially a rationalizing explanation as opposed to an error-theory. That is, the subject does as she does because it is rational for her to do it, not because she is mistaken about what is really in her own self-interest. The upshot of my argument is that we need to resort to an error-theory instead because it is not rational (practically or otherwise) for her to believe as she does. The error-theory can presumably incorporate many of the points Caplan and others make about the costs of inquiry outweighing the benefits. This can help explain why the subject is mistaken about her own self-interest without committing us to the problematic claim that it is rational for her to be so mistaken. Her mistaken belief is now seen as the unfortunate byproduct of an otherwise rational course of action rather than an end in itself.

**Conclusion**

I have argued that rational irrationality is incoherent, and this is a problem for those who wish to invoke it as a rationalizing explanation of behavior. I have argued that Caplan and company are offering the rational irrationality hypothesis as a rationalizing explanation of voter behavior. So, their explanation fails. The correct explanation will be an error-theory, rather than a rationalizing explanation. For this reason, rational choice theory is ill-equipped to explain the phenomenon of people voting contrary to their own self-interest.
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**Notes**

1. A similar approach to explaining factual polarization and the clustering of logically independent political convictions is also prevalent (see Cohen, 2003; Greene, 2013; Jost et al., 2013; Kahan, 2016a, 2016b; Sherman and Cohen, 2006).
2. Proponents of rational irrationality generally do not assume doxastic voluntarism. More on this below.


4. Throughout the article I will focus on cases of voting against one’s own self-interest. I do this in part for ease of exposition and in part because behavioral economists often do the same. The claim that voting against your own self-interest is irrational might appear to commit me to egoism. It doesn’t. In the cases of interest to behavioral economists, the voter is unintentionally voting against her own self-interest. That is, she is trying to vote for policies that benefit her, but she is confused about which ones those are. Furthermore, the confusion is generated by motivated reasoning rather than misleading evidence. Perhaps sometimes voting against your own self-interest is rational, but presumably not in these cases. Thanks to an anonymous referee for bringing this issue to my attention.


6. For influential applications see Coleman (1964), Downs (1957), Homans (1958), Olson (1965), and Schelling (1960).

7. Unsurprisingly, this approach has its shortcomings due to this assumption. For some well-known ones, see Ariely et al. (2003), Kahnemann and Tversky (1982), and Madrian and Shea (2001). These are orthogonal to the issues I will be pursuing here.

8. The *locus classicus* of this line of thought being his (2004) *Republic*.

9. Michael Hannon (2022) argues that more knowledgeable voters tend to be more biased, which is supported by some empirical findings (e.g. Kahan, 2013). This might complicate things for Caplan, since Caplan is trying to explain puzzling voter behavior in terms of lack of knowledge and then explain lack of knowledge in terms of rational irrationality.

10. Although this might just be for the sake of argument, more on this below.


13. Cf. Adler and Hicks (2013), Boghossian (2003), Engel (2005, 2007, 2013), Humberstone 1992, Millar (2004), Owens (2003), Shah (2003), Shah and Velleman (2005), Steglich-Peterson (2006, 2009), Vahid (2006), Velleman (2000), Wedgwood (2002; 2013), Whiting (2012; 2013), Williams (1973: 136–137), and Zalabardo (2010). This claim seems plausible, though it has been challenged (see Bykvist and Hattiangadi, 2007, 2013; Gluer and Wikforss, 2009; Horwich, 2013; Papineau, 2013). If you disagree with me on this, you can still agree with my conclusion in this article. In fact, you might not even be tempted to read the above into Caplan’s position, which makes my job easier, since the purpose of this portion of the article is to describe a position many people assume Caplan endorses in order to then argue that it isn’t what he thinks (see below).

14. See DeRose (2002) for more on the primary/secondary distinction. I say “at least” since I leave room for the possibility that the rationality norm isn’t derived from the truth norm (see Berker, 2013; Gibbons, 2013).


16. I will raise doubts about the project of analyzing practical rationality in terms of expected utility in the objections and replies section.

17. For views that deny this, see Reisner (2007, 2009, 2013) and Rinnard (2017, 2019).

18. This is similar to the approach taken by epistemic utility theorists such as Easwaran (2013), Easwaran and Fitelson (2015), Leitgeb and Pettigrew (2010), and Joyce (1998) although Caplan is talking about full belief rather than credence.
19. Cf. “There may be some people for whom being epistemically rational is itself a sufficiently great value to outweigh any other preferences they may have with regard to their beliefs. Such people would continue to be epistemically rational, even about political issues. But there is no reason to expect that everyone would have this sort of preference structure. To explain why some would adopt irrational political beliefs, we need only suppose that some individuals’ non-epistemic belief preferences are stronger than their desire (if any) to be epistemically rational” (Huemer, 2015).

20. See also her (2005) and (2006).

21. Hieronymi attributes this view to Kolodny in a footnote. To my knowledge, he has not defended it in print. His answer is very similar to something Sher (2021: 24) has defended in print, however.

22. Some, such as Sher (2021: 24) give them separate cost-benefit analyses. The difficulties for such a position should be clear in light of the above.

23. Thanks to an anonymous referee for pointing out the need to address this point.

24. Thanks to an anonymous referee for raising this question.
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