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Introduction 

Large language models (LLMs) could become a revolutionary technology for democratic 

institutions. This paper focuses on their pragmatic potential to provide epistemic assistance to 

democratic representatives. Its central hypothesis is that LLMs’ judicious employment in 

place of the human expert advisors could increase democratic assemblies’ ability to access 

and assimilate specialized knowledge and thus improve their odds in tackling the complex 

challenges of our time. 

LLMs are neural-network-based models trained on vast amounts of human text: trillions of 

words sourced from the internet. Their task is to discern the structure of human language(s) to 

enable prediction of subsequent “tokens”—that is, words or parts of words—in a sequence. 

Through the scaling of their size and training datasets, as well as various architectural tweaks, 

LLMs have recently gained a remarkably advanced ability to generate coherent and 

informative textual output. The most capable ones now achieve impressive performance 

across a variety of tasks, including  language translation, summarization, conversational 

response generation, and other core language skills (Anthropic 2023a; OpenAI 2023; Borji 

and Mohammadian 2023). Their blisteringly fast progress is likely to continue for some time 

(Bowman 2023).  

If mismanaged, such technology could exacerbate the existing pressures on democratic 

governance to a breaking point. It could amplify misinformation, aggravate inequalities due 

to asymmetric access, and further exacerbate political polarization, deteriorating people’s 

capacity for collective action (Coeckelbergh 2022; Sætra 2023; Zhou et al. 2023). In short, 

LLMs could be the last straw to topple the democratic equilibrium and usher us toward 

anarchy or autocracy (Ovadya 2023b). However, they also brings opportunities to better 
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integrate knowledge scattered across many minds to enable finding solutions that could 

otherwise escape our grasp (Small et al. 2023). Hence a hypothesis offers itself that LLMs’ 

emerging capabilities could enhance democracy’s ability to access and assimilate expertise, 

boosting its problem-solving performance.  

To streamline my analysis of LLMs’ epistemic potential in democratic settings, I make two 

simplifying steps: 

1) I analyze on a specific scenario in which human expert advisors serve as 

alternatives to LLMs, excluding from consideration the potential synergies between the two. 

Admittedly, human-AI collaborations may temporarily eclipse both human-only and AI-only 

configurations (cf. Alves and Cipriano 2023). However, they would also dilute LLMs’ key 

advantages in mediating expertise (see Section 2), and their possible configurations remain 

largely unexplored. 

2) I confine my scrutiny to the role of LLMs as advisors within midsize democratic 

assemblies, sidestepping their potential epistemic impact in other areas critically important 

for modern democracies, such as general elections. I also omit the question of democratic 

reliance on expert bodies like supreme courts and central banks. The complexities inherent in 

these alternative settings remain beyond this paper’s scope. 

These simplifications allow for posing a question that is both radical and focused: Could 

LLMs’ employment in place of human advisors improve the problem-solving ability of 

democratic assemblies? I argue that (1) LLMs’ potential for success is significant, given their 

promise of increasing the availability and accessibility of expertise; (2) LLMs’ specific risks, 

such as occasional unreliability or misalignment with users’ goals and values, can be 
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mitigated through a combination of standard democratic procedures and innovative, but 

affordable, techno-institutional remedies. 

The paper thus expands the literature on “AI augmented” democracy (Bakker et al. 2022; 

Ovadya 2023b; 2023a; Sætra 2020; Small et al. 2023) and contributes a novel perspective on 

institutional design by envisioning a pragmatic integration of LLMs into the core of the 

current democratic processes. My argument has the following structure. In Section 1, I 

examine the contours of the uneasy relationship between expertise and democratic decision-

making. Next, I pivot to a comparison between human experts and LLMs, espousing the 

latter’s advantages in terms of the democratization of access to specialized knowledge 

(Section 2). However, machine advisors are no panacea. Accordingly, Section 3 scrutinizes 

the pitfalls associated with LLMs’ employment like the risks of misinformation, 

misalignment, and value imposition. In response to these challenges, Section 4 considers the 

efficacy of democracy’s existing defense mechanisms—such as deliberative procedures and 

aggregation by majority voting—against LLMs’ epistemic risks. Section 5 proposes propping 

up democracy’s epistemic defenses with a mix of “blended” strategies, custom-made to 

address LLMs’ weaknesses, that combine technological remedies with institutional tweaks. 

The Conclusion provides a summary and charts avenues for future research. 

1. Democracy’s Epistemic Conundrum 

When assessing opportunities to enhance the performance of democratic decision-making via 

the employment of LLMs, I adopt the instrumental perspective of epistemic democrats who 

emphasize democracy’s ability to come up with correct answers to difficult questions and 

resolve difficult problems (Landemore 2012; Goodin and Spiekermann 2018). At the same 

time, I also concur with Holst and Molander (2019, 542) that “the people” can be collectively 
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smart but cannot succeed without access to specialized knowledge. Dealing with the wicked 

social, environmental, and technological problems of our age necessitates expert 

consultations. However, it is not so simple to draw from such consultations the epistemic 

benefits for policymaking. 

One problem is that expertise is fractured among a plethora of disciplines but the problems-

to-be-solved demand a holistic approach. For instance, consider the current debates on AI 

regulation that require insights ranging from computer science to economics, or law (Smuha 

2021). However, each of these domains of expertise brings its own specific perspectives, 

methodologies, and epistemic risks (cf. Biddle and Kukla 2017), adding layers of complexity 

to the policymaking process. Moreover, few countries are blessed with an abundance of 

world-class experts across the diverse fields, supported by a wealth of high-quality peer-

reviewed literature. For most of the world, expert scarcity remains a pressing issue. Its 

presence is most palpable in the development context where it bites the hardest at those most 

vulnerable. 

Another issue is the adversarial nature of democracy’s epistemic environment (cf. Nguyen 

2023). When it comes to discerning the reliable sources of expertise, laypeople struggle 

(Goldman 2021). While the simple heuristics they utilize in expert recognition can be 

fortified by institutional strategies, such as certification of experts or information filtering by 

reputable media, the public remains vulnerable to exploitation. Disinformation peddlers 

eagerly emulate any successful persuasion strategy of information providers and seek novel 

ways to kidnap the public’s attention and trust (Gelfert 2018). Democracies’ epistemic 

resilience is thus continually tested. Many fear that the ascent of LLMs and other tools of 

generative artificial intelligence will further aggravate the situation (Coeckelbergh 2022; 

Sætra 2023). 
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Finally, the human track-record in advisory expertise is far from spotless. Human experts 

occasionally confabulate, misremember facts, or commit errors in their professional 

judgment, and even simple algorithms can surpass them in various tasks (Kahneman, Sibony, 

and Sunstein 2021). They may also make authoritative claims that obscure the uncertainty 

inherent in their expertise (Manski 2011), resist admitting their mistakes, or engage in self-

serving gatekeeping practices (Koppl 2018). Not to mention their dubious forecasting 

performance (Tetlock 2006). Moreover, the more they strive to be useful for democratic 

purposes, the further they move away from value-neutrality (Pamuk 2022). 

Some of these facets of modern democracy’s epistemic conundrum are likely immovable.  

They represent inevitable consequences of social development and technological progress in 

which complexity breeds complexity: social problems cannot be simplified to square neatly 

with disciplinary boundaries; information technologies cannot be rolled back before the eve 

of the epistemically fractured digital age. Therefore, democracies need to find ways to cope 

with their epistemic situation. I suggest that LLMs—while by no means an unalloyed 

blessing—could become a critical component of such a coping mechanism. Employed in the 

role of expert advisors they could make expertise more available and more accessible to the 

democratic decision-makers than ever before.  

2. The Case for Machine Advisors 

Expertise availability is critical for knowledge dissemination. Traditionally, it is bound to the 

experts’ presence and readiness to assist non-experts when needed. In our context of 

automating advisory expertise for democratic assemblies, it refers more broadly to the degree 

of difficulty that the representatives encounter when trying to secure the source of the 

specialized pertaining to the problem at hand. The existing scarcity of human experts 
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translates into substantial costs associated their employment. Even with ample financial 

resources at one’s disposal, experts still need to be identified, booked in advance, and asked 

only for a limited time commitment. Importantly, availability depends on experts’ incentives, 

which are not always aligned with social needs. For instance, career rewards for esoteric 

research and “publish or perish” pressures can disincentivize providing public service (cf. 

Akerlof 2020). 

While the current LLMs remain unable to bridge the knowledge gaps left by human experts 

and do their own research, they offer freedom from access restrictions and temporal 

constraints. Their output is immediately available, eliminating the need for advanced 

scheduling or adherence to limited consultation windows. In contrast to human experts, who 

often require significant time to process information and deliver findings, LLMs are 

characterized by rapid response capabilities, limited only by processing speed. They enable 

extensive engagement on-demand, accommodating as many parallel interactions as required, 

a stark contrast to the more traditional approach of human experts limited to written reports 

and plenary hearings. This translates into a distinct availability advantage over the current 

advisory model.  

Expertise accessibility refers to the ease with which non-experts—including the members of a 

democratic assembly—can assimilate expertise effectively to improve their decision-making 

performance. Assimilation involves 1) understanding the expert’s meaning and grasping the 

implications of their insights; 2) discourse control, that is, the capacity to steer the expert to 

provide answers most relevant for the decision-maker; and 3) a capability of synthesis to 

integrate expert insight across different domains and translate it into actionable 

recommendations to address the problem at hand. As it appears, LLM advisors hold promise 

of offering a better service than their human counterparts in all these areas. 
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In terms of understanding, human experts often struggle with the “curse of knowledge,” a 

phenomenon where their expertise makes it challenging to communicate with laypeople who 

lack similar background knowledge (cf. Tullis and Feder 2023). Experts’ rigorous, complex 

vocabulary often riddled with probabilistic language presents a significant challenge to those 

unfamiliar with the subject matter. Translating assertions that make perfect sense against a 

disciplinary paradigm into the terms of a more common-sense, or “folk”, model of reality is 

expertise on its own and may easily fail to achieve the desired effect (cf. Boyer and Petersen 

2018). Moreover, experts often lack incentives to develop outreach skills, with the lack of 

time and academic recognition being quoted as barriers to a greater engagement in science 

communication (Sanz Merino and Tarhuni Navarro 2019). Overall, understanding human 

experts does not come easy even with the best intentions on both sides. 

How about the discourse control? When the experts perform an advisory role for democratic 

assemblies, the stakes tend to be high, even exorbitant. And the experts’ incentives are often 

not well-aligned with providing their most honest and accurate testimony. They must 

navigate not just the complexities of their discipline but also a labyrinth of external 

pressures—from the public, the various interest groups, and their peers. The public, perhaps 

on accord of its identity-protective cognition (Kahan 2017), does not always take kindly the 

testimonies that violate its preconceptions of what the correct answer needs to be (Norris 

2023). The organized interest groups are awash with resources they are ready to provide to 

anyone willing to speak in ways that support their agenda (Oreskes and Conway 2010). The 

peers expect a degree of professional solidarity and induce conformity pressures that limit the 

heterogeneity of expert testimonies (Koppl 2018). Experts’ ideological predispositions, too, 

can cloud their judgement, turning advice into advocacy. For instance, Kozlowski and Van 
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Gunten (2023) show that greater ideological commitment coincides with the willingness of 

expressing greater confidence on ideologically salient themes in economics. 

In sum, human experts are not just advisors but actors within a broader sociopolitical 

ecosystem, who face conflicting motivations and pressures. These dynamics make it often 

hard for democratic representatives to steer the conversation with the experts in the direction 

most productive relative to the policy decision at hand. 

Finally, there is the challenge of synthesizing knowledge. Human experts specialize in narrow 

domains and shy away from crossing disciplinary boundaries, which are, however, arcane to 

laypeople and fail to map neatly on the structure of the challenges at hand. The problem of 

narrow expertise has grown more pressing as the overall knowledge stock has expanded 

exponentially, making it impossible for any individual to master more than a tiny fraction of 

available information. Even if democratic representatives can access top experts in all the 

individual domains, integrating their insights into an informed and coherent model of the 

policy-relevant issues at hand remains a gargantuan task that easily gets off rails. As a result, 

the task of delivering a synthesis and deriving of actionable recommendations is often 

outsourced by democratic assemblies to expert committees. However, this is hardly an ideal 

solution. The political responsibility for the decisions—and legitimacy thereof—lies fully on 

the representatives’ shoulders and the committees cannot square the need for specific 

recommendations with retaining a commitment to value neutrality (Pamuk 2021).  

It thus appears important that LLMs possess a versatility edge over the human advisors. Their 

advantage is derived from the breadth of their training data that include vast quantities of 

experience and knowledge, far greater than what any human could possibly digest. It grants 

them the ability to emulate different perspectives and communicate fluently across 
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disciplinary boundaries. For example, consider the intricate task of summarizing a scientific 

paper laden with field-specific terminology. An LLM can transmute this complexity into an 

accessible summary, without diluting the essence of the research, explain its essence using 

intuitive daily life examples and metaphors, and suggest how specifically it may be relevant 

to the task at hand. The current models already seem on par with human performance in text 

summarization, at least when it comes to news articles (Zhang et al. 2023) and this capability 

increasingly extends to translating technical jargon into everyday language (Lyu et al. 2023) 

or communication of complex ideas (Ayers et al. 2023). Future models are likely to become 

more capable in identifying parallels across disperse fields, doing high-quality literature 

research, highlighting contentious or disputed claims, or explaining the main competing 

views. Even without such uncertain advances, the LLMs seem to be eking toward 

empowering laypeople—including democratic representatives—to take a more autonomous 

stance when it comes to synthesizing knowledge to inform policy design. 

Interestingly, LLMs can also aspire to a degree of impartiality hard to achieve to humans. 

Unlike human advisors who might be encumbered by industry affiliations or driven by the 

desire for professional aggrandizement, they offer advice untainted by personal ambitions or 

conflicts of interest. While it would be a severe error to presume their output value-neutral 

(see Section 3), their biases and implicit normative judgements—being the result of their 

training—at least lack the strategic sensitivity to financial and professional allegiances that 

burden their human counterparts. 

To summarize, LLMs show significant promise to enhance the dissemination and 

assimilation of human expertise despite their present limitations in independently advancing 

knowledge frontiers. They are unconstrained by the scarcity, time limitations, and access 

restrictions that hamstring human experts. The LLMs’ capacity to satisfy representatives’ 
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needs for understanding, discourse control, and synthesizing insights across disciplines 

suggests they could also outperform human advisors in expertise accessibility. However, 

LLMs’ strengths stand alongside significant limitations. As advisors, they present distinct 

risks that require careful mitigation. 

3. Outstanding Challenges 

Remarkably, many of LLMs’ capabilities emerge spontaneously just due to their growing 

scale, without being intentionally designed by their creators (Bowman 2023). This 

underscores an important challenge: while we can observe the models’ impressive 

performance in response to our inputs, there is little human comprehension of their internal 

processes (Liu, Gan, and Tegmark 2023). Unfortunately, this opacity is at the root of the key 

risks of LLMs possible use in an advisory role. 

LLMs’ perhaps most often quoted problem is their “hallucinations.” These are instances 

when LLMs produce syntactically coherent statements devoid of any factual foundation or 

“unfaithful to the provided source input” (Varshney et al. 2023, 1). Hallucinations can 

include fabricated references to academic papers, made-up legal precedents, fanciful 

descriptions of non-existent physical phenomena, or even false accusations of specific 

individuals. Despite the lack of veracity in these outputs, LLMs do not signal diminished 

confidence in their accuracy. Even worse, they may persist in their fallacies when the user is 

doubtful or offers a correction. In some cases, LLMs even resort to gaslighting, defending 

their original claim with some ingenuity while suggesting that it is the user who is mistaken. 

Clearly, such behavior is of considerable concern for the members of a democratic assembly, 

who would rely on LLMs’ accuracy and reliability to support substantive decisions.  
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However, from the perspective of considering machine advisors for a democratic assembly, 

hallucinations should not dominate our list of concerns. This is partly because their 

prevalence is likely to be mitigated by technological interventions (Bowman 2023; Varshney 

et al. 2023). Even in the brief time window between the GPT-3.5 and GPT-4 models have 

been available, the hallucination rate has dropped significantly (Ali et al. 2023). Also, 

hallucinations are perhaps not exceedingly dangerous if the models are used properly in 

democratic settings (see Sections 4 and 5). 

A more fundamental reason to avoid selecting out hallucinations as the main threat is that an 

“accuracy only” notion of advice is simply misguided (Pamuk 2022). As we have seen, the 

advisory role crucially involves tasks like synthesizing information into a coherent whole, 

prioritizing certain views over others, and framing the overall message for the lay recipient. 

In executing these pragmatic necessities, the values embedded in LLM’s output become 

critical. Therefore, the focus should not be on hallucinations themselves, but rather on the 

potential mismatch in goals and values between the LLMs and their users, which could result 

in machine advisors imposing their values on democratic assemblies. 

The threat of goal and value mismatch—termed misalignment—between humans and LLMs 

appears omnipresent and hard, if not impossible, to fully resolve (Christian 2020). Consider, 

for instance, that the current generation of LLMs is designed to observe the principles of 

helpfulness, harmlessness, and honesty (e.g., Bai, Jones, et al. 2022). Clearly, there exist 

tensions among these values and trade-offs that cannot be avoided. In many situations, these 

principles are mutually incompatible or contradictory. As a result, LLMs often prioritize 

harmlessness over helpfulness, withholding information that the user requests if they detect a 

possible safety or ethics violation. This introduces a distinct paternalist layer to the user-

system interaction: it is the values of LLMs’ creators—not necessarily shared by the users—



14 

that inform, but not fully determine, the ways in which the model provides, refuses to 

provide, or perhaps just frames its answer. In such a case, we may say that the model is more 

aligned with its creators’ rather than (some of) its users’ objectives. Note that even the 

“creator alignment” is imperfect since the specific content and shape of the answers provided 

by the model results from an opaque interplay between its designers’ wishes and its inner 

workings.  

The quest for imbuing intelligent technologies with human values is—to some extent—

technical. However, it is also clearly political. There is the diversity of values and cultures, as 

well as the tensions between competing worldviews and interests. LLMs thus need to be 

equipped with a normative setup that goes beyond fulfilling a specific user’s wishes. 

Therefore, they end up being more aligned with some worldviews than others and closer to 

some political outlook than another (Hartmann, Schwenzow, and Witte 2023; Atari et al. 

2023). In other words, LLMs inevitably take a political stance.  

If we allow the LLM creators to choose, or at least heavily influence, which specific stance 

that will be, a clear danger to democracy arises. Negotiating between conflicting interests and 

perspectives is the very purpose of its proceedings—a community’s value setup is 

discovered, revealed, and legitimized during them. An implementation of allegedly “purely 

technical” resolution of normative and preferential diversity would undermine democracy’s 

normative autonomy. Key value judgements that need to emerge from the democratic 

process—or at least to be confirmed by it—would be smuggled in during the LLM’s 

construction and training. This is less a problem of misalignment, in the fundamental sense of 

making the machines do (some)one’s bidding, than the venerable problem of value 

imposition: a third party—in this case the LLM builders—impresses their values externally 

on a community, perhaps sneaking them into a service they provide. If this service were used 



15 

prominently enough, such as for the purpose of advising democratic representatives, major 

legitimacy and autonomy concerns ensue. 

To summarize, LLMs may lack social ties, epitomizing a distinctly “alien” intelligence 

unentangled in human quarrels. However, this cannot suffice for turning them into unbiased 

advisors. Even the most sophisticated training methods cannot resolve inherent normative 

contradictions and trade-offs without overstepping into the political realm. From the 

perspective of a democratic assembly, where the preservation of normative autonomy is 

paramount, these risks could prove fatal. Does their presence undermine the potential to 

employ LLMs in place of human experts? 

4. Is Democracy Ready? 

Fortunately, democracy was not born yesterday. It represents a time-tested system that has 

proven its ability to deal with epistemic and other adversities. As such, it possesses robust 

defenses. People themselves—including experts—occasionally “hallucinate,” providing 

confused and inaccurate testimonies. People themselves—including experts—are often 

“misaligned,” following values and goals that differ from those of their clients. Finally, 

people themselves—including experts—can engage in value imposition. Are democracy’s 

bulwarks unassailable enough to cope with the machine advisors, too? 

To retain focus, let us consider a stylized case of a democratic assembly that consists of 

several hundred elected representatives with regular competence tasked by addressing a 

complex problem, perhaps by crafting a new regulation. The assembly then proceeds in three 

stages: 1) expert consultation, 2) deliberation, and 3) majority vote. At the initial expert 

consultation stage, LLMs will be considered as an alternative to human experts. The latter 
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two stages shall remain reserved for humans only. With this process in mind, do the existing 

institutional mechanisms appear capable of reining in machine advisors’ limitations and 

threats? 

In Section 3, we contemplated the various reasons why LLMs could wreak epistemic havoc. 

However, if used at the consultation stage, machine experts also introduce one potentially 

critical advantage. It lies in the degree to which the individual representatives can make up 

their mind independently of the others. The research on epistemic democracy highlights the 

need for a degree of individual independence in approaching the issue at hand (Goodin and 

Spiekermann 2018). This prevents epistemically detrimental phenomena, such as groupthink 

or information cascades (Solomon 2006; Sunstein 2017), from taking root right from the 

start. LLM advisors provide each person with a space to leverage their own unique 

perspective, informed by personal experiences, interests, and idiosyncrasies. Improved 

availability and accessibility of expertise are of key importance in this context. Today, expert 

consultations have limited space to contribute to independence. Reports and hearings are 

adapted for collective consumption and may paradoxically work to cement partisan divides 

and boosting conformity, especially where the testimonies pertain to politicized issues 

(Kahan 2017). Few representatives have access to a relevant expert team on their own and 

lobbying offers information possibly tainted or cherry-picked by the special interest that 

provides it. Compared to the status quo, LLMs could boost independence significantly. If 

epistemic democrats’ theoretical arguments are correct, this promises decisive gains for 

democracy’s epistemic performance (Landemore 2012; Goodin and Spiekermann 2018; 

Špecián 2022). 

When we venture beyond the initial expert consultation stage, deliberation and aggregation 

through majority voting both represent powerful instruments in democracy’s arsenal to 
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catalyze collective intelligence and assert normative authority (Landemore 2012; 2020). 

Deliberation can be defined as a communicative procedure promoting substantive, balanced, 

and civil discussion (List 2018, 468). The empirical record highlights its capabilities to 

counter epistemic risks, such as polarization (Fishkin et al. 2021) or psychological biases 

(Dryzek et al. 2019). In the context of LLM advisors, deliberation can be effective in 

mitigating many of LLMs signature weaknesses including hallucinations, lack of ability to 

provide transparent methodologies behind their advice, and value imposition through implicit 

normative assumptions. Deliberation, by its very nature, demands reasoned justifications for 

any claim (Mansbridge et al. 2010), offering a robust platform for challenging the veracity of 

machine-generated advice. Public scrutiny serves as a powerful check against both 

hallucinations and opaque methodologies.  

Furthermore, the deliberative process sets the stage for making normative assumptions 

explicit and examining them systematically (Bächtiger et al. 2018). Thus, it mitigates the risk 

of value imposition. The iterative process of an assembly allows for multiple rounds of 

scrutiny and amendment (despite its limitations such as partisan divides and time constraints). 

As such, it offers ample opportunities for vetting the LLMs’ advice. There also exists 

suggestive evidence that politicians outperform the regular citizen when it comes to the 

quality of deliberation (Strandberg et al. 2021). Therefore, being manipulated by LLMs 

should present a lesser risk in democratic assemblies than in more general contexts like 

general elections. 

Deliberation reveals, clarifies, and sometimes reconciles conflicting viewpoints. However, in 

realistic conditions like those of the modern parties-based representative democracy, it rarely 

leads to consensus or achieves its full theoretical potential (Bächtiger et al. 2018). 

Aggregation by voting remains necessary to arrive at a resolution. It also provides a way to 
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further enhance epistemic performance, since its power lies beyond mere counting of votes. 

Even the simple majority voting procedure represents a powerful epistemic engine capable of 

filtering out noise and revealing collective wisdom. The principle at work here is the law of 

large numbers: in the context of a democratic assembly, it means that as more votes are cast, 

the collective decision becomes increasingly purified from random error and may converge 

upon the most rational and informed choice (Goodin and Spiekermann 2018). 

Now, let us assess the expected efficacy of democratic mechanisms against the idiosyncratic 

errors and biases inherent in LLMs. For instance, consider a situation when a LLM provides 

faulty or biased advice to a representative. During deliberation, some, but not all, of these 

issues are caught and corrected. However, what slips through the cracks of deliberation are 

more likely random errors than systematic problems. And these errors are where aggregation 

can best perform its miracles. Because they are random and individual-specific—that is, 

unlikely to simultaneously affect large swaths of the assembly—they tend to cancel each 

other out when the votes are tallied. What remains is more likely an accurate reflection of 

factual matters and of the distribution of the representatives’ normative positions. Diversity in 

the assembly may amplify this effect since it ensures that no single error or bias dominates 

the aggregate decision (Page 2008). Instead, the biases and errors offset each other, resulting 

in a more balanced and nuanced collective choice. 

Still, the existing mechanisms, while powerful, are not invincible. LLMs’ flaws could prove 

more difficult to counter than the flaws of human advisors. As such, they may yet breach 

democracy’s defenses. While nobody can see into the experts’ heads, they are still human—

LLMs, in contrast, represent inscrutable black boxes with possibly rather alien inner 

workings. The lack of interpretability of the huge matrices of floating numbers that constitute 

their internal states and the lack of explainability of the reasons why they come up with a 
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particular answer represent some of the top concerns (Christian 2020). It remains to be seen 

to what extent progress can be made in increasing LLMs’ transparency and empowering 

humans to verify and better be able to adjust the values embedded in models. 

5. Reining in Machine Advisors 

As things stand, it appears likely that safe incorporation of machine advisors into democratic 

proceeding would require additional safeguards beyond the traditional democratic remedies. 

For instance, democratic assemblies could require the LLMs intended for the advisory role to 

be constructed by a custom-made process that requires use of specific training datasets and 

fine-tuning protocols. One possible approach involves training the models on legislative 

records and writings about deliberative democracy, potentially enhanced by reinforcement 

learning scripts designed to optimize their advisory capabilities. This could improve the 

effectiveness of LLMs as facilitators of human reasoning in policy discussions within a 

democratic context.  

Do note, however, that such interventions are never merely technical measures, but complex 

amalgams of “technofixes” with institutional design choices that include key normative 

judgements. As such, they should not be left to the prerogative of the model builders. For 

example, a democratically sanctioned LLM ground rules of behavior could replace similar 

structures erected somewhat haphazardly by the current model builders (Bai, Kadavath, et al. 

2022; Bowman 2023). Steps in this direction have already been taken. Meta’s Community 

Forum has been used “to generate feedback on the governing principles people want to see 

reflected in new AI technologies” (Clegg 2023) using deliberative methods; OpenAI’s has 

bid to sponsor projects to develop democratic processes for AI oversight (Zaremba et al. 

2023); Anthropic (2023b) experiments with providing a democratically sanctioned 
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constitution for its models. Still, a more systematic and assertive approach where the shape 

and weight of the democratic input less depends on the corporate goodwill would offer a 

preferable future pathway. 

Another front of progress can be opened my establishing processes to boost the 

representatives’ competence in the work with machine advisors. The representatives could 

undergo a specialized training session to increase their proficiency in prompt engineering—

that is, crafting queries that elicit the maximum advisory performance from LLMs—and 

critically assessing the model output. While the representatives’ time is, of course, precious, 

the existing research suggests that even simple techniques can offer significant epistemic 

returns (Gigerenzer 2010; Hertwig and Grüne-Yanoff 2017). In this vein, we should explore 

adapting such existing techniques to the new purpose of human-LLM interaction. For 

instance, “boosts” are methods developed to improve decision-making performance by 

learning simple heuristic techniques optimized to address the most frequent sources of bias 

and error (Hertwig and Grüne-Yanoff 2017). While more research is needed on how boosts 

need to be adapted for the issues at hand, early attempts to provide prompt engineering 

instruction provide hope that the basics can be assimilated with relative ease, not requiring 

technical expertise (Meskó 2023). Innovative approaches, such as prompt pattern catalogues 

documenting examples of best practice (White et al. 2023), could further enhance its efficacy. 

Moreover, representatives’ training protocols and manuals of use could be publicly accessible 

and open to scrutiny—perhaps in the form of massive open online sources—to promote 

transparency and put all the representatives on the level ground (cf. Špecián 2022, chap. 5). 

Also, a possibility exists of simultaneously employing several independent LLMs for the 

purposes of cross-checking and validating their answers. After all, human lies and mistakes 

tend to be discovered through inconsistencies. Therefore, consensus identification appears a 
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promising candidate for a viable strategy aimed at mitigating LLMs’ hallucinations. It 

involves model diversity, that is, employing multiple LLMs, each trained on different 

datasets, perhaps using different algorithms. Unreliable or spurious information will likely 

result in diverging responses from the models, whereas accurate information will result in 

overlapping answers. 

Finally, there is the especially tricky problem that a machine advisor will provide a factually 

correct but selective and partial statements, thus misleading the user and possibly committing 

value imposition. Here, introduction of adversarial proceedings appears a promising pathway. 

For instance, a debate between LLMs could facilitate judging the strength of competing 

expert arguments (Irving, Christiano, and Amodei 2018; Michael et al. 2023). However, the 

deployment of adversarial LLM debates, while addressing the issue of selective 

representation, does not venture far enough beyond the inadequate “accuracy only” view of 

expertise. In this context, Pamuk’s (2022; 2021) analysis of the dynamics of human expertise 

in democracy appears pertinent. She promotes a more nuanced strategy of complementing the 

statements or recommendations delivered by expert bodies with dissenting opinions. Well-

aware of the whole range of epistemic risks connected with the democratic use of expertise, 

Pamuk argues persuasively that such a strategy may best enable laypeople to appreciate the 

limits of different perspectives and reveal crucial information about the degree of expert 

consensus. It is well-suited to make transparent the assumptions, uncertainties, and value 

tradeoffs involved in the expert advice and empower the lay decision-makers. In the context 

of machine advisors, similar effect could be achieved by playing different LLMs, or 

instantiations thereof, against each other. LLMs can be queried—perhaps based on a 

(partially) standardized prompt template—to point out weaknesses of various positions, 

formulate counterarguments, and deliver dissenting statements. Most easily, a variant of this 
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adversarial process can be achieved with a single model being asked to criticize its own 

arguments (Saunders et al. 2022). However, a cross-model implementation relying on model 

diversity could deliver an even stronger result.  

Although employing these methods introduces some friction into the use of LLM advisors, 

the drawbacks are likely not insurmountable. Eventually, consensus identification and 

argument adjudication could be facilitated by an automated interface (cf. Small et al. 2023). 

This interface would relate user queries to several LLMs, evaluate the consistency of their 

responses and summarize the majority and dissent opinions. Such a more complex option 

comes with specific normative pitfalls, however, that pertain to the proper setup of the 

evaluation and the capability to provide it in ways which are both democratically legitimate 

and pragmatically effective. 

Conclusion 

Above, I propose a novel approach to weave LLMs into democratic decision-making as a 

replacement for human advisors. Recognizing their potential risks, I still find their 

strengths—particularly the availability and accessibility boost they provide with respect of 

specialized knowledge—could significantly enhance the ability of democratic bodies to 

tackle complex policy challenges. 

Of course, their integration as “machine advisors” needs to be approached with caution. 

Accordingly, I have outlined a strategy for incorporating them into democratic practices, 

drawing on insights from social epistemology and democratic theory. Traditional democratic 

practices like deliberation and voting represent powerful tools to neutralize risks such as 

hallucinations, misalignment, and external value imposition by LLMs. Moreover, to 
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strengthen these existing defenses, I propose several blended techno-institutional remedies, 

such as include specialized training for representatives or the utilization of model diversity 

for consistency-testing and adversarial proceedings, that bear significant promise. 

As far as limitations are concerned, my exploration has focused specifically on LLMs’ 

potential as advisors within democratic assemblies. Consideration of other context may lead 

to different conclusions. At the same time, my model case of a democratic assembly provides 

a useful point of departure for these additional analyses. Also, my assumptions about the 

machine advisors’ capabilities are relatively conservative, given the current pace of LLMs’ 

progress. While not without risk, such an approach has the advantage of avoiding speculation 

about future capability gains and can stick to a scenario where not too many variables are 

fundamentally different from the status quo. This provides an opportunity to build fluently 

upon the existing streams of research in democratic theory and social epistemology. And as 

long as the future AI technology shares the principial strengths and weaknesses of the 

existing LLMs, the gist of my claims shall remain intact.  

To finetune the specifics of LLM’s institutional integration, this conceptual work must 

eventually be supplemented by empirical comparisons between human and machine experts 

on an even playfield. For instance, experiments could pit human experts against LLMs on 

advisory tasks within simulated democratic assemblies, using metrics for forecasting 

performance and user satisfaction. Researchers could also study interactions between people 

and their machine advisors using varying formats such as open-ended consultation, structured 

interviews, or restricted prompts. Additionally, long-term trials integrating LLMs into 

simulated policy development processes would prove insightful. 
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In conclusion, this paper illustrates how realizing AI’s potential will not require merely 

adapting AI to democratic institutions but also adapting democratic institutions to AI. Even 

modest performance gains relative to the status quo could compound over time into better 

policies and prove highly consequential given the gravity of 21st century’s challenges. 

Embracing LLMs’ potential promises to enhance our collective ability to manage the 

outstanding crises and sustain democratic governance. This, in turn, appears necessary to 

ascertain that further AI progress will remain broadly beneficial to humankind. 
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