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Problem. Because addressing the Operationalization Problem �rst requires

addressing the Explanation Problem, we turn to the latter in Section 2.3,

where we argue that an enactive account of the memory palace captures

the technique better than its cognitivist rivals. This sets the stage for Sec-

tion 2.4, in which we address the Operationalization Problem by presenting

design recommendations for designers of virtual memory palaces based on

our proposed enactive account. In doing so, we will rely on in�uential the-

ories in embodied cognition, such as ecological psychology (Gibson, 1979;

Chemero, 2009). We conclude with some considerations on the application

of the virtual memory palace in educational settings and for future lines

of research.

2.1 The memory palace in cognitive science

Much of our understanding of the memory palace is derived from historical

sources. In her titular and seminal book on the art of memory, historian

Frances Yates (1966) develops a now classic account of the memory palace.

Drawing on instructions by Roman rhetoricians like Cicero and their fur-

ther development by Bruno, she explains that the memory palace strategy

rests on two pillars: loci (places) and images.
2

A locus is characterised as part of a spacious environment with dis-

tinct features. Classic examples of such environments include large and

varied buildings with decorations inside, such as churches and cathedrals.

Environmental parts which qualify as loci are usually those that stand out

when one would take a familiar route through the environment, such as

a gargoyle statue at the entrance, or a niche under a window. Loci and

images play a role during both the learning and the recalling phase of the

technique. In the learning phase, one moves through the building (prefer-

ably physically) and has to imagine placing images of that which has to be

remembered at speci�c locations in and around the building. Then, during

the recalling phase, one imagines moving through the building and gets

triggered by the images positioned there to reconstruct the memory. It

is advised to use vivid and personally resonating images for maximum

recall-e�ect.

2
In fact, the technique is often called method of loci (MOL), though this is a bit of a

misnomer as it puts undue focus on the �rst of the two pillars.
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powerful resources to account for the e�ectiveness of the memory palace

than its functionalist competitor.

Our examination starts from recent suggestions made in cognitive

anthropology and philosophy of mind. Cognitive anthropologist Edwin

Hutchins (2005, p. 1564) recounts that the memory palace makes

opportunistic use of space. The spatial relations of the land-

marks do not contribute any semantic content to the problem.

But the landmarks themselves do provide memory cues, and

the sequential relations among the landmarks, that were cre-

ated by mapping a particular shape of motion onto them, is

inherited by the set of items to be remembered.

This seemingly supports the idea, outlined in Section 2.1, that smart

rearrangement of ‘concrete and related information patterns’ allows such

patterns to be more easily processed. However, understanding Hutchins

this way would skirt over a crucial di�erence between his description and

the currently salient idea on the memory palace in neuroscience. Instead

of focusing on how information patterns might be picked up by the brain,

Hutchins, using terms like ‘landmark’ and ‘motion’, rightly emphasizes the

role of environmental triggers to cue memories and of bodily movement

to help in the ordering of them.

The relevance of environmental resources to thinking about the

memory palace has also been emphasised by John Sutton (2007). Using

the distinction between engrams, or biological memory, and exograms, or

external memory carriers, Sutton interprets the physical environments

the memory palace technique relies on – like the Sydney Opera House in

our example – as “prostheses” or “internalized exograms.” Such prostheses,

he adds, should be seen as “structuring supplements which construct and

maintain the biological processes which they simultaneously and deeply

transform” (p. 27).

We will now consider the contribution of such environmental re-

sources from the perspective of extended functionalism. Extended func-

tionalism aligns with current information-processing accounts that we

have discussed in the previous sections and can be traced back to Andy

Clark and David Chalmers’ (1998) classic paper on the extended mind.

In this paper, they question the traditional cognitive boundaries of skin
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and skull and argue that mind can sometimes be partly constituted by

parts of the environment. Clark and Chalmers argue their point by way of

their famous thought experiment about Inga and Otto. Inga and Otto are

both looking to visit the Museum of Modern Art while in New York. But

whereas Inga uses her biological memory to recall the museum’s address,

Otto, a su�erer of early-onset Alzheimer’s, retrieves it through his note-

book. The notebook, Clark and Chalmers argue, plays the same role for

Otto that biological memory plays for Inga (p. 13). In it, Otto stores the

things he would like to remember and his daily routine depends structur-

ally, not incidentally, on his writing – similar to how Inga depends on her

biological memory. It is important to note that this constitution claim is

stronger than the trivial claim that mind is (merely) causally a�ected by

the environment.

Early extended mind theorists stressed the idea that physical boundar-

ies do not demarcate the mental and argue for this by way of the so-called

parity principle. The idea is that “[i]f, as we confront some task, a part of

the world functions as a process which, were it done in the head, we would

have no hesitation in recognizing as part of the cognitive process, then

that part of the world is (so we claim) part of the cognitive process” (Clark

& Chalmers, 1998, p. 8). The parity principle encourages us to think that

restraining cognitive processes merely to, for example, the brain, would

be a case of misplaced neural chauvinism.

The parity principle is the main reason the extended mind is usually

seen as part of the larger cognitive programme of functionalism (Clark,

2008a; Wheeler, 2010b, 2015), roughly the idea that mental states are to be

de�ned and characterized by the job they perform. Focusing on functions,

instead of material realizers, opens up the way to think that some cognitive

processes can be implemented, at least partly, by elements outside the skull.

Therefore, theorists working on functionalism are neutral with respect

to the whereabouts of cognition, thus providing a natural home for the

extended mind thesis.

So how exactly does the memory palace relate to the extended mind

hypothesis? Sutton (2010) proposes that, even though mnemonic devices

such as the memory palace are not literal external artefacts, the structures

they provide function much like Otto’s notebook. In this way, Sutton

expands the reach of the initial extended mind hypothesis by arguing it can
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Figure 2.2: The walls in these consecutive images expand in a process

of optic expansion.

next space to move to. So instead of overloading the user with symbolic

information, a virtual environment might support memory performance

by highlighting the relevant a�ordances this environment o�ers to the

user (Sto�regen, Bardy & Mantel, 2006).

A second way of enhancing the virtual memory palace concerns

what we dub ‘sensorimotor realism.’ Note that realism here should not

be understood in its common, digitalized meaning: as the photo-realistic

replication of images and textures. Contrary to this, perhaps intuitive,

idea, there is empirical evidence which suggests that familiar sensorimotor

interaction in virtual environments contributes more to the immersion

of the memorizer in her memory palace than high-resolution imagery

(Fink, Foo & Warren, 2009). Sensorimotor interaction in VR further seems

to improve one’s sense of agency, in the sense of experiencing control

over one’s actions and their consequences (Kong, He & Wei, 2017), which

ties in nicely with and supports the previously discussed active bodily

participation.

By sensorimotor realism we mean that a VR device involving move-

ment needs to replicate the kind of sensory patterns we experience when

we move in real life. To illustrate, think of what occurs when you approach

a wall. As you approach the wall, you see how the texture gradients of

the wall radiate from the centre of your visual �eld, causing the wall to

expand from the perspective of the perceiver (see Figure 2.2). This is com-

monly described by saying that optic �ow is centrifugal in the direction of

locomotion (Chemero, 2009, p. 124). The rate at which optic �ow expands

is lawfully correlated to the speed to which we move towards the object –

the wall in this case. By saying that a virtual environment must be sensor-

imotor realistic we mean that it must echo the sensorimotor experience

we are used to in real life. The optic �ow generated while moving towards
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an object in the virtual environment ought to be the same as the one

we get when we do so in real life. Otherwise, our experience of moving

through the virtual space will feel odd and unpleasant (Bubka, Bonato &

Palmisano, 2008), and it will require us to take extra e�ort to get attuned

to the sensorimotor contingencies of the virtual environment. Ensuring

sensorimotor realism will thus add to the immersiveness of the virtual

memory palace.

Incorporating active bodily participation lies at the heart of our pro-

posal for operationalizing the virtual memory palace. For the translation

of the memory palace to VR, we argued that this requires the user to take

control in the virtual environment. For potentially enhancing the virtual

memory palace, we proposed to make use of sensorimotor guidance that

makes optimal use of the type of interactions the user is already familiar

with.

2.5 New horizons for memory research

Considering the memory palace from an embodied, enactive perspective,

in line with the pragmatic turn in cognitive science, helps in understanding

why current operationalizations of the technique in VR leave much to be

desired. Such operationalizations focus on supporting the picking up of

information by the user, but we have argued that this does not capture

what is at the core of the technique.

Instead, we presented design recommendations for improving the

virtual memory palace, focusing on embodied cognition and a�ordances.

Smart use of VR devices could make the learning of the memory palace

more accessible and increase the usage of one of the most powerful meth-

ods of remembering on o�er. Our design recommendations are ready for

implementation. If their adaptation yields better results than current opera-

tionalizations, this will have both practical and philosophical implications.

To start with the latter: if virtual memory palaces based on our enactive

proposal work well outside of the head, it would provide a good reason,

by way of abduction, to re-evaluate what is going inside the head. By way

of a reversed parity principle, the enactivist research programme would

have provided an impressive case in point in terms of understanding the
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underpinnings of memory, placing the ball squarely in the functionalist

park.

The practical implications, if our proposal holds true, lie in making

the power of the memory palace more accessible and their advantages are

obvious. Special attention should be given to its potential use in educa-

tional settings (Putnam, 2015). We predict that using VR devices to support

learning through the memory palace can greatly enhance learning ex-

periences (in line with: Mäkelä & Löytönen, 2017; Heersmink, 2018). Not

only that, but activities which are traditionally seen as boring, like the

rote learning of words from a foreign language, would potentially become

a lot more fun because of the engaged, bodily interaction. Furthermore,

in classroom settings, both teachers and students can bene�t from the

shared experience which VR will allow. Unlike in the traditional technique,

teachers would be able to participate in and give feedback on how their

students utilize the memory palace.

Our proposal, though grounded on available empirical data, requires

more experimentation. Not only to test whether the hypothesized design

recommendations will improve the use of the memory palace, but also to

investigate aspects of the techniques that were hereto hard or impossible

to investigate. The sharing of the same loci, as described in the previous

paragraph is one aspect, but this could be generalized to the investigation

of loci which are not necessarily environmental landmarks as traditionally

imagined. For example, how will moving objects like animals or other

persons a�ect the technique? What about videos? Virtual realities allow

for plenty of creative freedom and the memory palace is a worthy candidate

for testing the limits of that freedom with respect to successful memory

strategies.



Chapter 3

Designing virtuous sex robots

“We need an ethics that does not stare obsessively at the issue

of whether a given technology is morally acceptable but that

looks at the quality of life that is lived with technology.”
Peter-Paul Verbeek (2011, p. 156)

Some may �nd it hard to come to grips with sex robots. Yet recent events,

like the 2015 Campaign Against Sex Robots in the UK, the 2017 publication

of John Danaher and Neil McArthur’s volume on the ethical and societal

implications of robot sex, and the fourth incarnation of the International
Conference on Love and Sex with Robots, show that this topic has captured

the public’s eye and provokes serious academic debate. A recent report by

the Foundation for Responsible Robotics (Sharkey, van Wynsberghe, Rob-

bins & Hancock, 2017) calls for a broad and informed societal discussion

on intimate robotics, because manufacturers are taking initial steps to-

wards building sex robots. We take up this call by applying virtue ethics

to analyse intimate human–robot relationships.

Why should we look at such relationships through the lens of virtue

ethics? Virtue ethics is one of the three main ethical theories on o�er

and distinguishes itself by putting human moral character centre stage

– as opposed to the intentions or consequences of actions. Virtue ethics

has been discussed in relation to arti�cial intelligence more generally

(Wallach & Allen, 2009; Tonkens, 2012). However, virtue ethics has received

relatively little attention in discussions regarding sex with robots, even

though sex robots could have a signi�cant impact on their user’s moral

character. Two main exceptions are Litska Strikwerda (2017), who assesses

69
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agents could be programmed to evaluate the potential costs and bene�ts

of an action (Deng, 2015; Win�eld, Blum & Liu, 2014; Sharkey, 2008; Flor-

idi & Sanders, 2004). Or, in the case of deontology, designers may strive

to implement top-level moral rules in agents (Danielson, 1992).
2

As con-

sequentialism and deontology provide frameworks that can be translated

relatively straightforward into implementation guidelines, they may be

attractive from a roboticist’s perspective. While we value the contributions

of consequentialist and deontological approaches to the literature on robot

ethics, we think that there are ethical issues which virtue ethics is in a bet-

ter position to address. Such issues include how, in the words of Shannon

Vallor (2016), advances in social robots are “shaping human habits, skills,

and traits of character for the better, or for worse” (p. 211). Importantly,

this insight supports the idea that robots are not neutral instruments, but

that they may in�uence the way we think and act. We side, therefore,

with other researchers who recognize that virtue ethics can be a fruitful

framework for AI and robotics (Abney, 2012, p. 37).

There are at least three ways in which virtues (and vices) might

play a role in social robotics. First, we may consider which virtues are or

ought to be involved on the human side of robot design. For instance, is it

desirable that a roboticist exhibits unbiasedness and inclusiveness when

designing a robot? Second, robots may nudge users towards virtuous (or

vicious) behaviour. An exercise robot, for example, can encourage proper

exercise and discipline by giving positive feedback to its user. Third, robots

may exhibit virtues (and vices) through their own behaviour. This can be

illustrated by the Sociable Trash Box robot developed at Michio Okada’s lab

at Toyohashi University of Technology (Yamaji, Miyake, Yoshiike, De Silva

& Okada, 2011): these robots exhibit helpfulness and politeness through

their vocalisations and bowing behaviour when they collaborate with

humans to dispose of trash (see Figure 3.1). So one could focus on the

virtues of the designer, on the way robot behaviour a�ects the virtues of

a human interacting with it, or on the virtues displayed by the robot, for

instance, as an example to be followed or learned from. We will focus on the

latter two points, but towards the end discuss their implications for design.

2
Isaac Asimov’s famous laws of robotics, often cited as illustration in the ethics of AI

literature, are modelled after deontological formulations of how one ought to act. They

brilliantly showcase the inherent tension between deontological robotic directives and

the potentially disastrous consequences that strict adherence to these might have.
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Figure 3.1: The Sociable Trash Box exhibits helpfulness and politeness

when it requests trash and then bows after receiving it. Reprinted by

permission from Springer Nature: Springer International Journal of Social
Robotics (Yamaji, Miyake, Yoshiike, De Silva & Okada, 2011), © 2019.

We think it is likely that the degree of anthropomorphism (Sparrow, 2002,

2016; Cappuccio, Peeters & MacDonald, 2019; Björling, Rose, Davidson,

Ren & Wong, 2019) will play an important role for especially the second and

third topics. This needs to be further investigated, but for the purposes of

this chapter we will discuss robots that tend towards the anthropomorphic

rather than the more functional end – like conventional sex toys – of the

anthropomorphism spectrum.

In relation to the third aspect, some have said that virtues might be

di�cult, or even intractable, to implement in a robot. This idea is motivated

by the complexity of giving general, context-independent de�nitions of

speci�c virtues and because an implementation of a virtue like honesty “re-

quires an algorithm for determining whether any given action is honestly

performed” (Allen, Varner & Zinser, 2000, p. 258). Although we acknow-

ledge the speci�c implementation challenges that virtue ethics brings,

we think these challenges can be addressed by looking at the underlying

mistaken assumption that virtues need to be implemented top-down into

the robot. Analogous to how humans learn to be virtuous not by being

told what to do but by example, implementing virtues into the design of

social robots can take a similar situational approach. For this reason, it
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has been argued that the “virtue-based approach to ethics, especially that

of Aristotle, seems to resonate well with the [...] connectionist approach

to AI. Both seem to emphasize the immediate, the perceptual, the non-

symbolic. Both emphasize development by training rather than by the

teaching of abstract theory” (Gips, 1995, p. 249). This resemblance, we

suggest, can help inspire the implementation of virtues in modern-day

robots. The use of machine learning with arti�cial neural networks may be

a way of avoiding the need to write an algorithm that speci�es what action

needs to be taken when. Virtues that depend on, for example, recognizing

emotions in a human and require an emotional response can be imple-

mented by training a neural network on selected input – say, by analysing

videos of previously screened empathic responses made by humans (as

done by Janssen et al., 2013; Güçlütürk et al., 2017). Through machine

learning, robots could similarly learn to mimic certain behaviours that we

might consider displays of virtue, such as a light touch on the shoulder

to express sympathy.
3

The challenging research question here would be

how to operationalize this kind of training so that the robot learns from

human teachers. Such implementations are not trivial, but they need not

be intractable either.

Two potential points of critique need to be addressed before moving

on. The �rst critique has been voiced by robot ethicist Robert Sparrow

(2017), who argues that sex robots could encourage vicious behaviour,

while at the same time maintaining that he �nds it hard to imagine sex

robots could promote virtue. He proposes that if people own sex robots,

they can live out whatever fantasies they have on the robots – even rape.

He argues that repeated fantasizing and repeated exercise of potential

representations of rape will in�uence one’s character to become more

vicious. Though we agree with Sparrow’s premise that this development

is problematic and deserves careful consideration, we disagree with the

conclusion drawn. While rape representation might be facilitated by sex

robots, this does not mean that the production of such robots need always

be ethically inimical. Let us assume that rape-play between two consenting

3
After the publication of the present chapter, research by Senft, Lemaignan, Baxter, Bartlett

and Belpaeme (2019) has shown how it is possible to teach robots human-like social beha-

viour through mimicry and machine learning, with the authors speci�cally mentioning

application of their research in therapeutic scenarios.
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adults is not necessarily morally wrong.
4

What is potentially morally

wrong in acting out this scenario, is that it might normalize the associated

repeated behaviour outside of a consensual context – the cultivation of a

vice. This could lead to unwanted degrading behaviour or generalization

to other contexts involving human-human interaction. The same risk of

inappropriate generalization applies to the scenario of the human–robot

interaction. In the case of humans, this means that careful and continuous

communication about what is allowed and what is not is crucial: the

partners have to trust and respect each other in order to safely play out

the fantasy and stay aware of the fact that it is a fantasy. Might a similar

approach be possible to intimate human-robot interactions? We submit

that there are ways to involve consent in the case of intimate human-robot

interaction aimed to prevent the risk Sparrow is drawing attention to,

without condemning the manufacture and use of sex robots in principle.
5

It would require us to rethink sex education and the role sex robots can

play in this, which we do in Section 3.3. Interestingly, if one accepts that

sex robots may cultivate vices in humans, it seems possible that such robots

potentially also cultivate virtues.
6

A second issue that needs addressing is a more general critique against

virtue ethics. It has been argued that virtue ethics as an ethical theory

is “elitist and overly demanding and, consequently, it is claimed that the

virtuous life plausibly could prove unattainable” (Fröding, 2011, p. 223).

Why propose such a demanding ethical theory for framing human-robot

interaction? First, because virtue ethics can do justice to an assumption we

make, namely that intimate, sexual relations between humans and robots

4
It is worth noting that on Sparrow’s account one will have to bite the bullet and say that

rape-play by consenting adults is morally wrong as well. Not everyone will be willing to

accept this implication.

5
Obviously, the consent provided by a robot does not amount to legally binding consent,

just like the rape of a robot would not constitute legal rape, for the simple reason that a

robot is not a legal person and not a sentient being. Hence, we are discussing here the

implications of a robot behaving in a certain way, not necessarily implying the existence

of human-like cognitive, emotional states or identical legal status.

6
Sparrow (2017) �nds it “much less plausible that sustaining kind and loving relationships

with robots can be su�cient to make us virtuous” (p. 473). He acknowledges, however,

that such a claim needs to be supported by an argument as to why virtues are to be held

against a standard di�erent from vices and that this is a topic for further discussion. We

do not share his intuition, though we agree with his latter point and would furthermore

like to add that more empirical data on how human–robot interaction in�uences human

behaviour is needed – which is one of the motivations for the proposal in Section 3.3 of

the present chapter.
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Consequentialism Deontology Virtue ethics Instrumentalism

Fundamental
concept

Action out-

comes

Moral rule Virtue Instrumental

use

Concept
applied

Obtaining

consent

maximizes

well-being for

both parties.

Obtaining con-

sent is in ac-

cordance with

the rule: “Do

unto others as

you would be

done by.”

Obtaining con-

sent is compas-

sionate and re-

spectful.

Obtaining

consent is not

necessary, un-

less required

for obtaining

satisfaction.

Table 3.2: Suppose we compare the multiple approaches in a hypothet-

ical scenario where sexual consent is negotiated, verbal or otherwise,

between two human partners. This table aims to show how such a

scenario can be analysed in the di�erent ways discussed in the present

chapter. This rough distinction should not be taken to mean that, for ex-

ample, consequentialism cannot talk about virtues. What distinguishes

the di�erent approaches is which concept they take to be central.

should be understood as bi-directional. In this context, bi-directional means

that humans design robots, while the general availability of such robots in

turn may in�uence human practice of and ideas on intimacy and love. In

contrast, current ways of thinking about intimate human-robot relations

often depart from an instrumental and unidirectional assumption. Such

rival accounts understand these relations as the usage of tools by humans

and see any in�uence that robots may have on humans as value-neutral.

They are focused on the human perspective and therefore lose sight of

important potential ethical implications of human-robot interaction, as

we will argue in Section 3.2 and as illustrated in Table 3.2. Our assumption

is in line with current developments in cognitive science and philosophy

of technology, which suggest that the cognitive and moral dimensions of

artefact interaction need to be understood from a distributed perspective

that puts equal emphasis on agent and environment (Varela et al., 1991;

Verbeek, 2011; Coeckelbergh, 2012; Di Paolo et al., 2017).

Another and possibly even more exciting reason to engage with virtue

ethics, is that thinking about virtues in relation to robots might actually

help to make virtuous behaviour more attainable. This might be done

through the habit-reinforcing guidance of humans by robots designed to

promote virtuous behaviour: either by robots nudging human behaviour

directly or by robots exhibiting virtues themselves.
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3.2 Contra instrumentalist accounts

Recent discussions on intimate human–robot relations are often informed

by the work of David D. Levy (2007a, 2007b). Levy argues that humans

will have physically realistic, human-like sex with robots and feel deep

emotions for and even fall in love with them. Although we laud the pi-

oneering work Levy has done to open up sex and love with robots for

serious academic discussion, we argue that his framework fails to properly

account for the ethical and social implications involved.

Regarding sex, Levy suggests that, physically speaking, realistic human-

like sex with robots will be possible in the near future. Though Levy paints

a colourful history of the development of sex technologies, discussion of

this is not of prime importance for our argument and we will not examine

it further. For the present discussion, we will assume that the physical

aspects of these robots can be worked out more or less along the lines

which Levy describes. Interestingly, Levy goes so far as to say that “ro-

bot sex could become better for many people than sex with humans, as

robots surpass human sexual technique and become capable of satisfying

everyone’s sexual needs” (D. Levy, 2007a, p. 249).

Regarding emotions and love, Levy suggests that it is possible that

humans can be attracted to and even fall in love with robots. Without going

into too much unnecessary detail, his argument proceeds in four steps.

First, Levy lists what causes attraction of humans to each other. Second, he

considers how a�ective relationships between humans and pets develop,

and, third, how such relationships develop between humans and their

virtual pets. Fourth and �nally, Levy applies his �ndings to human–robot

relationships.

Through a careful examination of feelings of bonding and attraction

in humans, Levy comes to the conclusion that humans will likely develop

similar feelings of bonding and attraction for robots. A large role in this

narrative is reserved for the human tendency to anthropomorphize arte-

facts (see Breazeal, 2002; Sparrow, 2002). He submits that “each and every

one of the main factors that psychologists have found to be the major

causes for humans falling in love with humans, can almost equally apply

to humans falling in love with robots” (D. Levy, 2007a, p. 128). It seems

that there are no major hindrances for humans to, at some point in the
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The analysis we have given shows that instrumentalist approaches

may leave crucial ethical considerations unaddressed. Notions of love and

sex will be changed by the development of humanlike robots. But how will

these notions change? If we can have sex robots which are “always willing,

always ready to please and to satisfy, and totally committed” (D. Levy,

2007a, p. 229), what will that do to the way we view relationships? An

understanding of robot-sex not as instrumental, neutral use of tools, but

as involving a reciprocal interaction between human agents, robots and

their designers is required to develop adequate answers to questions such

as these. This is where virtue ethics can provide a guide for evaluation of

such interactions.

3.3 Consent practice through robots in therapy

In order to investigate how sex robots could make a positive contribution

to human moral character, we draw on virtue ethics for ideas on how

to cultivate virtues and connect those to insights from current empirical

data provided by literature on robotics and psychology. Our aim is to

avoid the problem of cultivating vices through repeated unnegotiated

practice – such as illustrated by Sparrow. Indeed, well designed robots may

create the possibility to actually improve attitudes and behavioural habits

regarding sex. First, consider the human–sex robot rape play scenario again.

Previously, we argued that what is problematic about this scenario is not

the act between consenting adults itself, but the potential normalization

of behaviour it could lead to. For instance, the human participant may

become accustomed to immediate satisfaction of desires through the use

of a human-looking object and might extend the involved behavioural

patterns to objectify other humans.

One way of preventing unwanted behavioural patterns is by providing

sex robots with a module that can initiate a consent scenario. Like con-

senting humans, a robot and its human partner will have to communicate

carefully about the kind of interaction that will take place and the human

will be confronted by the subject-like appearance and the behaviour of

the robot. And like in a relationship between humans, this communica-

of the story at least casts doubt on any outright dismissal of the possibility that humans

will become jealous of robots.
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on mind–technology interaction. Second, by exposing how enactivism

may provide a cognitive underpinning to postphenomenological research.

Following up on the general issues outlined in the �rst chapter,

Chapter 2 considered a concrete case-study for a critical comparison of

functionalism and enactivism. In line with the pragmatic turn, this case-

study examined how functionalist and enactivist theories fare with respect

to operationalizing the memory palace mnemonic in virtual reality. Suppor-

ted by a critical review of the current empirical literature on memory and

mnemonics, I argued that functionalist theories of memory fail to account

for the embodied aspects of the memory palace by their assumption that

cognition is information-processing. In its stead, I developed an enactive

account of the memory palace and o�ered design recommendations for its

use in virtual reality.

Having discussed the phenomenological and cognitive science as-

pects of enactive technology engagement, Chapters 3 and 4 turned on the

ethical aspects of mind–technology interaction. Chapter 3 cleared ground

by arguing that virtue ethics is highly relevant when it comes to the dis-

cussion of the impact of sex robots. I positioned a virtue ethical analysis

of sex robots against an instrumental use, arguing that the latter fails to

capture crucial implications of sex robot use on human moral character.

The main contribution of this chapter to the literature is its proposal for

the potential positive aspects of sex robot use in therapy. This contribution

leans on the idea that sex robots, when out�tted with a consent module

and, crucially, used in supervised therapeutic settings, might contribute

to virtue cultivation. The published paper that this chapter is based on

has already garnered much societal discussion and informed specialists

working in the �eld of robotics.

In Chapter 4, I picked up the thread left hanging at the end of the

previous chapter, namely what the connection between virtue ethics and

enactivism is. By using the situationist challenge against virtue ethics as

a foil, I argued for an enactive understanding of human moral character.

This chapter o�ered a rebuttal of situationism by dissolving the opposition

between moral character, as traditionally constrained to the body, and

environmental factors. Additionally, it has provided a proposal for virtue

cultivation through ‘self-programming’. In doing both, this chapter has

clari�ed slumbering connections between virtue and enaction.
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The principle of multiple realizability, often thought to be a major

trump card for functionalism, provided the stage for a brief re�ection in

Chapter 5. Because of its emphasis on the concrete materiality of cognitive

acts, enactivism can be thought to be incompatible with the thesis that

cognitive processes can be realized in di�erent physical kinds. However,

I have shown that, when we move away from assuming that multiple

realization must necessarily depend on information-processing and allow

for cognition to be realized over parts of the brain, body, and environment,

enactivism can be said to be compatible with multiple realization. This

result o�ers enactivism extra support in comparisons with functionalism.

The main contributions of this work were informed by a number of

�elds and will, potentially, a�ect them in turn. By drawing on insights

provided by philosophy of technology, cognitive science, and virtue ethics

I have articulated how enactivism may categorise and understand di�er-

ent human–technology relations, add to the design of technologies, and

elucidate the moral issues surrounding embodied technology interaction.

This will enable enactivism to better investigate the crucial experiential,

scienti�c, and ethical issues surrounding mind–technology interaction.

Not only does this o�er theoretical bene�ts by informing wider discussions

about the pragmatic turn in cognitive science. It also o�ers new insights to

engineering research on the embodied aspects of robotics, virtual reality

and the ethical issues surrounding those.

Invariably, a number of questions remain open and I shall brie�y

discuss the main one here. Whereto can functionalism move to meet the

challenges raised in the present dissertation? It became clear, on a number

of occasions, that through the so-called ‘third wave’ in extended mind,

there might arise an extended functionalism that does not conceive of

cognition as the processing of information. So far, the work on third wave

extended cognition has been largely preliminary, but we can single out

one potential trajectory. In line with the pragmatic turn, the pressure

on functionalists to move away from representations and computational

mechanisms has steadily increased. Combine this observation with the

fact that a growing number of functionalists accept the extended mind

thesis, and the question is raised whether functionalism is on a course of

convergence with enactivism. Given the fact that many theorists, from

both sides, have, on a number of occasions, stated that functionalism
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