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“They are theorists of knowledge, and starting from subjective experience they fail to distinguish between objective and subjective knowledge. This leads them to believe in belief as the genus of which knowledge is the species (‘justification’ or perhaps a ‘criterion of truth’ such as clarity and distinctness, or vivacity, or sufficient reason’, providing the specific difference). This is why, like E. M. Forster, I do not believe in belief.”
Karl R. Popper. Objective Knowledge: An Evolutionary Approach. Rev. ed., 1979. p. 25.

‘The cause of our assenting to the truth of something is that it appears to be fact. And it is impossible to assent to anything that does not appear to be fact.’ 

Epictetus, Discourses and Fragments, p. 66. 
Abstract

Justificationism is the epistemology that enjoins us to choose our beliefs according to this principle: choose all and only those beliefs and at an appropriate degree of confidence that one can justify, either by an intellectual certificate or empirical warrant. My article argues that most forms of justificationism require the truth of doxastic voluntarism, the doctrine that one may choose ones specific beliefs. However, since belief is involuntary, justificationism is severely undermined. Justificationism as stated couldn’t be practised; since believing is not something we can do at will as a basic action. Although devastating to any subjectivist justificationism, it does not undermine our ability to cultivate, through long-term choices, the most rational attitude in the search for truth and the growth of knowledge. A major rival of subjective justiticationism (SJ) is critical rationalism (CR). CR is the doctrine that progress in the growth of knowledge occurs through the unrelenting criticism of competing unjustified conjectural attempts to solve problems. The objective methods and standards involved in CR are unaffected because following (or not) an objective method is something we can do at will. 
1. Introduction
1.1.
Low cost holiday in the Caribbean

Imagine you are swimming under water in the Caribbean with stingrays. Imagine the warmth and resistance of the water and the feel of the currents around your body as you move through it, the cool air flowing into your lungs from your aqualung, the feel of the stingrays as they brush passed you and the dazzling array of fish darting about before your eyes. Now I want you, not to imagine you’re there, but rather to genuinely believe that you really are enjoying yourself in the Caribbean waters. You can’t do it. No one with an intact brain can
. If you could do this, it would be terrifying – not only to you, but every one else. After all, you might ‘dial’ the wrong ocean! Fortunately, our evolved cognitive mechanisms, though subject to systematic biases (Kahnemann et al. 1982), keep us in fairly good contact with reality, particularly in respect to immediate perceptual aspects. 

The impossibility of our deciding our beliefs does not depend on how exotic the belief is that we’re being asked to voluntarily create. It applies to mundane beliefs also. The next time you’re actually walking down the street, try believing that you are skipping down the street. Then vacillate every 10 seconds between believing you are walking to believing you are skipping. It’s not in your power. You might like to try this with a belief less closely associated with our sensory apparatus: first, recall your belief that Paris is the capital of France; now vacillate every 10 seconds with believing that Berlin is the capital of France. You can’t do it! Neither can you decide at will on the degree of our belief or when and how we will abandon a belief. You can research an issue more a less thoroughly, but the belief we have at any point is outside our basic voluntary control. Acquiring a specific belief on this view is rather like being infected with a catchy tune: it’s something you find that has happened to us, whether you willed it or not.
1.2.
Brief exposition of critical rationalism and justificationism

I shall leave a full account of critical rationalism and justificationism to other sources, and I apologize for a painfully contracted summary. I simply wish to present them as contenders in respect to the problem that doxastic voluntarism raises for epistemology and rationality. 

It is helpful to view CR and SJ from a wider, historical perspective. The ancient questions that are the stimulus for these different views of knowledge and rationality are deeply entwined with the development of both western and oriental culture: what is the good life?  how do we live the good life? how do we know how to live this life?  is knowledge possible? what are the limits to rationality and knowledge? if we are to be rational, must we act in the light of the truth? but then, does truth exist? can we attain truth, if not knowledge in the sense of justified truth? I don’t pretend to give an exhaustive list, but it’s clear that the answers to these questions are inextricably entangled in the way people approach life, whether self-consciously or not.


Justificationism supplies us with a traditional definition of knowledge: justified, true belief.  In justificationism, the search for knowledge and even the critical tests themselves are thought of as forms of justification. Even when a belief is subject to criticism, the criticism itself ought to be based directly on or logically derived from another justified belief, for example on observation or another well-accepted belief or a belief that does not require any further justification, for example an intuitively obvious, and therefore self-justifying, position. On the intellectual side, Aristotle’s intuited essences and Descartes’ clear and distinct ideas provided an appropriate ultimate certificate; on the empirical side, Bacon’s sense observation untainted by prejudice (the ‘Idols’) provided the empirical certificate of ultimate justification. The latter is required to avoid infinite regress in justification and hence criticism, since any argument, critical or not, starts with premises, which themselves would require another argument to establish those unless we had a self-justifying stopping point to our critical discussion. The point is that, as a consequence, in justificationism criticism consists in pitting one justified belief against another. 


Both justificationism and critical rationalism represent what W.W. Bartley (1994) called meta-contexts, each a set of fundamental – though not necessarily foundational – assumptions and attitudes about rationality, reason and knowledge, within which problems are conceived, explored and solved. A meta-context is more general and deeper than a Kuhnian paradigm. There are, at least historically, three such meta-contexts: justificationism, critical rationalism, and the oriental non-attachment meta-contexts of Buddhism, Hinduism and the yogic tradition that underlies them. 

Critical rationalism was born out of and a generalisation of what Karl Popper called falsificationism. Falsificationism itself was an answer to the problem posed by Hume’s critique of induction. Hume’s argument, starting from the premise that taking any particular in itself, nothing logically follows about any other particular, concluded that however many and varied one’s observations of nature, one could not logically infer a universal law of nature. No matter how many black crows one has observed, one cannot exclude the possibility that there may be a non-black crow. 

Kant, accepting Hume’s argument, but also in admiration of Newton’s then untarnished magnificent success at apparently doing exactly what Hume showed to be impossible, had tried to answer Hume’s problem with his notion of the synthetic apriori. Kant maintained that we could only know the world of experience because we could know some universal truths independently of experience, such as Euclidean geometry, Newton’s absolute space and time and some of his laws of motion. This synthetic apriori knowledge provided the indispensible framework for all other possible knowledge. Kant said “Our intellect does not draw its laws from nature but imposes its laws upon nature”. Thus we are spared the problem of inferring the universal laws from our particular observations. 

However, in the face of the refutation of Newton’s absolute time and space by Einstein, Popper, keen to keep the intellectual fruit of Kant’s work – that our minds were not just tabula rasa  - but to temper it with empirical experience, was stimulated to suggest that although our minds try to impose a structure on reality, reality often kicks back and rejects our efforts. We make conjectures, but they can be refuted by reality. So Popper’s answer to Hume was that although one cannot logically derive a universal statement from any set, no matter how large, of statements about particulars, one could, applying modus tollens, derive the falsity of a proposed universal conjecture from the description of a particular. For example, if we accept the statement “this crow is non-black” as true, then we may conclude that the statement “all crows are black” is false. Thus, even though our attempts at knowledge of universal laws could not be certified or confirmed by observation, at least we could control our fallible forays into the unknown by critical methods provided that our theories are falsifiable – that in principle there are observation statements whose truth would contradict the theory. This is the kernel of Popper’s falsificationism, an elaborate methodology of science. 

Popper later generalised his view of what could be subject to rational criticism, but retained the central idea of conjectures facing, if not observational criticism, then some other pertinent test standard. We make guesses about solutions to an interesting problem and then see which match our target standard, whether of coherence, consistency with other less problematic theories, depth of explanation, etc. This methodology Popper called critical rationalism.

Critical rationalism (CR) is the doctrine that progress in the growth of knowledge (whether scientific or otherwise) occurs through the unremitting criticism of competing unjustified conjectural attempts to solve problems, leading to revised and deeper theories and problems. In our attempts to fathom, crack and unravel a puzzle there is an evolving and, in principle, unending sequence of problems and tentative theories and tentative tests or error elimnations: 
Problem 1 ( Tentative Theory 1 (Error Elimination 1 ( Problem 2 ( Theory 2 ( etc.


On this view, the origin of a position (belief, world view, proposal, scientific hypothesis, method, standard, etc.) is irrelevant. What is important for CR is the seriousness and depth of the problems addressed and the imaginative bold conjectures thus stimulated and expressed in language. Of equal importance is our imaginative capacity to apply systematic, publically observable and reproducible critical tests of the positions. In some cases, we may need to create new types of test requiring new standards or methods, so long as these are themselves open to systematic test, because, being tests of drastically new types of theory, they themselves will clearly have a conjectural element to them. The methods of testing are procedures that are executed independently of the psychological state of the agent conducting it.

In contrast to SJ, CR, disowning the search for complete or even partial justification, emphatically separates belief, truth, justification and criticism. The fallible aim of our search is truth alone, conceived as correspondence with the facts in the manner expounded by Alfred Tarski (1944). It is acknowledged that our theories will remain forever simply our uncertain best guesses. But being a guess doesn’t mean that it can’t be true, just as in playing darts and aiming to hit the bull’s eye, being blindfolded wouldn’t infallibly preclude one hitting the bull’s eye. Since our positions are acknowledged to be conjectures, there is no corresponding need to have an ultimate stopping point to evade an infinite regress of argument.

Tarski wished to rehabilitate Aristotle’s’ definition of truth: ‘To say of what is that it is not, or of what is not that it is, is false, while to say of what is that it is, or of what is not that it is not, is true’. The crucial task for Tarski (section 5, Tarski, 1944) was to rehabilitate truth in a way that solved the semantic paradoxes, such as the liar paradox, Richard’s antinomy of definability and the Grelling-Nelson antinomy of heterological terms, and thus ‘help to assure a consistent use of semantic concepts.’ (page 346, Tarski, 1944).  On Tarski’s view a sentence may consistently be said to be true even if no one has actually even entertained it, let alone believed, it. Therefore, truth is separable from any notion of proof, justification or procedures of enhancing the reliability or probability of our hypotheses as embodied in sentences.

CR’s tests issue in, not justified beliefs, but in either falsified or un-falsified linguistically formulated positions. For example in science, falsified hypotheses are provisionally classified as, not justifiably shown to be false, but simply as false. Un-falsified hypotheses are provisionally classified, not as justifiably shown to be true, but rather as, if not true, then at least close to the truth. CR is thoroughly normative. The outcome of an un-falsifying test of a hypothesis is presented with an imperative to find further stronger tests and to create other hypotheses against which to compare the given hypothesis in the light of those further tests. 

Our knowledge is on this view re-conceptualised as a growing body of linguistically formulated conjectural truths (or approximations to truths) that may be stored in libraries, not our beliefs. Most knowledge, going far beyond the Bekenstein bound as it relates to information storage, must in fact be embodied in structures that lie outside our psychology, outside our heads. There is far too much information for it to be believed, even if all human brains were fully engaged on the task. (See Percival 2012.)

The key thing to notice about CR in the context of this paper is that it is linguistically formulated hypotheses that are under test, not directly our beliefs – though they may be doing that as well. The hypothesis may have originated as a belief, but now it enjoys a life outside the believer’s head. Indeed, one is enjoined to create hypotheses, not because they express one’s belief, but in order to solve the problem at issue. Einstein famously denied believing his special theory of relativity, but decided to work on it because it actually solved key questions that Newton’s theory couldn’t. On the side of testing, belief may intrude at those moments when we are making observations of experimental results, but this is momentary and strictly dispensable because we can program a machine to perform the detection and measurement of the outcome of the experiment and perform the modus tollens to refute the hypothesis. The denouement of the test is a critical and tentative report on the status of the theory and how the problem under investigation may have to be modified etc, not a change of belief – though that may also have occurred - nor a report of a change of belief. Let us compare this with justificationism.

A form of justificationism may also be stated as the principle: if one believes proposition x, then one ought to find evidence to support proposition x. Since one may distinguish justifying a proposition and justifying believing it (Smithies, 2015, page 20.)
, yet another aspect or version of justificationism may be formulated thus: if one believes proposition x, then one ought to find evidence to justify one’s believing proposition x. 

Either of these formulations of justificationism may appear to evade the need for doxastic voluntarism because finding evidence is – prima facie – something one can do at will, at least in the sense of collecting observations. (Here I’m granting for the sake of argument, that the problem of induction is not insuperable.) But wait. Having found the appropriate evidence, either for x or for believing x, one presumably would be enjoined to choose to believe it, and then we are again confronted by the original stumbling block for justificationism: the involuntariness of belief. Here I agree with Alston (p. 1988) that even if one has voluntary control of looking for evidence and counter evidence, an appropriate epistemic attitude, one is still left with the insurmountable involuntariness of immediate basic choice of what attitude to take to the evidence once obtained. One might also add, even when one has the evidence, one also needs to assess its impact on the belief upon which it bears, and then it’s still an open possibility whether one maintains, rejects or adopts the right relevant belief about the proposition under review. 
2. The norm of belief

It is often argued that belief ought to be subject to the regulation of the norm of the search for truth. There is a considerable literature on this issue. One ought to believe what is true and prima facie belief does at least normally seem to aim at the truth.  However, doxastic involuntarism raises a problem for this perspective.

2.1.
A dilemma for justificationism: otiose prescription versus pointless methodology and false psychology


Either belief is voluntary or it is involuntary. If belief is involuntary and varies with the evidence as prescribed by rules of justification naturally and automatically, then the prescription is otiose. It would be rather like instructing people to regulate their heart rate according to evidence of their degree of exertion. It may then still be a true psychological theory of belief. On the other hand, if belief, still involuntary, varies independently of the prescriptions of justificationism, then the prescriptions cannot be followed. Since ought implies can, one is released from the obligation to choose to believe according to the prescription. In which case it is both pointless as methodology and also false as psychology. 


We could still insist on the norms of logic even if we admit that no one can fully live up to them.  That is what Bayesians, some of whom espouse versions of subjective justificationism, are inclined to say about probability as justification (Howson and Urbach, 1989). In such a view probability is a generalisation of classical logical rules. Notice that a view such as Howson’s and Urbach’s enjoins one not simply to believe or not a given hypothesis, but rather to adjust the very degree of one’s belief so that it conforms to the probability axioms, clearly a much more demanding feat.  However, from a critical rationalist perspective our use of and adjustment to the norms of logic seems different from adjusting our beliefs to the probability axioms because in applying critical rationalism we make explicit in language our arguments and then test these embodied propositions and inferences, not our beliefs (and degrees of belief), against the logical norms, and that is something we can do. 
2.2.
Critical rationalism escapes the dilemma



Critical Rationalism is unaffected. As Popper often said, for other reasons, ‘I’m not a belief philosopher’. Critical rationalism operates with linguistically explicit problems, conjectures and criticism.  In this view scientists are not revising their specific beliefs (and degrees of belief) in the light of experiments. They are reclassifying statements as either false or true, or perhaps closer or further from the truth, proposing in language experiments, and also explicitly restating or modifying the problem(s) being addressed. Stating a hypothesis in language and arranging experiments to test its implications is voluntary action; forming a belief and noticing counter-evidence which undermines the belief is not an action. 
2.3. 
An evolutionary explanation for the involuntariness of belief and its aim: voluntary belief would be too slow in adjusting to an often rapidly changing reality.

It makes evolutionary sense that our beliefs are involuntary. Dealing with problems – chasing or running from wild animals - that required rapid adjustment, moment by moment, our ancestors benefited from a mind that could rapidly change its beliefs in line with changing circumstances. Where is the tiger? It’s behind me. Now it’s to my left, moving to the front. Now it’s changed direction, speeding up. Without such quick-wittedness, they could not have been our ancestors. It is this quick-witted vulnerability of our beliefs to abandonment in the face of counter-evidence that makes our beliefs involuntary. As a by-product, all beliefs, not only those about prowling sabre-tooth tigers, are outside the control of our slower voluntary reflections and long-term planning. We cannot rescind the impact of a sound argument. 

I’m not suggesting that counter-evidence, once presented, is always effective in undermining faulty beliefs. No, for that would be to imply, incorrectly, that our perceptions are infallible and in that case we would hardly require a norm to regulate our search for truth and the growth of knowledge. What’s being argued is just that there ought to be a propensity for our sensory and intellectual apparatus to respond correctly to the world. There is a limit to ignorance, just as there is a limit to knowledge. In this view, there’s lots of room for misperceiving a tree as a man and vice versa.

My view of belief aiming at the truth is that our mind aims at truth in the way a thermostat tracks a target temperature, in an automatic way. This is only an analogy since the thermostat is given in advance a specific target to attain; whereas our mind does not know what its target state ought to be in advance. So we may say more accurately, our mind tracks the state of the world by a trial and error process in which beliefs, as trial guesses, are spontaneously generated and then nipped in the bud or modified by sensory revision.  In addition to this automatic process of guesswork, our aiming at the truth may be enhanced by our voluntarily chosen objective methods of debate and criticism, institutions and cultural attitudes. 
3. The complexity of our inner dialogue: occurrent and dispositional beliefs, hypothetically entertained propositions and linguistic expressions of belief and loyalty.

There is an intimate dance between our automatic belief-generation and revision mechanisms and our voluntary, deliberate hypotheses formulation and testing. This gives rise to complex situations.  We may, as lawyers do as part of their profession, argue for a position we doubt and argue against a position we believe. One of the advantages of this is that we may more thoroughly test the metal of any candidate hypothesis. For Popper, scientists are more like lawyers in this respect than people simply revising and adjusting their beliefs.  It’s important to bear this duality in mind, as there is an ambiguity in our use of the word ‘belief.’ One meaning connotes the private psychological state of accepting that something is true, of which we are immediately conscious; the other connotes the linguistic formulation of an assertion that something is true. 

There is also the notion of a disposition to enter a state of belief, such as my disposition to experience the belief that Rome is the capital of Italy whenever I’m asked what is the capital of Italy. In addition, we also seem to operate with a host of unconscious expectations or beliefs, which only become conscious when disappointed. If you combine these latter with our ability to simply imagine or entertain hypothetical circumstances (whether in linguistic form or not), our inner dialogue can easily become quite a complex and intricate tapestry of thought. I think this can be a stumbling block when trying to make clear the involuntariness of belief.

I think this complexity of our inner talk and thought also explains why people confuse belief with loyalty. Belief is one thing; loyalty is another. Loyalty is a voluntary expression of commitment to a group or creed and is better explained by value. Value is more stable than belief and can sustain a person’s persistence with a doctrine or creed that she does not actually believe. For example, a person may value going to church and saying various things even without a corresponding belief.
4. William Alston’s categories of voluntary control


Alston usefully distinguishes between four types of possible voluntary control that help to clarify what someone who espouses doxastic voluntarism is claiming. These distinctions are, for the purposes of argument, regarded as the most important conceptual possibilities. He outlines these categories thus:
I. Direct control.

A. Basic control.

This is the ability to bring it about that one believes, or does not believe, a specific proposition at will, as a basic mental act, not by means of doing something else (1988, 260-61). For example, one displays this sort of control when one holds one’s breath, flicking a light switch, etc. In our example above, it’s equivalent to being able to vacillate every 10 seconds between believing Paris is the capital of France to believing Berlin is. The Bayesian would also require you to adjust one’s degree of belief to the evidence in line with Baye’s theorem.
B. Non-basic immediate control.

This is the ability to bring it about that one believes, or does not believe, a specific proposition as a non-basic act but ‘in one fell swoop, i.e., during a period of activity uninterruptedly guided by the intention to produce that belief’ (1988, 274), without having to return to the attempt a number of times after having been occupied with other matters (1988, 269). We display such non-basic immediate control in turning a light on by flicking the switch or opening a door. In our example, it would be equivalent to vacillating between believing that Paris is the capital of France and believing that Berlin is, but by doing some intermediate trick.
II. Long-range control.

This form of control involves interrupted activities designed to bring about belief in a specific proposition, such as selective exposure to evidence, hypnotism, or seeking the company of believers and avoiding non-believers etc.
III. Indirect influence. 

activities, such as seeking evidence to resolve a question one way or the other, bring about a belief but without us intentionally bringing about that specific belief.

Notice that Alston has carefully confined the argument to control over believing specific propositions, not simply having some nebulous or general effect on one’s beliefs or in merely encouraging or discouraging a set of types of belief.  
 5. Classic arguments against doxastic voluntarism are inadequate because they presuppose justificationism

Classic arguments against doxastic voluntarism have some plausibility. However, this is predicated on an assumption of a specific type of epistemology: justificationism. The classic argument is that of Bernard Williams (1970), who argues that believing at will is conceptually impossible. Williams’s argument depends on a conflation of simple belief with justification: one just cannot imagine as a logical possibility holding a belief and self-consciously thinking it unjustified. If one could will beliefs at will, one could do this whether one thought the proposition true or false. Knowing one had this ability, it would be necessary, after the feat, not even to suspect one had simply willed the belief because one would then be faced with the recognition that one held it for the wrong reason; one would lack justification. Criticism of Williams, though valid, shares this confusion. (cf. Johnston 1995, p.438; Winters 1979, p. 253; see also Scott-Kakures 1994.)  On the other hand, CR, not seeking justification for specific beliefs, has no such problem. Whether a belief arose spontaneously or through consulting tea leaves, the critical rationalist dutifully sets about to critically examine the belief, and that is all that is required by the norm of seeking the truth, as opposed to the norm of seeking justified true belief.

On the contrary, my view is that while believing at will is conceptually possible, there are evolutionary reasons against direct doxastic voluntarism and logical and epistemological barriers to achieving both it and indirect long-range doxastic voluntarism.  

As is clear from Alston’s lucid distinctions, long-range doxastic voluntarism is the thesis that even if one cannot control beliefs through a basic, direct and immediate action, one can control them by indirect, more protracted methods or tricks. I’m arguing that this is also exceedingly difficult, if not impossible and I elaborate and reinforce Alston’s argument. 

We can make an educated guess that reading certain books or listening to certain talks might increase our confidence in a belief. Here it’s important to bear in mind that many people who subscribe to a system of belief have not actually read the core texts. It’s logically possible to believe that the content of a book is true or close to the truth without actually being aware of its detailed content, just as one might accept the contents of a chemistry or physics text book before having mastered its content. Reading the Bible or the Koran or Das Kapital may enhance your belief in Christianity, Islam or the class struggle. On the other hand, if you’re acquainted with modern geology, astronomy or economics, it may do the exact opposite. We can make an educated guess about the circumstances under which we might start to doubt even a long-cherished belief, and this is an important element of the ideal of being self-critical. However, this deliberate exposure to potentially undermining evidence is not equivalent to making the decision to abandon the belief. More importantly, the attempt to maintain a belief by a long-range systematic avoidance of counterevidence is an unfathomably difficult project. 

6. General epistemological/logical barriers to long-range doxastic voluntarism


A more fundamental criticism of the idea that we can decide our beliefs by a planned exposure to only certain texts and communications is that it faces insuperable logical and epistemological difficulties. Let us grant for the purposes of argument unlimited cognitive ability to our hypothetical long-range believer. Let us also grant him unlimited motivation in his determination to choose to hold on to his belief against all counterexamples that might upset his belief, causing him to abandon it. All I ask for my side of the argument is, not that he always succumbs to counter-evidence once it has gotten passed here biased reading and evasive stratagems, but only that our believer has some sensitivity to counter-evidence. 
6.1.  Alonzo Church and the systematic exclusion of counterexamples to a belief
  
Alonzo Church (1936) proved that for any theory that uses general and particular propositions, there is no procedure for listing all and only the set of its possible counterexamples. Church’s result was developed in regard to formal systems, but it may be applied to popular doctrines, ideologies, religions and indeed, any belief on the presumption that these systems of ideas all have propositional/theoretical content. The consequence is that no one can know in advance what potential criticisms may lurk just around the corner. There is therefore no way someone can prepare in advance to make sure they only encounter unpersuasive, ineffective counterexamples. (See Percival, 2012, pp. 242-244.)

What our long-range believer needs in order to guarantee his belief, once engendered, in advance is an effective method of listing all and only the possible counter-examples to his belief, so that he can check whether any proposed set of immunizing responses would meet all these possible difficulties. An effective method is one that can in principle be carried out by a machine: at any stage the method unequivocally determines how the computation shall proceed and terminate. According to Church’s theorem of the undecidability of the predicate calculus this cannot be done.


Imagine an arbitrary set of sentences constructed according to the rules of the predicate calculus. Church’s theorem amounts to saying that there is no mechanical way of sorting these sentences into two sets: the set consisting of those sentences that are tautologous consequences and the set of those sentences that are not tautologous consequences—because although any tautologous theorem will eventually be placed in the tautologous set, there is no way of telling of any sentence not so placed whether it is non-tautologous or whether the method has yet to

class it as such. A consequence of Church’s theorem is that any theory with universal and existential quantification (‘all’ and ‘some’ statements) plus unambiguous cross-referencing cannot be supplied with an effective negative proof of theoremhood.


In the propositional calculus the truth-table method can determine eventually whether any particular sentence is a logical truth or not. The truth-table method is an effective positive and negative test of logical truth for this system. However, only a positive test is available for the predicate calculus. But the predicate calculus describes the formal structure of the most interesting part of doctrines and other systems of propositions that we might wish to choose to believe: the claims to universal significance.


Every non-tautologous theorem of a theory is false in some interpretation; that is: every non-tautologous consequence has a possible counter-example. It follows that there cannot be an effective method of constructing counter-examples, for if there were then there would be a effective method of determining of any sentence whether it is not a tautologous theorem, contrary to Church’s theorem. Our long-range believer cannot therefore determine in advance a set of immunizing stratagems that would deal with all and only the possible counter-examples to his ideology because he cannot even determine the set of possible counter-examples to check them against. Of course, the argument does not exclude the possibility of his simply guessing correctly what the possible counter-examples to his ideology are. However, we will see below that even in principle such counter-examples cannot be listed: they are a non denumerable infinity of counterexamples.

6.2
We never fully understand or know what we say or believe: what one does not fully embrace one cannot fully protect.

Popper said ‘…we never know what we are talking about. For when we propose a theory, or try to understand a theory, we also propose, or try to understand, its logical implications’. (Popper 1976, page 27.) Popper elaborates an argument to show that there are an infinite number of logical ramifications of any theory and that this task of understanding is therefore infinite. We can never fully grasp the unfathomable content of what we commit ourselves to in asserting a theory. My argument simply maps this onto our subjective beliefs.

Asserting p and being able to work out all of the ramifications of p are distinct. Similarly, if belief consists in thinking p true, then believing p and being aware of all of its ramifications are distinct. Indeed, it’s logically possible to believe that a sentence is true even if one has absolutely no understanding of its content. This follows from a Tarski-like conception of truth. For example, one could believe, out of pure fancy or a knock on the head, that a sentence written down on a hidden piece of paper were true and, to indicate one’s belief, have a bet on its being true.  It is easier to at least entertain the idea that one doesn’t fuller grasp all of the content of something one says. But if every belief can be paired with a sentence that expresses its content, interesting consequences follow. In believing a proposition we cannot fully know what we have involuntarily committed ourselves too.

The non-trivial implications of any theory are infinite. No individual or group could therefore survey all possible criticisms and prepare standard responses to deal with them. To develop this argument it is helpful to distinguish between two associated but different senses of the content of a statement or theory, which Popper has called ‘logical content’ and ‘informative content’.


The logical content of a theory consists of the set of all (nontautological) consequences that can be derived from the statement of the theory. The informative content of a theory consists of the set of all those statements that are logically incompatible with the theory. The latter idea derives from the intuitive idea that a theory tells us more, the more it prohibits or rules out. For example, the statement ‘the festival is on Tuesday’ rules out all the other six days of the week and is therefore more informative than ‘the festival is on Monday or Tuesday’, which only rules out five of the other days of the week. In these examples, what’s ruled out is the possible days on which an event may occur. However, with information content we compare theories in terms of what other theories they rule out: their contradictories. Thus Einstein’s special and general theories of relativity contradict Newton’s laws of motion and gravity and are therefore part of the information content of Newton’s theory.

There is a one-to-one correspondence between the informative content and the logical content of a theory, for to every element of the one class there is an element in the other class that is its negation. Thus whenever logical content grows, informative content grows also and to

the same degree. Now the argument for the infinite size of the logical content of any theory can be presented as Popper presents it:


Let there be an infinite list of statements a, b, c, . . ., which are pair-wise contradictory, and which individually do not entail t. Then the statement “t or a or both” is deducible from t, and therefore belongs to the logical content of t. From our assumptions regarding a, b, c, . . ., it can be shown that no pair of statements of the sequence “tor a or both”, “tor b or both” . . .entail one another. It then follows that the logical content of t must be infinite. (Popper 1976, pp. 26–27).

When we voluntarily assert a proposition or involuntarily adopt a belief, we unwittingly commit ourselves to an unfathomable domain of implications, an unknown number vulnerable to awkward counterexamples.  Our minds cannot fully survey the content of our subjective beliefs and cannot therefore fully embrace their content for protection.
6.3 
The unpredictability of the impact of future new knowledge on belief

My other main argument against indirect long-range doxastic voluntarism is an application of Popper’s argument concerning the logical impossibility of predicting the emergence of new knowledge (Popper, 1957 & 1982a). It is important here to distinguish between subjective knowledge embodied in beliefs and the far greater volume of objective knowledge embodied in books, computers and other substrates outside the brain. These two types of knowledge interact. The development of new objective knowledge, embodied in both technology and scientific theories encoded in books, affects what we believe. There are two sources of unpredictability here. We cannot, as Popper argues, predict what new knowledge will emerge in the future because the announcement of the prediction would constitute a statement of that knowledge in the present. But then it would not be new in the future, but rather would be current knowledge. For example, we may make an educated guess that we will have more new knowledge of, say, cancer, in the future, but we cannot predict what that will be exactly. 

The other source of the unpredictability is that we don’t know what impact this future objective embodied knowledge would have on our subjective states of belief.  Its part of my general position that the truth of a system may contribute to its persuasiveness, but we know there is no guaranteed connection.
6.3
Enabling beliefs


What I think these arguments show is, not that we cannot ever bring about a belief in the long-run by a series of voluntary actions, but rather, that such an enterprise is far more unstable, delicate and unpredictable than is suggested by the phrase ‘choosing one’s beliefs’.  Skills such as playing the piano, driving, flying a plane etc. generally have an associated set of enabling beliefs. Clearly, people who plan to acquire one of these skills are planning to acquire the associate beliefs, and often do so. However, for my more general argument on the relative survivability of beliefs, it’s significant that these belief sets are generally true (or a good approximation to the truth) and people set out with the presumption that they are acquiring true beliefs of an effective skill. (To be accurate, it seems that one can, in the long run, choose a true belief; but once acquired, one can’t choose to abandon it via an immediate basic action. An amusing corollary.) The acquisition of enabling beliefs is a world apart from the project, touted by the closed mind theorist as common, of setting out to acquire and maintain a set of beliefs one presumes to be faulty or suspect. (We see here another advantage to true ideas in the intellectual ocean of competing memes.)

Because most forms of justificationism are belief-centred, the involuntariness of belief is devastating to them. Recall that justificationism is the thesis that one ought to adopt all and only those beliefs that one can justify. I’m arguing that even if there were justifications to be had, we could not follow the advice. 

7. Possible Objection: The question of honesty in science

Critical rationalists use observational reports in attempted refutations, not because these are better stimuli of correct belief, but because they are more easily checked – according to logic. But aren’t these compatible? Popper stressed the value of honesty in science. However, when a scientist reports a basic statement in an attempt to refute a theory under test, what does it mean to say she is honest here? A layman’s conception of an honest report is that the person making the report states what she believes to be true. So, isn’t belief sneaking in by the back door? Well, let’s suppose a person makes an observational report, but then changes his mind and no longer believes the report? Do we retract the report and abandon the report simply on his having changed his mind? No, a critical rationalist will ask the person to suggest further checks of the report, not the belief.  What the scientist is called upon to be honest about is that she is adducing the documented report as compiled as the, possibly interim, conclusion of the given collaborative critical test.  


Another way of answering this question that is compatible with the objective status of critical rationalist methods is to say that we conjecture that observation is a better stimulus to more accurate beliefs. Although unjustified – like all positions- this is by no means an arbitrary conjecture since it is suggested by an evolutionary view of the human mind: it makes sense that the mind, though warped by many biases and imperfections, ought to have a close sensitivity to the world through our sensory and intellectual apparatus.  Our methodology is partly designed with this as our guide. For example, that is why our tests are intersubjective and we may therefore correct one another’s biases and errors. Our experiments as attempted refutations are designed partly to enhance the noticeability of any potential counterevidence. I say ‘partly’ because there is much more to the goals of method than enhancing the conspicuousness of our experimental results.
8. The role of belief in science


Is the goal of science to produce justified true beliefs, necessarily a change of our subjective mental states? My answer is that science is not simply an education, in which the proper beliefs are installed in peoples’ minds at the proper degree of confidence. This view completely neglects the noble goal of the growth of knowledge considered as a body of linguistically encoded conjectural theories and problems that exist and must largely exist outside peoples’ heads and therefore independently of their set of subjective beliefs. But don’t we wish to look at the world armed with the correct beliefs about its invariant and deep structure in order to satisfy our curiosity? Yes, but that doesn’t mean that we obtain this luxury by having all the knowledge produced by science installed in our heads; we only need to have access to any arbitrary item of the great body of knowledge growing in our libraries to savour the world according to our curiosity about his or that aspect of the world.   Belief is not so much the goal as a ladder to our grander goal of the expansion of objective knowledge; it’s a tool that we can put down now and then on the way. I do not wish to belittle the role in science and the growth of knowledge of the subjective qualities of great thinkers: ingenuity, imagination, discerning judgement and our ethical commitments to this project. But we don’t have to devalue these characteristics in trying to explore the extent to which our methods and theories transcend their birth, but also in turn, react back on our subjective attitudes, actions and institutions. To admire a person is not to scorn his parents. 

With regard to observational belief as a way in which we may refute a hypothesis, I suggest that in principle, though not practically, belief is dispensable. Popper already stated that machine observation might replace human observations. Why should we restrict questions of methodology to what the human mind is capable of constructing? Admittedly it is all we have; but that is merely a pragmatic point. We ought to keep open the possibility that other intelligent agents may not use belief in navigating and exploring their world; aliens might have a similar objective methodology of science even though they lack our psychology.  On an evolutionary view, plants may have states or processes that are akin to belief; although not a conscious states, they are nevertheless similar or (better) distantly homologous to belief in tracking states of the world. 
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Rough WORKING NOTES for RSP:

1. Choosing a disposition to believe v choosing the subjective occurrent state of belief. Is either possible without the other? I guess that one must first form a conscious belief, before it can be a dispositional belief. An occurrent belief may simply pass away before it becomes dispositional.

2. This seems ludicrous as a goal: make sure that the most knowledge is embodied in human minds/brains. Perhaps all we need is the ability to temporarily know things subjectively; so that we only need to be able to access any arbitrary piece of objective knowledge for our subjective purposes.  

3. My stance on the involuntariness of belief flows from a more general position that many propositional attitudes are involuntary in the sense of being outside immediate basic action. (Excerptions are entertaining, recollecting, forecasting/predicting - as opposed to simply expecting -, day-dreaming, savouring food, drink, aromas and works of art and music. All of these have both voluntary and involuntary aspects.)  
All occurrent emotions are involuntary. My argument for this bold claim is that since all emotions presuppose at least one belief and since belief is involuntary, it follows that all emotions are thereby involuntary. We fear the occurrence of a state of affairs x because we have a belief about that state of affairs x. We at least believe that x could happen; if we thought x impossible, our belief would vanish and so with it our fear. For example, as children we may fear that a dragon could invade our home; being disabused of such beliefs as adults prevents such fears. This, of course, is a much larger problem that I will leave for another occasion; I simply wish to place my view in a wider context. 

4. All mental states are intentional. All intentional states are propositional. This can be worked out by applying Karl Popper/Alison Gopnik.

� I am excluding from consideration cases of people with brain dysfunction. Eric Funkhauser provides an interesting list of such cases. It might be interesting to develop a subjective epistemology solely for brain-damaged or brain-dysfunctional people. 





� “Propositional justification is a matter of having reasons or justification to believe a proposition, whereas doxastic justification is a matter of believing a proposition in a way that is reasonable, rational, or justified. Doxastic justification entails propositional justification, but not vice versa, since one can have justification to believe a proposition that one does not believe at all or that one does not believe in a way that is justified.” Smithies (2015, page 20.)





