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Science and the Public 

Elements in Philosophy of Science 

Abstract  

Science is a product of society: in its funding, its participation, and its application. This Element 

explores the relationship between science and the public with resources from philosophy of science. 

Chapter 1 defines the questions about science’s relationship to the public and outlines science’s 

obligation to the public. Chapter 2 considers the Vienna Circle as a case study in how science, 

philosophy, and the public can relate very differently than they do at present. Chapter 3 examines 

how public understanding of science can have a variety of different goals and introduces 

philosophical discussions of scientific understanding as a resource. Chapter 4 addresses public trust 

in science, including responding to science denial. Chapter 5 turns to expanded participation in 

science and considers how this can contribute to public trust of science. Finally, Chapter 6 draws 

from earlier chapters to cast light on how science might discharge its obligations to the public.  
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Chapter 1  

Introduction   

The campus of the United States’ National Institutes of Health (NIH), located in Bethesda MD, is 

over 300 acres with more than 75 buildings. But this expansive campus is, of course, not even close 

to being the entirety of the NIH. More than 80% of NIH-supported research is conducted by 

researchers employed by other institutions, spread around the United States and the globe. The 

NIH’s 2021 budget totaled just under $43 billion USD. The US’s National Science Foundation had 

a 2021 budget of nearly $8 billion USD. National and international research councils such as these 

exist around the world and constitute a primary approach to public investment in scientific and 

technological research.  

At this stage in history, public investment in science is enormous. Beyond monetary investment in 

scientific research, there is also tremendous social investment in STEM (science, technology, 

engineering, and mathematics) education and workforce development. In the United States and 

many other countries, much attention is focused on K-12 science standards, which are reassessed 

regularly and drive curricular choices and the development of educational resources. Science 

education is widely viewed as valuable for all students regardless of whether they will pursue a 

STEM career (Feinstein, 2011). According to the PEW Research Center, from 2010 to 2018, the 

number of STEM bachelor’s degrees awarded by U.S. institutions grew 62%. The motivation for this 

public investment, as stated in the 2021 Progress Report for the Federal STEM Education Strategic 

Plan, issued by the U.S. Federal Government’s Office of Science and Technology Policy, is that: 

A well-prepared and diverse STEM workforce is essential to maintaining global leadership as 

it galvanizes the ingenuity of Americans to accelerate tomorrow’s breakthroughs and 

strengthens our economic and national security. 

A recent illustration of this commitment is that the CHIPS and Science Act signed into US law in 

2022, focused primarily on supporting the US semiconductor industry, also authorizes $13 billion 

over five years for STEM education.  

This public investment in scientific research, education, and workforce reflects the central societal 

role science is broadly taken to have. The conduct of scientific research—basic and applied, natural, 

social, medical, technological, and engineering—is seen to be of crucial importance for public 

health, economic growth, and societal development.  
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And yet, as science has become ever more embedded in the fabric of contemporary human life over 

the past centuries, it has also become less accessible to human intellects. This applies to members of 

the public who are not specialists in science and to members of the scientific establishment alike. In 

the nineteenth century, as the number of people participating in science increased dramatically, 

scientific research became more specialized and divided into discipline-based societies and specialist 

journals (Fyfe, 2017). Ever since, amassing scientific knowledge has resulted in the increasing 

importance of specialization and the narrowing of specialties, with the result that scientific findings 

are interpretable by an increasingly narrow slice of the population. Even as human health, 

technology, and daily life are ever-more supported by scientific research, that research is conducted 

out of view of more and more human minds.  

The combination of science’s prominent societal position, its recognized value to society, and its 

inaccessibility has generated broad, continuing interest in the relationship between science and the 

public. Academic and popular discussions target the role of science in contemporary society, 

science’s role in public policy, public understanding of and trust in science, the effectiveness of 

science education, the development of the next generation of scientists, and more. Often, these 

discussions do not simply aim to describe the situation but to raise the alarm: Is science, and the 

right kinds of science, receiving enough support? Is public policy sufficiently grounded in scientific 

knowledge? Does the public understand science well enough; is there eroding trust in science? Will 

the next generation know enough and care enough to become scientists? 

The academic discipline of philosophy of science is also increasingly engaged with these and related 

questions. In the past several decades, feminist work in philosophy of science has investigated how 

science is shaped by social values, or what a community takes to be desirable or worthy of pursuit, 

which often involves moral judgments. This has led to much broader consideration of how values 

do, and should, influence scientific research. Largely stemming from this focus on the role of values 

in science (see Values in Science in this series: Elliott, 2022), philosophers have also begun to 

investigate how science relates to societal needs, the nature of public distrust in science and why 

science deserves public trust, public participation in science, and more. In this Element, I explore 

these and other topics regarding the relationship science bears to the public, primarily from a 

philosophical perspective and with reference to research in philosophy of science. Along the way, I 

attend to the role philosophy of science plays—or might play—in theorizing the relationship 

between science and the public and in discharging science’s obligations to the public (see Fehr and 

Plaisance, 2010; Cartieri and Potochnik, 2013).  
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I begin, in this introductory chapter, by clarifying the contours of the project of theorizing the 

relationship between science and the public (1.1), outlining what I take to be a collective obligation 

the scientific establishment bears to public institutions and communities (1.2), and introducing the 

idea of public engagement with science (1.3).  

 

1.1 How to Ask About Science’s Relationship to the Public 

The first March for Science was held on Earth Day—April 22, 2017—in Washington D.C. and more 

than 600 other cities around the world. Global attendance was estimated to exceed one million 

people. The march was intended to reflect popular interest in science and science-based public 

policy, especially in reaction to the early months of Donald Trump’s presidency of the United States. 

March for Science has since become a nonprofit organization and social media presence with over 

one million followers.  

This suggests a widely shared sense that science is important to public life and public policy—and 

also a widely shared sense that that importance is in question or under threat. The precise nature of 

this relationship between science and public life and policy—or, really, of the various relationships 

science bears to the public—is the broad focus of this volume.  

We have already touched on some of the relationships between science and the public; let’s 

articulate that variety a bit more fully. First, any member of contemporary society engages with 

products developed based on scientific research, from things as basic as food supplies and medical 

care to technological innovations and energy supplies. Second, less tangibly but just as significantly, 

people are subject to laws, policy, and a broad range of other social norms that are based at least in 

part on scientific findings, from legislation enacting climate mitigation measures to stock market 

trading, banking regulations, and driving speed limits. Third, most people also have—to some 

extent—access to and understanding of knowledge gained through science. This access and 

understanding is mainly via formal education in science, since science is broadly taken to be an 

educational priority, but scientific knowledge is also accessed via informal educational opportunities, 

such as in institutions like museums, zoos, and observatories. Fourth, at least some members of the 

public can access pathways into participation in science. Creating pathways into scientific careers is 

a main priority of formal K-12 education in science. Note that scientific careers are much broader 

than university scientists: these include also roles such as lab techs and wide ranges of careers in 

medicine, engineering, technology, agriculture, and more. If one includes the full variety of 
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occupations requiring STEM (science, technology, engineering, and mathematics) knowledge and 

expertise, 23% of the total U.S. workforce in 2019 is in STEM careers (Okrent and Burke, 2021).1  

 

Figure 1.1: Four types of relationship between science and the public. Everyone participating in 

contemporary society uses products and is subject to laws and norms based in part on scientific 

research; most have some exposure to scientific knowledge; and many have access to professional 

pathways into STEM careers.  

 

Each of these relationships, and probably others as well, can be investigated under the heading of 

science and the public. Indeed, all of these are subject to investigation. Science policy investigates 

and advocates the use of science in policy-making (e.g. Gaiek et al., 2020). I have already discussed 

the significant societal attention placed on broad-based science education and pathways into STEM 

careers. There is also a significant amount of work addressing inequities in access to STEM careers. 

And, perhaps more than any of these other targets, there is attention to how scientific findings can 

lead to commercialization opportunities, medical advances, and other practical effects for human 

lives—and to how those effects can be improved and made more equitable.  

It is worth noting also that targets for investigations about science and the public include both 

descriptions of science’s actual relevance for and relationship to the public, as well as normative 

 
1 A note on terminology: I employ an expansive rather than limited conception of science in this volume. The 
acronym ‘STEM’ has become a common signifier of speaking broadly about science. I use this acronym when 
addressing topics where this phrasing is common—e.g. STEM careers—but I intend a broad conception of science 
throughout.   
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claims about what these should be. Descriptive investigations about science and the public aim to 

accurately characterize how science and the public in fact relate or influence one another. Normative 

investigations about science and the public instead aim to characterize how science and the public 

should relate or influence one another. Thus one might investigate, for example, whether a proposed 

policy is in fact backed by the latest relevant scientific research (descriptive investigation) or how 

scientific research might more effectively shape policy (normative investigation). Or one might 

investigate public understanding of science and how it changes over time (descriptive investigation) 

or the proper goals and methods for science education (normative investigation). These different 

projects, of course, require different areas of expertise and methods, including different forms of 

empirical research and theory development.  

Another variation in targets for investigations about science and the public is who is taken to be the 

relevant public. One question regards the scale of investigation: one might focus on (one variety or 

another of) scientific relationship for whole societies, specific institutions or communities, or 

individual people—individuals in general or with specified features. With these delineations, I don’t 

mean to indicate the number of individuals targeted but rather the scale of the social group or 

institution targeted for descriptive or normative investigation, for understanding or intervention. For 

example, the focus might be science curricula across nations (societal); access to health information 

in U.S. Latino communities (community); depth of scientific understanding for average U.S. 

resident (individual people). Another question about the targeted public regards its demographic 

features. Features like nationality, age, race, education level, religious affiliation, citizenship status, 

and linguistic background can be highly relevant to relationships between the public and science. 

Sometimes such demographic features are focal to investigation; in other instances they are 

neglected entirely, resulting in an implicit focus on some limited segment of the public.  

 

1.2 What Science Owes 

Recall the description at the start of this chapter of the tremendous public investment in science 

worldwide via national and international research councils and the pride of place afforded STEM 

education and workforce development. Both reflect science’s privileged societal position, or societal 

investment (where ‘investment’ is broader than just monetary support).  

This societal investment relates in part to science’s social value: the practical and epistemic value 

science has for society. Science has developed methods and institutions that provide the best 

systematic approaches to generating epistemic goods yet invented. What I call ‘epistemic goods’ 
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include knowledge of our world and its behaviors, predictions of what to expect in novel situations, 

practical abilities of intervention and invention, and understanding of a virtually limitless range of 

phenomena.  

Yet, alongside societal investment and its social value, science has also contributed to social 

problems. Through its history and up to the present, science has not only reflected but also 

contributed to social inequality along the dimensions of race, gender, nationality, and more. These 

contributions take many forms, including who participates in the institution of science and the focus 

of research agendas. The historic development of the institutions of science is inextricably 

intertwined with colonialism, and professional participation in science remains disproportionately 

European and North American, affluent, white, and male. Meanwhile, scientific research agendas 

often reflect the values and concerns of its dominant practitioners. Beyond this, scientific research 

has too often contributed to social inequality through how research is conducted, exploiting or even 

abusing underserved communities in the process, or through what the research aims to accomplish, 

such as widespread research, extending into the present, exploring whether there are race, class, or 

gender differences in cognitive ability. Science has also arguably contributed to other social 

problems, perhaps in its application in war technologies or other problematic research-based 

innovations.  

These three aspects of science’s relationship to society—its societal investment, societal value, and 

contributions to social problems—are the kinds of properties often considered to generate 

obligations. Science’s societal investment is a benefit it has received from society. Science’s practical 

and epistemic value is a capacity it possesses to contribute to society. And science’s contributions to 

social problems are debts it owes to society. In virtue of what it has received, what it can contribute, 

and wrongs in which it has participated, the institution of science has special obligations to society. 

In particular:  

Science’s Obligation to the Public: Science, as an institution, has an obligation to engineer 

its relationship to public institutions and communities in virtue of its societal investment, its 

societal value, and its contributions to social problems.  

A consideration of each part of this claim can yield insight into the nature of the obligation. First, 

what science owes to the public can be clarified by considering the sources I have posited for this 

obligation: science’s societal investment, societal value, and contributions to social problems. In virtue of what 

science has received from society, its societal investment, science owes to society the outcomes those 

investments are intended to produce. I’ve mentioned two forms of societal investment: monetary 
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investment in scientific research and educational investment. The former seems intended to produce 

advances with worth to society, while the latter seems intended to produce broad access to career 

pathways in science (whether or not such pathways are pursued) and to what is epistemically and 

practically valuable about science (e.g., knowledge of important findings and skills from science that 

are widely applicable). In virtue of what science is best positioned to contribute to society, its societal 

value, it owes those contributions—be they knowledge or products—that advance society’s best 

interests. Notice that, on the view I am sketching, science’s societal value is a source of obligation as 

well as something that is owed, insofar as science is obligated to develop knowledge and products 

that advance society’s best interests. Finally, in virtue of science’s contributions to social problems, it 

owes its involvement in ameliorating those problems. So, for its contributions to social inequality of 

various forms, the institution of science should participate in ameliorating relevant social 

inequalities. And, similarly, science should work to ameliorate any detrimental effects of its 

innovations. This is all summarized in Table 1.   

 

Source of Societal Obligation Variety of Source Type of Obligation 

Societal investment Monetary investment in research Advances of societal worth 

 Educational investment Career pathways; 

Public access to science’s value, 

such as knowledge and skills 

Societal value Epistemic value Knowledge and products that 
advance society’s best interests; 

 Practical value Cultivating trustworthiness 

Contributions to social problems Social inequality Ameliorating inequalities 

 Problematic innovations Ameliorating detrimental effects 

Table 1.1: Relationships among the sources of science’s societal obligations and the nature of those 

obligations. 

 

How these various sources of societal obligation each gives rise to different kinds of societal 

obligations could be analyzed in much greater depth, but I will add just a bit more nuance to this 

initial introduction. One important point is that this analysis of how science’s societal investment, 

societal value, and contributions to social problems each generates particular types of obligations 

suggests that the nature of obligation may vary with the circumstances. Perhaps, for example, greater 
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educational investment gives rise to a greater obligation to generate career pathways and public 

access to valuable knowledge and skills from science. Science’s obligations to society might in turn 

shape the nature of societal investment (Eduardo Martinez, in conversation). For example, perhaps 

societal investment should be directed specifically to support public trust in science. It’s interesting to 

note that monetary and educational investment in science do at least sometimes align with the 

related obligations posited here, such as when grants prioritize societal impact and when educational 

resources are directed at the STEM career pipeline. One also might wonder whether, to the extent 

that science discharges its obligations to society, it is owed societal investment. I leave open that 

question here.  

Second, I have claimed that science’s obligation to the public is an obligation of science, as an 

institution. This can clarify what entities or individuals bear the obligation. Obligations to the public 

do not stem from science simply as a set of epistemic practices but to the institutions of science as 

they have developed in their social and cultural contexts. Different institutions and disciplinary fields 

of science may vary in their obligations depending on, for example, past contributions to social 

harms or extent of societal investment. Indeed, science’s obligation may obtain to and be best 

discharged by a range of disciplines, including what we might call science-adjacent fields like 

philosophy of science. The extent and nature of the obligation depend on a discipline’s societal 

investment, societal value, and contributions to social problems. A discipline’s usefulness to 

discharging science’s societal obligations may provide prudential grounds for increasing societal 

investment, or share of science’s societal investment, so the discipline is better able to assist in 

discharging science’s societal obligations.  

Insofar as these obligations apply to the institutions of science, they primarily constitute collective 

rather than individual obligations (Douglas, 2013). Scientific institutions collectively (and variously) 

have obligations to society; any obligations of individuals stem from their roles in those institutions. 

I will not take a position here on whether, to what extent, and in what ways individual scientists and 

other participants in science’s institutions inherit these obligations. If individuals do inherit science’s 

obligation to the public, the nature and extent of obligation surely depends on individuals’ roles—

e.g. a graduate student or an officer of a funding agency; a prominent, well-supported senior scientist 

in the U.K. or a scientist struggling to establish themselves in a more challenging institutional or 

national context. Individual scientists are, of course, bound by norms of research ethics, as are 

scientific institutions. Science’s obligation to the public, as discussed here, may influence research 

ethics but goes beyond typical articulations of those norms, the latter of which focus primarily on the 

treatment of research subjects and, potentially, societal implications of research (Shrader-Frechette, 
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1994; Douglas, 2009). Douglas (2022) points out that research ethics norms provide baseline 

obligations that all researchers must adhere to, while societal responsibility is better articulated as 

goals to aim for.  

Third, my generic statement of science’s obligation to the public is an obligation to engineer science’s 

relationship to public institutions and communities. “Engineering” here is meant to evoke conscious 

design. Scientific institutions are organized to advance scientific inquiry and shape inquiry according 

to applicable moral values, and it’s been suggested that semi-organized or unorganized groups in 

science also collectively bear epistemic responsibility (Fleisher and Šešelja, 2023). I suggest that 

scientific institutions and less formal scientific groups, like disciplinary fields, are also bound by 

directly public-oriented obligations. Some of these obligations regard epistemic responsibility and the 

responsible conduct of research, while others related to science education, trustworthiness, and 

career pathways go beyond research activities. Crucially, fulfilling the obligations arising variously 

from societal investment, societal value, and contribution to social problems requires knowing what 

is good for or of value to society; how to support career pathways and trustworthiness; and 

evaluating social problems and how to address them. Such knowledge requires public input of 

various kinds, as well as support from other disciplines, such as ethical and political analysis. There 

is thus a need for the institutions of science to invest effort and research into science’s relationship 

with the public to discern the specific nature of what it owes and to arrange itself to fulfill those 

obligations.  

 

1.3 Public Engagement with Science 

Science’s obligation to the public, as developed in the previous section, relates not just to how 

scientific research is conducted but also to how that research is responsive to public concern and 

societal needs, as well as to how public institutions and communities relate to scientific research and 

its products. Discharging this obligation thus must involve more than simply conducting scientific 

research in the proper way. I want to suggest the phrase public engagement with science as a broad, 

umbrella category for any and all interfaces between science and public institutions and 

communities. The active and creative management of these interfaces—effective public engagement 

with science—is an important tool for discharging science’s obligation to the public. As I have 

phrased this obligation, science as an institution is obligated to engineer its relationship to public 

institutions and communities. The interfaces between science and public institutions and 
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communities, such as science education, scientific research in communities, and science policy, offer 

key opportunities to engineer science’s relationship to the public.  

The contours of science’s obligation to the public can provide insight into the variety of targeted 

groups, activities, and goals within the umbrella category of public engagement with science. First, 

public engagement with science projects may target a range of different segments of the public, 

including different communities as well as public institutions. Science’s obligation to the public does 

not solely bear on its relationships to other societal institutions but also to a variety of communities. 

Considering the variety and sources of science’s obligation to the public indicated in 1.2 and 

summarized in Table 1.1, communities of relevance include any communities indirectly investing in 

science (from its taxes or its time), standing to gain epistemically or practically from science, or 

suffering from difficulties to which science has contributed. So, high school students are a relevant 

community, as are U.S. taxpayers, a community suffering health effects from environmental 

pollution, members of a minoritized group targeted in past scientific research now recognized to be 

racist, and many more besides.  

Second, a wide variety of activities targeting different interfaces between science and the public may 

productively contribute to public engagement with science. The variety includes public-oriented 

science communication, formal and informal science education, science policy, public participation 

in scientific research, and more. As this suggests, I consider engagement with social institutions, as 

in much science policy work, to constitute public engagement with science as well. Sometimes 

public engagement is thought to require engagement with the broad public—that is, with individuals 

without relevant expertise—but I prefer using ‘public engagement with science’ as a broader 

umbrella term. Similar aims might be served by engagement with social institutions as with 

community engagement, even if the methods vary.  Third, the goals of public engagement with 

science also vary widely, ranging from increased scientific understanding to improved trust in 

science or increased basis for trust, cultivating a sense of connection and belonging in science, 

improved responsiveness of scientific research to a community’s concerns, and more.  

As briefly indicated above, science’s obligation to the public is also best discharged by a range of 

disciplines, including what we might call science-adjacent fields like philosophy of science and fields 

that may not target science directly but have resources that might be brought to bear. Philosophy of 

science can help respond to science’s obligation to the public in part by theorizing the relationship 

between science and the public, as in this volume and much research by other authors, a sampling of 

it discussed in the pages that follow. But that is not the only valuable contribution from philosophy 

of science. Philosophers of science also engage—and might engage more fully—by direct 
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involvement in public outreach initiatives and training. Fehr and Plaisance (2010) outline these 

various forms of public engagement by philosophers, while Conix et al. (2022) summarize their 

features and report research bearing on the extent they are conducted by philosophers.  

I conjecture that public engagement with science is most effectively conducted as an (1) 

interdisciplinary, (2) community-engaged endeavor where (3) the multidirectional forms of influence 

between science and relevant public institutions and communities are attended to. Skills and bodies 

of knowledge from a range of disciplines bear on effectively evaluating and responding to science’s 

obligation to the public, and community concerns and values must shape the nature of public 

engagement of science for it to be effective. Further, as the above discussion of science’s obligation 

to the public makes clear, the aims of public engagement with science include not just changes to 

public institutions or communities, such as greater trust in science, but also changes to the 

institutions of science, such as greater trustworthiness. See (Potochnik and Jacquart, forthcoming) 

for a much deeper discussion of these three themes.  

This point about multidirectional influences deserves emphasis. Public engagement with science, as 

defined here, cannot consist in mere science boosterism. The project is not simply to help audiences 

outside science to better appreciate science’s wonders or increase their allegiance to STEM 

institutions and initiatives. I have introduced public engagement with science as the interfaces 

between science and public institutions and communities, the active and creative management of 

which can help discharge science’s obligation to the public. The ultimate goal of public engagement 

with science is not increased support for and acceptance of science but of the institutions of science 

compensating for the significant societal investment they receive, the significant societal goods they 

can produce, and the injustices and social problems to which they have contributed.  

1.4 What’s to Come 

The focus of this Element is not primarily developing an account of science’s obligation to the public 

or a conception of public engagement with science but rather broadly exploring philosophical work 

on some of the main interfaces between science and the public. For this reason, the focus will 

expand for the following several chapters. I return to the idea of science’s obligation to the public at 

the end of the volume.  

In Chapter 2, I discuss the Vienna Circle, an influential philosophical group in the early twentieth 

century, as a model of how the interrelationships among philosophy of science, the sciences, and the 

public might differ from their present version. I do not suggest this as a goal state to return to but 

simply put the model forward to illustrate the potential for radically different interrelationships 
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among academic and public institutions. In Chapter 3, I engage with the topic of public 

understanding of science, first by examining what is taken to be important to and important about 

understanding science and, then, by considering how philosophical investigations of scientific 

understanding can inform this topic. In Chapter 4, I consider the issue of public trust in science, 

which is distinct from public understanding of science and arguably more important. I begin by 

surveying accounts of science denial and of science’s epistemic authority—reasons why the public 

should trust science—then move on to the challenge posed by warranted distrust in science and 

proposals for how we might meet that thornier challenge. In Chapter 5, I address participation in 

science: both the diversity of professional STEM practitioners and the inclusion of non-specialists in 

scientific research. I explore how expanding participation in science may be able to contribute to 

public trust in science.  

Finally, in Chapter 6, I return to science’s obligation to the public outlined in Chapter 1 to explore 

how expanded participation in science may offer a route to a science more responsive to the public 

and, ultimately, may assist science’s ability to discharge its obligation to the public. Discussions in 

Chapters 2-5 provide resources for the various obligations I have suggested comprise science’s 

obligation to the public, summarized in Table 1.1. Chapter 3’s investigation of public understanding 

of science shows how science education might be shaped to better address science’s obligations to 

provide public access to science’s value, such as knowledge and skills. Chapter 4’s discussion of 

public trust in science and warranted distrust of science reveals some contours of how greater 

trustworthiness of science might be cultivated. Chapter 5 explores how expanded participation in 

science can be recruited to support many if not all of science’s various obligations to the public. 

These include science’s ability to provide advances of societal worth, including knowledge and 

products that advance society’s best interests, to ameliorate social inequalities and social problems, 

and ultimately to increase science’s trustworthiness. Diversified professional participation in science 

is also important to equitably providing career pathways in STEM. Finally, Chapter 2 suggests ways 

in which philosophy of science might relate differently to science, to the public, and to the 

relationships thereof—Chapter 6 concludes with a consideration of how philosophers of science are 

well positioned to contribute to discharging science’s obligation to the public.  

Thus, Chapters 2-5 provide theoretical resources for the various aspects of science’s obligation to the 

public. But that is not the only purpose of those chapters. Even if one does not subscribe to this 

statement of science’s obligation to the public, the interfaces between science and the public explored 

in this volume are worthy of study. The broad contours of how philosophy, science, and the public 

interrelate; public understanding of science; public trust in science; and participation in science are 
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topics worthy of investigation and to which research in philosophy of science can and has 

meaningfully contributed. Similarly, the list of obligations summarized in Table 1.1 are widely held 

goals, even if they are not always thought to be obligations. Beyond the specific views outlined, this 

volume aims to help locate science and the public as a distinct topic of philosophical inquiry and to 

bring philosophical research bearing on this topic more fully into that conversation.  
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Chapter 2 

The Vienna Circle: A Different Model of Philosophy, Science, and the Public  

In the early twentieth century, the Great War—World War I—led to the end of the Ottoman and 

Austro-Hungarian Empires and the founding of several new nation states. Einstein’s advances in 

physics led to the radical revision of our understanding of light, gravity, and the very nature of space 

and time. And the artistic and cultural movements of modernism rejected traditional forms of art, 

architecture, music, and social organization to instead explore and experiment with their structure. 

The city of Vienna directly felt many of these transformations: downgraded from the capital of the 

sprawling Austro-Hungarian Empire to the overly cosmopolitan capital of the small, newly created 

nation of Austria; home to mathematicians and psychologists transforming their fields; and 

undergoing rapid artistic, architectural, and social change.  

It was in this context that a circle of academics trained variously in physics, mathematics, 

philosophy, economics, and sociology began to meet weekly in 1923. Invitations to the meetings 

were issued by Moritz Schlick, the chair for natural philosophy at the University of Vienna, trained 

in both physics and philosophy and known for his book, Space and Time in Contemporary Physics, 

which addressed philosophical implications of Einstein’s and Planck’s breakthroughs in physics. 

Active in the group from its beginning were Hans Hahn, a mathematician who had helped bring 

Schlick to Vienna; Philipp Frank, a physicist; and Otto Neurath, an economist and sociologist active 

in politics. (These three had also convened regular meetings about science and philosophy in Vienna 

from 1907 to 1912.) In the decade or so over which regular meetings of the Vienna Circle were held, 

the circle had a shifting membership of about 10-18 people, with students and intellectuals arriving 

and departing Vienna, as well as a rotating cast of visitors from abroad (Stadler, 2007). Philosopher 

Rudolf Carnap began visiting the circle in 1924 and took up a position in Vienna in 1926. In 1929, 

about six years after the circle began, Schlick declined a job offer at another university. In 

celebration, Neurath, Carnap, Hahn, and others coauthored a piece describing the ambitious, 

programmatic agenda of this group (Hahn et al., 1929). It was in this piece, which they dubbed their 

‘manifesto,’ that this group was first named the ‘Vienna Circle.’2  

Shortly before this, in 1927, a radical socialist organization, the Austrian Freethinkers, formed the 

Ernst Mach Society. Its namesake, Mach, had been a physicist and philosopher, Schlick’s 

predecessor as the chair of natural philosophy at the University of Vienna, and its aim was to 

 
2 Much of this summary relies on Edmonds (2020), a very good overview of the history of the Vienna Circle, 
including its philosophical and social context.  
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provide science education to a broad public audience. When the Society was launched, Schlick was 

named its president, with Hahn vice president and Neurath and Carnap its secretaries. They 

regularly organized public talks, with speakers including members of the Vienna Circle, as well as 

notable figures in Vienna’s left political movement. Vienna between the World Wars was run by a 

socialist government, the Social Democratic Workers’ Party (SDAP), with ideology known as 

Austro-Marxism. Neurath was a leader in the ambitious public housing movement at the heart of 

the SDAP, working with modernist architects Adolf Loos and Josef Frank; the latter was also the 

brother of Vienna Circle member Philipp Frank. From 1925 on, Neurath also ran The Museum of 

Society and Economy, which used pictures to represent important statistics about modern life to the 

working-class people of Vienna.  

Several participants in the Vienna Circle, and the philosophical movement of logical empiricism it 

promoted, were foundational for today’s anglophone philosophy of science. And yet, even in this 

brief account, several aspects of the relationship the Vienna Circle’s philosophy bears to science and 

to the public stand out as different from today. The Circle was a multidisciplinary group—indeed, a 

group composed even of multidisciplinary individuals, moving variously among philosophy, 

mathematics, physics, psychology, economics, and sociology. Several members of the Vienna Circle 

actively produced public talks and popular writings; indeed, there was less of a distinction between 

their academic and popular writing than is typical today. Finally, the Vienna Circle was in 

conversation with other important intellectual and cultural movements afoot, from the Austro-

Marxism ideology of the SDAP to Alfred Adler’s and Sigmund Freud’s theoretical work in 

psychology and the Bauhaus school of modernist art, design, and architecture. Each of these parties 

expressed a sense that these movements in philosophy, politics, science, and art were interrelated.  

In light of these differences between early twentieth-century Vienna and today, this chapter explores 

what we can learn from the Vienna Circle and its cultural context as a model of the relationships 

among philosophy, science, and the public. I won’t draw any direct conclusions from this case study 

about how science and its philosophy should relate to the public. Rather, I introduce this alternative 

model to inspire more openness to what these relationships might entail. The example of the Vienna 

Circle demonstrates that our current milieu for thinking about science and the public isn’t 

inevitable—and has in fact been different in the past. In 2.1, I examine the relationship between 

philosophy and science in the Vienna Circle. In 2.2, I consider the continuity between the 

philosophical projects of the Vienna Circle—and of the Ernst Mach Society—and their cultural and 

political projects. Finally, in 2.3, I suggest that the Vienna Circle’s logical empiricism was ultimately 
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a political stance, and I survey how that changed with the death or emigration of its members in 

ways that deeply affected its legacy in contemporary anglophone philosophy.  

 

2.1 Philosophy Embedded in Science 

In the manifesto published in 1929, the Vienna Circle outlined their broad orientation to philosophy, 

though there was always a healthy dose of disagreement among the members of the Circle on any 

given detail. This orientation, and the title of their manifesto, was wissenschaftliche Weltauffassung, 

typically translated ‘scientific conception of the world.’ The manifesto contrasts this orientation with 

“metaphysical and theologising thought [on the rise] not only in life but also in science” (Hahn et 

al., 1929, 301). The formation of the Vienna Circle is described as follows: 

Around Schlick, there gathered in the course of time a circle whose members united various 

endeavours in the direction of a scientific conception of the world. This concentration 

produced a fruitful mutual inspiration. Not one of the members is a so-called ‘pure’ 

philosopher; all of them have done work in a special field of science. Moreover they come 

from different branches of science and originally from different philosophic attitudes. But 

over the years a growing uniformity appeared; this too was a result of the specifically 

scientific attitude… if there are differences of opinion, it is in the end possible to agree, and 

therefore agreement is demanded (304). 

The work of the Vienna Circle has become historically important in philosophy, especially in 

philosophy of science, but they thought of their work as opposed to traditional philosophy, and the 

thinkers in the Circle were at a remove from the institutional power of philosophy in Vienna. The 

University of Vienna’s Philosophy Department largely focused on the history of philosophy rather 

than on science. The professors were conservative, rarely interacting with students. Several members 

of the Vienna Circle were not salaried faculty but rather Privatdozent, who were permitted to teach 

classes but not paid a salary.3 

Further, as noted in the passage quoted above, the training of many members of the Vienna Circle 

included more mathematics, physics, and other sciences than it did philosophy, and their intellectual 

orbits reflected this as well. The physicist Ernst Mach’s positivism was perhaps the greatest influence 

on the views of the Vienna Circle. Schlick completed a doctorate in physics under physicist Max 

Planck, and he then authored a book grappling with the philosophical implications of Einstein’s 

 
3 This discussion follows Edmonds (2020) unless otherwise noted. 
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breakthroughs in physical theory, which was well received in general and taken up with interest by 

Einstein. Einstein also followed the work of Philip Frank, and he became close friends with both 

Schlick and Frank. When Einstein moved on from the German University of Prague, he 

recommended Frank as his replacement as the chair of theoretical physics.  

As this suggests, the work of Schlick, Frank, and other members of the Vienna Circle was valued by 

physicists of the day for its scientific importance. The new breakthroughs in theoretical physics, both 

Einstein’s relativity and quantum theory, were recognized as deeply philosophical. Einstein’s theory 

of general relativity posited non-Euclidean geometry, in direct violation of the Kantian view that 

Euclidean geometry is a synthetic a priori truth. As Friedman (2007) discusses, “these problems in 

the foundations of geometry and physics were intimately intertwined with issues in the philosophy 

(and psychology) of sense perception and thus with more general issues in the epistemology of 

empirical knowledge” (92). The Vienna Circle’s contributions to theoretical physics and their 

contributions to these topics in philosophy were thus one and the same.  

Beyond physics, several members of the Vienna Circle also were trained in and made contributions 

to mathematics, economics, and sociology. Several members of the Vienna Circle, most prominently 

Kurt Gödel, contributed to the foundations of mathematics. Karl Menger worked in mathematics 

and economics, contributing to the beginnings of rational choice theory; Neurath was an economist 

and a social scientist; Felix Kaufmann was active in sociology; and Edgard Zilsel worked on the 

sociology of knowledge, including the sciences (Edmonds, 2020; Uebel, 2007). Some members of 

the Vienna Circle also engaged seriously with theoretical advances in psychology, including 

Sigmund Freud’s psychoanalysis and Alfred Adler’s holistic Gestalt psychology. In biology, Ludwig 

von Bertalanffy, one founder of systems theory, was a student of Schlick, Carnap, and Neurath, and 

J.H. Woodger, a prominent British biologist, collaborated with Neurath and Carnap (Hofer, 2002).  

At this time, there was thus a great deal of continuity between philosophy and the various sciences. 

Students were often trained in several disciplines, even in their advanced studies, and scholars 

moved between science and philosophy with relative ease. Significant research topics were seen as 

relevant in both science and philosophy of science. A vivid illustration of this continuity is provided 

by the various conferences the Vienna Circle organized, from the First Conference for the 

Epistemology of the Exact Sciences in 1929 through the sixth and final International Congress for 

the Unity of Science held in 1941. These conferences included not just philosophers of science but 

mathematicians, physicists, and other scientists as well. For instance, at the Second International 

Congress, Gödel presented his famous incompleteness theorem in logic, while the physicist Niels 
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Bohr presented his views on the complementary perspectives of light as wave and as particle 

(Werkmeister, 1936).  

This continuity between philosophy and the sciences for the Vienna Circle extended also to their 

pattern of work, which they viewed as cooperative and incremental in opposition to past 

philosophical system-building. The passage from their manifesto quoted above emphasizes “growing 

uniformity” across their views. While the members of the Vienna Circle never agreed on any main 

points of discussion, they often took pains to emphasize the broad points of agreement among them 

rather than the aspects of disagreement. Carnap, in the introduction to the first edition of his book 

Der Logische Aufbau der Welt, contrasts the “spectacle… [of] a multiplicity of incompatible 

philosophical systems” to a philosophy patterned instead after the sciences: 

If we allot to the individual in philosophical work as in the special sciences only a partial 

task, then we can look with more confidence into the future: in slow careful construction 

insight after insight will be won. Each collaborator contributes only what he can endorse and 

justify before the whole body of his co-workers. Thus stone will be carefully added to stone 

and a safe building will be erected at which each following generation can continue to work 

(in Sarkar, 1996, xvii).  

 

2.2 Philosophy of the Cultural and Political Moment 

The Vienna Circle’s manifesto described in the previous section was dedicated to the Ernst Mach 

Society. Recall from above that this society aimed to provide science education to a broad audience 

and its leaders were all members of the Vienna Circle. The society organized public talks, some with 

members of the Vienna Circle or other prominent scientists as speakers, others featuring important 

individuals in Austro-Marxism. The manifesto specifies:  

The Vienna Circle believes that in collaborating with the Ernst Mach Society it fulfils a 

demand of the day: we have to fashion intellectual tools for everyday life, for the daily life of 

the scholar but also for the daily life of all those who in some way join in working at the 

conscious re-shaping of life (305). 

So, members of the Vienna Circle not only saw their philosophical work as continuous with the 

sciences; they also saw it as continuous with contributions to social change. In the Vienna Circle, we 

see philosophers of science fully participating, as philosophers, in their cultural and political 

moment. The manifesto says, of the alignment between these projects, that “endeavours toward a 
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new organization of economic and social relations, toward the unification of mankind, toward a 

reform of school and education, all show an inner link with the scientific world-conception” (304-5).  

In the last lines of the Aufbau’s preface, just after Carnap likened the Vienna Circle’s pattern of 

collaborative work to that of the sciences, he ends: 

We feel that there is an inner kinship between the attitude on which our philosophical work 

is founded and the intellectual attitude which presently manifests itself in entirely different 

walks of life; we feel this orientation in artistic movements, especially in architecture, and in 

movements which strive for meaningful forms of personal and collective life, of education, 

and of external organization in general… Our work is carried by the faith that this attitude 

will win the future (xviii). 

Aside from leadership of and participation in the Ernst Mach society, social and political 

engagement of members of the Vienna Circle included also a book series edited by Frank and 

Schlick, Collected Works for the Scientific World-Conception (Romizi, 2012). Neurath, Carnap, and Feigl 

held lectures to the Bauhaus, a prominent school of modernist architecture, arts, and design; 

Carnap’s lecture was entitled “Science and Life” (Galison, 1990). The Bauhaus saw its own work as 

inherently political. This was also the time of baupolitik (politics through construction) in Vienna: the 

Social Democratic Workers’ Party responded to immigration and mass homelessness in the wake of 

World War I with an ambitious public housing program. Neurath was centrally involved in the 

planning and execution of that program, working alongside modernist architects Adolf Loos and 

Josef Frank, brother of Vienna Circle member Philipp Frank (Cartwright et al., 1996).  

Neurath also founded Vienna’s Museum of Society and Economy, which focused on conveying 

central statistics about modern life to the working class, including the illiterate. To accomplish this, 

Neurath and his collaborators, Marie Reidemeister and Gerd Arntz, developed what came to be 

known as ISOTYPE (International System of Typographic Picture Education), thereby introducing 

modern-day pictographic signs well known not just in communicating statistical information but 

also in pictographic communication in a variety of public-facing settings such as airports and train 

stations (Neurath and Kinross, 2009). Their goal of educating the working class was political, 

focused on ends such as contrasting the health of the wealthy to that of the working class and 

exposing falsehoods used to support racist ideas (Edmonds, 2020).  
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Figure 2.1: Example ISOTYPE figure from Neurath (1939). Simple, comparable-size objects are 

used to represent some number of people or objects that can readily be compared to visually grasp 

statistical data.  

 

As suggested by the passages from the Vienna Circle’s manifesto quoted above, several members of 

the Circle considered their philosophical work and their social and political activities to be 

connected. Neurath was a particularly salient example of this, as he was explicit and voluble about 

the connections in his writings, but Carnap, Hahn, Frank, and others also saw their philosophical 

research in relation to social and political projects. In 1930, Carnap and Hans Reichenbach, from the 

like-minded Berlin Society for Empirical Philosophy, took over leadership of a philosophy journal, 
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renaming it Erkenntnis (Knowledge). In the editorial in its first issue, Reichenbach encouraged the 

submission of work oriented toward resolving social problems (1930; see Cartieri and Potochnik, 

2013).  

 

2.3 From Rotes Wien to Midcentury America 

In the cultural context of the Vienna Circle, even philosophical work that to a contemporary eye 

seems thoroughly apolitical was politically valanced. Romizi (2012) argues that we should see the 

Vienna Circle’s philosophical work as political not because it theorizes societal influence on science 

but rather insofar as its members were “politically engaged philosophers of science who chose to 

become institutionally visible and active as ‘the Vienna Circle of the scientific world-conception’” 

(209). As I touched on above, the scientific conception of the world amounted to a political stance: 

this was intended as a contrast to Weltanschauung (worldview), which held particular significance in 

that political and social moment. Political parties that developed in Austria in the early twentieth 

century saw themselves as Weltanschauungparteien, each fighting to support a specific worldview 

(Romizi, 2012).  

The Vienna Circle’s rejection of metaphysics is perhaps the best known—and most often mocked—

element of their philosophical stance. As Friedman (1996) discusses, the target of this rejection was 

the metaphysics that predominated in their milieu, namely post-Kantian German idealism. 

Heidegger was one main target, as the embodiment of all the Vienna Circle saw as problematic with 

this trend (e.g. Carnap, 1932). Neurath makes explicit what he took to be the political associations of 

this variety of metaphysics: “The idealistic philosophers of our day from Spann to Heidegger want to 

rule, as the theologians once ruled” (Neurath, 1932; quoted in Friedman, 1996). Hahn and Carnap 

each criticized this brand of metaphysics as a way of distracting “the masses” from the need for 

social change, and Zilsel criticized the romanticization of genius (Edmonds, 2020). In opposition to 

this politically valanced metaphysics, the Vienna Circle, together with the Bauhaus and several other 

cultural movements of the time, embraced the neue Sachlichkeit, a commitment to internationalism, 

socialism, and an anti-individualist and scientific orientation (Galison, 1990; Friedman, 1996).  

Most members of the Vienna Circle had Jewish ancestry, at a time when this was a liability in 

Viennese society, as well as in pursuing a career at the University of Vienna. Regardless of whether 

and to what extent this might have influenced their intellectual work, it certainly influenced the 

reception of those contributions. Einstein’s groundbreaking work in theoretical physics was viewed 

with hostility; a Working Group for German Scientists for the Preservation of Pure Science was 
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founded to oppose relativity theory, deemed “Jewish physics,” overly mathematical and lacking 

sufficient respect for the mystical. Fellow Viennese Otto Weininger wrote that “the spirit of 

modernity” itself was Jewish (Edmonds, 2020).  

In 1934, Austria became a fascist, one-party state. Shortly after, the police disbanded the Ernst Mach 

Society on the grounds that it was aligned with the Social Democratic Workers’ Party, and police 

raided Neurath’s office. Neurath was out of the country at the time, and Carnap sent word to him; 

he simply never returned to Vienna. Hahn died that year. Other members of the Vienna Circle began 

to lose their jobs and, over the next four years, almost all who were still alive emigrated. In 1936, 

still in Vienna, Schlick was murdered by a former student. After Austria was unified with Hitler’s 

Germany in 1938, Schlick’s murderer was freed from jail on the grounds that the murder had been 

motivated by anti-Semitism.  

The Vienna Circle’s work in support of the scientific conception of the world was thus uprooted 

from its original cultural and political context, landing primarily in mid-century United States and 

Great Britain. Due to the changed cultural context as well as the changed political landscape after 

the end of World War II, the projects that continued had significantly changed associations. A prime 

example was Neurath’s decades-long work toward unified science, including a conference series and 

ambitious book series, which Neurath saw as deeply socialist but which was now criticized at length 

first at the 5th Congress for the Unity of Science and later in the pages of Philosophy and 

Phenomenological Research by Horace Kallen for its alleged fascism.  

Reisch (2005) details how, in part due to this changed political landscape and in part due to 

accidental circumstances such as Neurath’s early death, philosophy of science was transformed, 

pushed to “the icy slopes of logic.” Reisch draws this phrase from the Vienna Circle’s manifesto: “Of 

course not every single adherent of the scientific world-conception will be a fighter. Some, glad of 

solitude, will lead a withdrawn existence on the icy slopes of logic” (317). Transplanted into the 

political landscape of (for the most part) Cold War U.S. and Great Britain, members of the Vienna 

Circle who were less avowedly political, like Feigl, thrived, and some, like Carnap, became less 

politically active. Philosophy of science was transformed as a result: in its motivations, its primary 

focuses, and its intended audiences.  

This transformation was visible in changes to the Philosophy of Science Association (PSA), the 

main professional association for philosophers of science in the United States, over the second half 

of the twentieth century. In 1948, the PSA bylaws specified that philosophy of science should 

include “the encouragement of practical consequences which may flow [from the study of 
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philosophy of science]… to men of good will in general (PSA, 176). Continuing into the 1950s, PSA 

members were encouraged to apply their views to social issues, but by the end of that decade, 

philosophy of science was withdrawing from social and political activity. The PSA mission 

narrowed considerably to ‘‘the furthering of studies and free discussion from diverse standpoints in 

the field of philosophy of science’’ and the language about practical benefits for all people had 

disappeared (PSA, 63; see Howard, 2003; Douglas, 2009). Interestingly, philosophy of science also 

seems to have grown in its separation from science at the same time. For example, the participation 

of philosophers of science in the annual conferences of the American Association for the 

Advancement of Science (AAAS) diminished (Douglas, 2009).  

This transformation not only led philosophy of science to an apolitical orientation during the second 

half of the twentieth century; it also obscured the earlier political orientation. Some members of the 

Vienna Circle and philosophical projects initiated by the Vienna Circle continued to influence 

philosophy of science during this later period, and the new depoliticized version of the work was 

better known in anglophone philosophy than the original work. This obscured from view and 

ultimately from memory how the philosophical-scientific work of the Vienna Circle constituted a 

political stance in the cultural and political moment they occupied. From the perspective of 

contemporary philosophy of science, without attending to the political and cultural milieu and the 

scientific exchanges of the Vienna Circle, it’s easy to misinterpret their work as narrowly focused on 

philosophical concerns in a purely academic context. 

Yet it is worth unearthing this history to consider it as a model of the interrelationships among 

science, philosophy, and the public. Attending to this very different model reveals that how science 

and its philosophy relate to the public today is not necessary. Philosophy and science can be, and 

have been, more closely related to each other and more directly engaged with public concerns and 

audiences. Moreover, this historic case study suggests that these interrelationships may be mutually 

supporting. Science and philosophy seeking public engagement may find more points of connection, 

and philosophy engaged more fully with science may in turn lead both to be more effective in their 

public engagement.  
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Chapter 3 

Public Understanding of Science  

For 75 years, the Bulletin of the Atomic Scientists have run the Doomsday Clock, a metaphor for 

the risk of humanity’s destruction. In 2022, the decision was made to keep the clock at 100 seconds 

before midnight, intended to signify that if human history is a 24-hour day, human civilization is 

only 1.67 minutes from its end. This is the closest the clock has been to midnight in its 75-year 

history. The indication of perilousness is due to risk of global nuclear war and the impending climate 

catastrophe.  

Public understanding of the latter, anthropogenic climate change, is increasingly a focus of scientists, 

scientific institutions, and many more. One example is the Yale Program on Climate Change 

Communication, which researches “public climate change knowledge, attitudes, policy preferences, 

and behavior” and engages with the public about “climate change science and solutions” (YPCCC 

website). Another example is the Climate Interpreters program of the National Network for Ocean 

and Climate Change Interpretation (NNOCCI), in which education staff at zoos, aquaria, museums, 

and more are trained in effective techniques to teach the public about climate change. There is no 

question that climate change significantly threatens security and wellbeing for many communities 

around the world. It is worth explicitly noting that improving public understanding of climate 

change science is taken to be a main step to addressing this threat.  

More broadly, much of the attention to how the public relates to science is focused on public 

understanding of science. How effective is STEM education in elementary schools, high schools, 

and colleges? How well does the average person understand the state of scientific knowledge, and 

has this improved or worsened over time? This attention is borne out in regular updates to science 

curricular standards; in a variety of initiatives targeting informal science education in museums, 

zoos, and the like; and in attempts to assess public understanding of science. In the United States, 

the public has been regularly surveyed about its understanding of science since the 1950s; Great 

Britain began surveying the public on scientific literacy in 1988 (Miller, 2001). Since 2006, the 

Organization for Economic Cooperation and Development (OECD) has administered tests of 

scientific literacy to 15-year-old students internationally every three years, with 79 countries 

participating in 2018.  

In this chapter, I focus on public understanding of science as one aspect of the public’s relationship 

to science. This focus is also relevant to some of the obligations science bears to the public, as 

outlined in Chapter 1, including especially career pathways into STEM and public access to 
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science’s value, including knowledge and skills. In 3.1, I survey efforts to refine what is relevant to 

public understanding of science—from scientific facts to other focuses such as scientific methods and 

credibility—and explore how these different targets relate to how we define the goal of scientific 

literacy. Then, in 3.2, I investigate how philosophical research about the nature of scientific 

understanding may be relevant for public understanding of science as well, in particular, how 

achieving understanding requires developing the proper connection to those seeking understanding 

and how the objects of scientific understanding may vary with specific aim. Finally, in 3.3, I 

consider how identification and rejection of the ‘deficit model’ of public understanding of science 

has shifted what is seen as relevant for promoting the aim of public understanding of science.  

 

3.1 What is the Goal of Understanding Science? 

The OECD’s international test of scientific literacy in high-school students defines scientific literacy 

as consisting in three competencies:  

● Explaining phenomena scientifically; 

● Evaluating and designing scientific enquiry; and  

● Interpreting data and evidence scientifically (PISA 2018 Science Framework). 

The first of these is intended to target content knowledge, while the second and third require 

knowledge of scientific methods and the rationale behind those methods. Together, these are taken 

to suffice for students to have the ability to assess scientific claims and media representations of 

those claims. These three competencies are a good characterization also of the focus of the survey 

questions the U.S. National Science Foundation has used for decades to gauge Americans’ 

knowledge of scientific facts. That survey includes true/false questions about factual knowledge, 

such as “The center of the Earth is very hot”; a handful of questions about probability and 

experimental design; and one or a few questions about whether some pursuit qualifies as scientific, 

such as astrology (Besley and Hill, 2020).  

Scientific literacy thus seems to be broadly conceived as related to mastery of scientific content, 

scientific methods, and the rationale for those methods. Yet several questions remain about how the 

goal of public understanding of science should be conceived, including how scientific understanding 

should be assessed, what it is important for the public to understand about science, and how 

scientific understanding can be effectively promoted. I introduce and motivate the first two questions 

in this section and address the third in 3.3 further below. Of course, this brief discussion cannot hope 

to resolve these questions. The aim is instead merely to bring them into relief.   
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Turning first to the question of how scientific understanding is assessed, consider again the OECD’s 

international test of scientific literacy and the NSF’s longstanding survey of science literacy 

indicators, especially their focus on content knowledge and scientific methods. This focus is broadly 

shared by measures of scientific understanding, but it also has been the target of criticism. According 

to Pardo and Calvo (2004), “scientific literacy has been reduced to comprehension of central 

concepts and propositions about the natural world and some extremely stylized procedures or 

strategies for creating and validating knowledge” (205). These authors point out, of the true/false 

content knowledge questions used in the NSF survey and related British surveys, that these 

questions chiefly target simple recall knowledge, their content does not reflect common science 

education standards, and there’s no evidence the small number of questions is a representative 

sample of content knowledge. They also point out that this approach tacitly assumes continuity of an 

individual’s content knowledge across scientific fields rather than varying specialty. Stocklmayer and 

Bryant (2011) administered a science literacy survey to more than 500 scientists, who found the 

questions to be problematic and especially so for topics within their own discipline. Many could not 

recall the correct answers.  

Resolving such questions about the reliability and validity of scientific literacy indicators is for 

meaningful assessment of public understanding of science. There is work in psychometrics assessing 

these properties of scientific literacy surveys and developing improved instruments (e.g. Stocklmayer 

and Bryant, 2011; Kahan, 2017). Yet many evaluations of scientific literacy proceed without concern 

for this issue or, at least, set aside concerns and use the same survey instruments in order to permit 

historic comparisons (e.g. Besley and Hill, 2020). Assessments of reliability and validity also do not 

address the extent to which content knowledge and awareness of scientific methods are of central 

importance to public understanding of science and whether other facilities are more important.  

This brings us to the second question raised above, regarding what is important for the public to 

understand about science. Our brief consideration of how scientific literacy can be defined reveals 

that understanding of science might involve many distinct targets. Classically, these include grasping 

scientific knowledge about the world, or what we’ve termed content knowledge; important scientific 

methods, such as controlled experiments; and the rationale for or epistemic importance of these 

scientific methods. Other possible targets include grasping the social structure of science and its 

epistemic importance; societal roles played by scientific investigation and findings; and how to apply 

scientific findings or tools to one’s own life.  

Which of these targets is important, and to what extent, depends on the goal of public understanding 

of science. Is the goal to improve the everyday lives of individuals (Feinstein, 2011)? To facilitate 
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broad and effective public use of scientific knowledge (Kahan, 2017)? To increase the ability of 

groups or individuals to make evidence-based decisions (Besley and Hill, 2020)? To improve the 

public’s ability to know which scientific claims to believe and how to apply those claims (Keren, 

2018)? To generate public support for the use of scientific research in solving societal problems 

(Chakravartty, 2022)? These goals differ in whether societal or individual capacities are at stake, and 

in whether they are practical, epistemic, or affective in nature. What practical, epistemic, or affective 

capacities for individuals and/or their support for societal capacities are supposed to be cultivated 

seems to matter very much to what it is the public is meant to understand about science.  

Failure to distinguish among these various goals may reflect an assumption that simply better 

understanding science, that is, understanding things more like scientists do, is at once valuable for 

individuals’ practical, epistemic, and affective capacities related to science and also for their support 

of science taking on appropriate societal roles. This kind of assumption often seems to lurk in the 

background of discussions of public understanding of science, and the public’s relationship to 

science more broadly, but it has been challenged.  

Notice that it’s an empirical question which targets for scientific understanding promote which of 

these goals—or whether they promote any at all. Feinstein (2011) criticizes a lack of attention to this 

question among those who study science literacy. He says:  

Our field has produced little evidence that any science taught in school, from Newton's laws 

to natural selection, helps people lead happier, more successful, or more politically savvy 

lives. There is an undeniable irony in this. Even researchers who dedicate their careers to 

promoting evidence-based educational practices seem oddly content to accept broad and 

unsubstantiated claims about the usefulness of science in daily life (169).  

Feinstein (2011) argues that recent empirical investigations of scientific literacy have suggested three 

central features of public understanding of science: it is only meaningful if relevance is established to 

individuals’ own lives; it is applicable not by lone individuals but within communities; and it is used 

within specific and varying community and cultural contexts. In his words, “people selectively 

integrate scientific ideas with other sources of meaning, connecting those ideas with their lived 

experience to draw conclusions and make decisions that are personally and socially meaningful” 

(180).  

Based on these findings, Feinstein suggests that scientific literacy should be understood 

fundamentally as engagement with science, which is a relation that only outsiders can bear to the 

institution of science. Effective public understanding of science, on this view, consists not in helping 
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the public to understand what scientists understand—turning the public into insiders to science—but 

rather in creating what Feinstein calls “competent outsiders.” Competent outsiders to science know 

how to (1) identify when science is relevant to their goals and (2) seek scientific expertise that 

furthers those goals. If Feinstein is right, it follows that identifying when and how science is relevant, 

for (1), and identifying and interpreting scientific expertise, for (2), are both fundamental to scientific 

literacy.  

Keren (2018) also motivates a ‘competent outsider’ conception of scientific literacy and discusses 

how different epistemic norms are relevant to competent outsiders. While reliance on the authority 

of experts and consensus views is not epistemically appropriate for scientists, these are important 

epistemic norms for scientifically literate outsiders. Keren also suggests that this reframing indicates 

how philosophy of science might be well positioned to contribute to public understanding of science. 

He points out that much philosophical work has focused on why, when, and about what to trust 

scientists and what qualifies as scientific consensus, both of which are on this view fundamental to 

scientific literacy. A related idea is that philosophy of science can be instrumental in teaching about 

scientific uncertainty and how scientific theories change over time, which is important to inoculating 

competent outsiders to science against cynical inculcation of doubt (see also Chapter 4).  

In contrast to these approaches, Chakravartty (2022) emphasizes especially the goal of generating 

public support for effective societal use of scientific research. Prioritizing this goal leads 

Chakravartty to focus simply on the scientific literacy target of the instrumental success of science: 

that science is unrivaled in its ability to support effective action in the world. He characterizes 

science as “an extraordinary machine for generating our best hopes for responding to challenges 

inherent in our natural and social environments.” This echoes the vision of science developed in 

Strevens’s (2020) book for a broad audience, The Knowledge Machine, which features the same 

metaphor of science as a well-designed machine. Note that, in line with my broader point here, this 

priority for scientific literacy is yoked directly to the goal it supports. In particular, cultivating an 

appreciation for science’s instrumental effectiveness can contribute to public support for scientific 

research and its societal use, but this does not further the goal of individual or community access to 

and effective use of scientific knowledge.  

In summary, there is not a single, obvious target for scientific literacy but a variety of potential 

targets: content knowledge, nature of epistemic warrant, abilities, identification of expertise, and 

appreciation of science’s epistemic authority. Which are valuable and the extent of their value 

depends on the specific goals of scientific literacy. Improving individuals’ everyday lives, deploying 

scientific knowledge effectively, the ability for evidence-based decision-making, and the ability to 
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assess and apply scientific claims require different competencies and might be furthered by different 

targets for scientific literacy. Table 3.1 summarizes these potential goals and potential targets; the 

items across each list are not intended to correspond to one another.  

Potential goals of scientific literacy Potential targets for scientific literacy 

improve everyday lives 

facilitate broad and effective public use of scientific 

knowledge 

increase the ability of groups or individuals to make 
evidence-based decisions 

improve the ability to know which scientific claims to 
believe and how to apply those claims 

engender public support for using scientific research 
to solve societal problems 

Content of scientific knowledge 

Scientific methods and their rationale 

Ability to assess scientific claims 

Identifying when science is relevant to one’s goals 

How to seek scientific expertise that furthers one’s goals 

Identifying why, when, and about what to trust 
scientists 

That science supports effective action 

Table 3.1: Potential goals for scientific literacy and targets for scientific literacy. It can’t be presumed 
that each target for scientific literacy is equally valuable for achieving each goal; the value of each 

target must be assessed in relation to the goal(s) that are valued. (These are separate lists; the items in 

each row are not meant to be linked across columns.) 

 

There is also a related question of the extent to which public understanding of science should mirror 

the capacities of practicing scientists. I introduced the view that the project of scientific literacy 

should be taken to be producing competent outsiders rather than scientists-in-training. One 

complication with this idea, though, is that it requires distinguishing whether someone will become 

an insider to science to inform how they should be taught about science. Yet, we have seen that a 

strikingly large percentage of people participate in STEM careers of one kind or another, and I will 

suggest in Chapter 5 that science may benefit from further expanding participation in science—

professional and otherwise. 

 

3.2 Scientific Understanding and Understanding Science 

Philosophy of science has, of late, directed renewed attention to the topic of scientific understanding. 

Understanding has long been thought to be part and parcel with scientific explanation. For instance, 

Hempel (1965) specifies that “explanation enables us to understand why the phenomenon occurred" 

(337, emphases in original). More recently, the nature of and requirements for scientific 

understanding have been investigated at a remove from discussions of scientific explanation, with a 
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focus more on the subjective or cognitive features of achieving understanding. This has coincided 

with increased attention to understanding rather than knowledge in epistemology. Indeed, these 

discussions are partly overlapping and their contours similar, with some epistemology discussions 

arguing that understanding does not require knowledge and is thus not held to the same 

requirements of truth or objectivity.  

In both philosophical contexts, some see attention to understanding as a way to focus additionally 

on the subjective, in the sense of the experience of the subjects of understanding or those who 

develop or possess scientific explanations. Philosophers who address understanding often invoke 

‘grasping’ as a term for the relation between subject and object of understanding. Some take this to 

be a mental ability that goes beyond mere belief, and thus that understanding goes beyond mere 

knowledge, whereas others think understanding is distinctive only in the nature of what is 

understood (see Grimm, 2021, for discussion).  

In (Potochnik, 2017), I motivated this emphasis on the subjective aspects of understanding by noting 

that understanding has a dual nature: it is at once an epistemic achievement and a cognitive state. 

When one considers understanding as a cognitive state, it is clear that psychological characteristics 

are relevant to achieving this state. To understand, an epistemic subject must be in the proper 

cognitive relationship with the object of understanding, and the subject’s psychological traits—both 

enduring and fleeting—are relevant to achieving that cognitive relationship. When one considers 

understanding as an epistemic achievement, it is also clear that understanding is subject to standards 

for success. A felt sense of understanding does not suffice for genuine understanding. Grimm (2012) 

stresses that ‘grasping’ is a success term.  

Even so, due to understanding’s dual nature as an epistemic achievement and a cognitive state, 

success with the former—successfully grasping the object of understanding—depends also on the 

latter. Also in (Potochnik, 2017), I suggested this as the reason why departures from the truth to 

simplify or to otherwise make something more cognitively accessible can promote understanding. 

Several philosophers stress the value of idealizations to scientific understanding (e.g. Elgin, 2017; de 

Regt 2017; Khalifa 2017). Idealizations are simplifying false assumptions, such as the assumption 

that a planetary body is a point mass or the assumption that a population of organisms is infinite. 

Idealizations cannot straightforwardly contribute to accuracy or truth, as they are literally false. But 

they can directly facilitate understanding by supporting a subject’s grasp of the object of 

understanding—by helping a subject achieve the cognitive state of understanding. (Presuming any 

such idealizations are consistent with the requirements for understanding as a legitimate epistemic 

achievement; what this requires is a matter of significant debate.)  
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The role of idealizations in facilitating understanding is a useful bridge from philosophical 

discussions of scientific understanding back to the topic of public understanding of science. One well 

appreciated role for idealizations in facilitating understanding is in the context of science textbooks; 

indeed, this is less controversial than the question of whether and to what extent idealizations can 

facilitate the understanding of scientists themselves, the typical target for discussions of scientific 

understanding. Simplifications, iterative discussion, and tracing the historical progression of ideas in 

a scientific field are all common strategies in textbooks to support student understanding.  

I suggest that these topics—the nature of scientific understanding and what strategies support broad 

understanding of science—are more continuous than typically appreciated. For the former, attention 

has generally been directed at the relationship with the objects of understanding: What it is about the 

world that must be depicted and with what degree of accuracy to suffice for legitimate 

understanding. Strategies to render objects of understanding graspable to scientists have been 

relegated to the sidelines. For the latter, attention has generally been directed at the relationship with 

the subjects of understanding: What strategies can help public audiences grasp scientific findings. 

What about science should be understood and with what degree of accuracy has often not been 

adequately emphasized, as discussed in 1.1. Yet the questions are at root deeply similar. Cross-

connections across investigations of these topics likely would improve both.   

In my view, one important topic about scientific understanding has received insufficient attention in 

the literature on the nature of scientific understanding and also in the literature on public 

understanding of science. That topic is the extent to which the process of understanding and the 

nature of what is understood are shaped by the specific features of what an audience seeks to 

understand.  

In my view, specific priorities regarding what is to be understood shape the nature of the resulting 

understanding in significant ways. Scientists may say they aim to understand the western bluebird’s 

colonization pattern, for example. But actual scientific research always targets a more specific 

question: how this colonization pattern relates to mountain bluebirds’ dispersal, or how the pattern 

is influenced by variable testosterone levels in incubating eggs, or how the pattern is influenced by 

the introduction of a novel resource, or etc. As a result, scientific theories and models capture just a 

few of the features of the phenomena they aim to understand, ignoring or simplifying features that 

are incidental to present purposes. If one does not carefully attend to how scientific understanding is 

highly specific to limited goals, one risks seeing accounts that have distinct but related goals as in 

conflict with one another or risks seeing research questions as answered, phenomena as fully 
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understood, when there are other questions that might still be asked. Scientists have regularly 

succumbed to both kinds of misimpressions (Potochnik, 2013).  

This point has direct implications for public understanding of science. To start, understanding 

scientific findings might in part require understanding the specific aims those findings address. 

Further, it might be important to public understanding of scientific methods to appreciate how 

research is developed in response to specific aims, which can lead to multiple accounts of the same 

or closely related phenomena. Such a recognition is important insofar as multiple accounts of the 

same phenomena might otherwise be mistakenly thought to indicate scientists disagree about those 

phenomena—or even cynically employed by those wishing to inspire doubt about some socially 

controversial scientific research, like climate change or evolution.  

This specificity of scientific research to its aims also provides a parallel to how the pursuit of public 

understanding of science itself depends on specific goals. As I described in 3.1, scientific literacy 

might be defined in any number of ways. Is it important for the general public to grasp: basic 

scientific facts, cutting-edge scientific discoveries, the methods responsible for science’s success, why 

those methods lead to success, who should be trusted as a scientific expert, why those people should 

be trusted, and/or when science might be useful to one’s own life and how to access relevant 

scientific findings and apply them in those instances? Each of these aims requires different 

approaches to promoting public understanding of science, just as different specific aims in science 

motivate different varieties of research.  

 

3.3 How the Public Comes to Understand 

This brings us to the third question introduced in 3.1, namely, how best to promote public 

understanding of science. Historically, the emphasis on content knowledge in assessments of 

scientific literacy was accompanied by what’s been called the ‘deficit model’ of public understanding 

of science. This is the view that public understanding of science is furthered by experts ameliorating 

a deficit in information or knowledge (Miller, 2001). On the deficit model, knowledge or 

information already possessed by experts suffices as the basis for better public understanding of 

science. This idea is suggested, for instance, by Kahan’s (2017) brief characterization of the project 

of public understanding of science as “how ordinary citizens come to know what is collectively 

known by science” (1013).  
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The deficit model is now widely criticized as inadequate. One problem is the implication of one-way 

communication. This problem is addressed by moving to a communication framework of two-way 

dialogue or mutual exchange (Miller, 2001). Just as understanding is shaped by its aims, it is also 

shaped by the constellation of beliefs, values, and concerns it is met with, for—recall—

understanding is both an epistemic achievement and a cognitive state. This broader constellation of 

cognitive and affective states is always relevant to one’s understanding of a given topic, including 

about science, and may well shape the exchange.  

A second problem with the deficit model is the assumption that the communication of facts is all 

that’s needed to increase understanding. This second problem is addressed at least in part by taking 

seriously the components of scientific literacy discussed in 3.1, namely, viewing public 

understanding of science to consist in abilities relevant to individuals’ contexts: the ability to identify 

when science is relevant to their goals and the ability to seek scientific expertise that furthers those 

goals. Scientists don’t have all these answers. Criticisms of the deficit model have also inspired a 

move away from the focus of public understanding of science entirely to other focuses instead, such 

as public trust in science, but I save that topic for Chapter 4.  

Rejection of a deficit-model approach to public understanding of science is also sometimes 

accompanied by an interest in how sociology, history, and philosophy of science can support the 

project of public understanding of science (e.g. Miller, 2001). These disciplines can provide insight 

variously into the nature and limits of scientific expertise, as noted above; the position(s) that science 

occupies in society; and how scientific knowledge, practices, and social positions have changed over 

time. (Potochnik et al., 2018) is one recent attempt to provide a philosophically rich discussion of 

these topics at an undergraduate level.  

Moving away from a deficit-model approach to public understanding of science should not be taken 

to suggest that all parties to an exchange are equally expert in all matters. As Miller (2001) points 

out, “Scientists and lay people are not on the same footing where scientific information is concerned, 

and knowledge, hard won by hours of research, and tried and tested over the years and decades, 

deserves respect” (118). Instead, conceiving of the project of public understanding of science as 

dialogue and knowledge generation rather than one-way knowledge transfer takes seriously the 

specialization of expertise in contemporary society. We can expect that all parties to public 

exchanges about science have different kinds of relevant expertise to bring to the table. The goal of  

such exchanges is thus to co-create new, contextually situated knowledge about science and its 

particular, contextual relevance. 
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This reframing of the project of public understanding of science stems from prioritizing the value of 

people’s ability to identify when science is relevant to their goals and to seek scientific expertise that 

furthers those goals. As Feinstein (2011) puts the point, “the pursuit of science literacy is 

not incidentally but fundamentally about identifying relevance: learning to see how science is or could 

be significant to the things you care about most” (180, emphasis in original). This aim for scientific 

literacy changes the relevance of public understanding of basic scientific facts and cutting-edge 

scientific discoveries. Understanding these isn’t so much an aim of scientific literacy as, at most, a 

means. Here’s Miller (2001):  

Communicators might also consider that factual communications—while they may be 

inspirational—probably have little lasting effect on knowledge levels. People will pick up the 

knowledge they need for the task at hand, use it as required, and then put it down again. It 

will not be ready to hand when the survey interviewer next asks them if, for example, an 

electron is bigger than an atom (118).  

In light of criticisms of recall-focused assessments of scientific literacy reviewed in 3.1, it seems this 

is so not only for the non-specialist public but for scientists as well (Stocklmayer and Bryant, 2011). 

For scientists and non-scientist members of the public alike, literacy amounts not to mastery of a 

broad, stable body of knowledge but rather to knowing how to situationally apply abilities to achieve 

targeted understanding.   
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Chapter 4 

Public Trust in Science  

The National Science Foundation’s longstanding survey of science literacy indicators was 

introduced in Chapter 3. The short list of questions about ‘basic scientific facts’ has remained 

unchanged over decades, to enable longitudinal study. But two of those questions are no longer 

included in the data about trends in scientific literacy. These two questions regard the Big Bang and 

human evolution, two culturally divisive topics of scientific investigation. The original NSF science 

literacy survey asks whether the following claims are true: “Human beings, as we know them today, 

developed from earlier species of animals” and “the universe began with a big explosion.” The 

percentage of respondents that mark each as true (the correct answer) lags the percentage who 

respond correctly to the other scientific fact questions.  

In 2018, survey respondents were randomly given either these original questions or the alternative 

questions (changes underlined): “Elephants, as we know them today, developed from earlier species 

of animals” and “according to astronomers, the universe began with a huge explosion.” The 

evolution alternative question changes the focus away from the hot-button topic of human evolution 

but is identical in its relation to evolutionary theory. The big-bang alternative question changes the 

question from what is true to what scientists think is true. With these changes, correct responses 

increased from 49% to 68% for evolution, and from 38% to 65% for the big bang (Besley and Hill, 

2020).  

This demonstrates that more contributes to participants’ responses to these questions than scientific 

literacy alone. This is hardly a surprise; the origins of human life and of the universe are topics with 

deep relationships to religious identity and worldviews. Whether one answers in accordance with 

scientific theory has less to do with scientific literacy and more to do with one’s personal and social 

identity. Indeed, Kahan (2017) finds that higher scores on his revised test of scientific literacy is 

associated with increased political polarization on evolution, the big bang, and also climate change. 

That is, for individuals with conservative political views, increased scientific literacy actually 

decreases the likelihood of responding in agreement with scientific consensus on these three topics.  

As this illustrates, understanding is not the only relevant relation between the public and science, 

and increasing public understanding of science doesn’t inevitably lead to greater acceptance of and 

support for science. Public opinion of science and the public’s tendency to accept claims and make 

decisions based on scientific findings are also shaped by personal and social identity, including 

religious views, political affiliation, and more. Knowing what ideas scientists endorse isn’t enough to 
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guarantee accepting those ideas oneself. The gap between these must be filled with trust that the 

scientists are right on these matters. This move from a focus on public understanding of science to 

public trust in science is sometimes associated with a rejection of the deficit model introduced in 

Chapter 3.  

Public trust in science—that is, the public believing and acting in accordance with scientific 

consensus—can have practical importance, as with willingness to participate in vaccination 

campaigns and prioritizing climate change mitigation. Public trust in science also is crucial for 

individuals and institutions to share in the epistemic goods science generates—part of science’s 

obligation to the public outlined in Chapter 1—and, ultimately, for science maintaining its social 

position. This chapter focuses on public trust in science. In 4.1, I consider how science denial has 

been conceived and targeted for intervention and discuss some recent philosophical accounts of why 

science is worthy of trust. 4.2 engages with the crucial and vexing question of evaluating scientific 

expertise, which is one key ingredient of public trust in science. Finally, in 4.3, I examine whether 

we are in the throes of a crisis in public trust in science and—to the extent that this is accurate—both 

how public distrust may be ameliorated and also how science can be more deserving of trust.  

 

4.1 Science Denial  

In Chapter 3, we discussed the ability to determine why, when, and about what to trust scientists as 

a potentially important target for scientific literacy. ‘Science denial’ is a common term for the 

absence of this ability and, in particular, for the rejection of scientific consensus as a basis for trusting 

a finding or recommendation. Science denial has received extensive popular and academic attention 

in recent years, as hot-button social issues with significant implications, like uptake of the Covid-19 

vaccine and willingness to prioritize climate change mitigation, are viewed by some as decided by 

scientific evidence and viewed by others as grounds for questioning scientific consensus on these 

topics and sometimes even science’s worth in general.  

McIntyre (2021) identifies five features of science denial supported by empirical research into the 

phenomenon. These include, first, cherry-picking evidence to support doubt of some scientific 

conclusion; second, belief in highly speculative theories that can’t be tested against evidence; and 

third, using flawed reasoning to maintain one’s favored conclusion. These three features all relate to 

a failure to attend properly to scientific evidence. A fourth feature relates to scientific expertise: 

electing to trust the expertise of outsiders challenging near-consensus in science rather than the near-

consensus. Fifth, science denial often involves criticizing scientific research for failing to meet 
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standards of perfection: 100% expert agreement, complete certainty, or fully exhaustive evidence. 

These five features are hallmarks of motivated reasoning to dispute scientific findings held to be 

unacceptable for one reason or another.  

Bardon (2020) surveys how science denial can arise out of self-serving motivations, as well as a 

variety of other common psychological tendencies, including in-group thinking, identity-protective 

cultural cognition, and even personality. Shifting the focus from what the public understands about 

scientific knowledge to whether and in what regards the public—and what segments of the public—

trust science as a source of knowledge brings attention squarely to human psychological tendencies. 

And the question is generally not about whether to trust at all, but rather about whom to trust, a 

decision that is shaped by social identity. As Bardon puts the point, “Identity informs the perception 

of expertise” (102).  

In the present-day U.S., relevant identity considerations for one’s trust in science is at least in part 

political identity. Bardon surveys work revealing a decline in trust of science among political 

conservatives in the U.S. from 1974 to 2010. The perception that trust in science is politically 

polarized is illustrated by the widespread yard signs posted by political liberals in the U.S. featuring 

some variation of the following: “In this house, we believe: Black lives matter; Women’s rights are 

human rights; No human is illegal; Science is real; Love is love; Kindness is everything.” Such signs 

explicitly include trust in science on a list of values-based commitments commonly associated with 

liberal ideology.  

The intersection between public trust in science and social identity is important for understanding 

and intervening on public trust in science—and indirectly on public understanding of science—

insofar as different identity groups respond in different ways to scientific messaging (113). Bardon 

(2020) surveys research by McCright et al. (2013) suggesting that political conservatives report less 

trust in science with environmental and public health impacts, while political liberals report less trust 

in science with economic impacts via new innovations. Researchers have investigated how different 

approaches to climate change messaging vary in their effectiveness across political identities, 

nationalities, and more. For instance, Gustafson et al. (2020) found that U.S. conservatives’ support 

for renewable energy was driven more by considerations of economic impact, while U.S. liberals’ 

support was driven more by concern about climate change.  

Attempts to ameliorate science denial rest on an implicit premise that science is trustworthy, such 

that its findings should not be denied but accepted. This has been a primary target of philosophical 
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investigation: what features of science are responsible for its epistemic value. As Naomi Oreskes 

(2019) puts the question in the book’s title: “Why Trust Science?”  

Oreskes addresses this question with a walk through the history of science. She outlines an old idea 

about the source of science’s trustworthiness, which she traces back to Comte, that the scientific 

method offers verification through empirical evidence. But, Oreskes suggests, philosophy, history, 

and sociology of science have since determined that there is not a singular scientific method and that 

scientific findings might well be jettisoned later. Oreskes’ alternative answer to why we should trust 

science is “(1) its sustained engagement with the world and (2) its social character” (55). She 

acknowledges that this has not always sufficed to produce trustworthy science: conflicts of interest, 

racism and sexism, and insufficient diversity or dissent in a scientific community have all led to 

scientific findings that, in retrospect, were untrustworthy. Nonetheless, this is the source of science’s 

general trustworthiness and what we can target for improving science’s trustworthiness when doing 

so is necessary.  

Michael Strevens (2020) also responds to this question of the basis for science’s epistemic expertise. 

His account emphasizes how science’s effectiveness depends upon the epistemic norm of limiting 

relevant considerations to empirical evidence alone. The drive for empirical evidence inspires 

scientists to go to great lengths to generate experimental or observational successes. This is similar to 

Oreskes’ focus on science’s sustained engagement with the world, but Strevens emphasizes how this 

engagement excludes other considerations. This feature of ultimate reliance on empirical evidence 

(and empirical evidence alone) is often emphasized as a sense in which science is objective. Elliott 

(2022) describes how the aim of public trust in science has been used to motivate science’s freedom 

from influence of values, as Liam Kofi Bright (2018) emphasizes in the work of DuBois. Though 

many philosophers have challenged the idea that science is free from values, this ultimate reliance on 

empirical evidence—and the pursuit of additional empirical evidence—at least provide basic 

limitations on the extent of values’ influence on scientific findings.  

Yet it's well established that sheer intellectual capacity, level of education, and increased factual 

knowledge do not protect against science denial. We have also seen that there is a disconnect 

between scientific literacy and trust in science. Science’s trustworthiness seems to rely on more than 

just its epistemic authority. Goldenberg (2022) suggests that the additional ingredient needed regards 

motivation. She suggests that science expertise is trustworthy when it combines epistemic 

competence, moral reliability, and working in the public interest. A difficulty with working in the 

public interest as a requirement for science’s trustworthiness is that scientists and the institutions of 

science do not always—and historically have not always—met this requirement. It thus may be that 
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we cannot provide a general account of why all science is trustworthy—insofar as not all science is 

trustworthy.  

A different strategy to addressing science denial suggests doing so in targeted ways. McIntyre (2021) 

acknowledges a role for widespread public understanding of the nature of science’s epistemic 

authority in counteracting science denial, but he also urges scientists and others to directly address 

denial where it crops up. McIntyre has in mind a cadre of people who can directly engage with 

others in their orbit who endorse one or another belief that contradicts scientific knowledge, such as 

climate change denial or vaccine refusal. The tools he suggests, based on others’ research, include 

personal engagement on an individual level when trust has been cultivated, emphasizing the 

existence of scientific consensus, using charts and graphs to render a problem tangible, and directly 

challenging the substance of the science denial or the reasoning being used to support it.  

Bardon’s (2020) proposed approach, also inspired by others’ research, focuses not on broad public 

understanding of science’s epistemic authority or combatting existing science denial so much as 

achieving consensus and shared action in the face of continued polarization. He suggests, first, 

communicating in ways that are less likely to threaten social identity or heighten defensive 

protection of one’s beliefs and, second, emphasizing local concerns and shared identities. On the first 

point, the suggestion is that science communication should employ message framing that 

counteracts or even makes use of any motivated reasoning at play. Messaging can appeal to values 

held by those resistant to the scientific knowledge at issue rather than threatening those values. 

Climate-change messaging to a politically conservative audience, for instance, might emphasize the 

economic benefits of renewable energy (Gustafson et al., 2020). The second point, emphasizing local 

and small-group intervention, suggests the importance of trusted messengers, perhaps that share 

social identities at threat. This is also an emphasis Goldenberg (2021), who advocates for the 

importance of primary care practitioners in achieving vaccine uptake.  

Our communities will always include people with a variety of religious and political identities, 

different constellations of concerns, and varying degrees of enthusiasm for science. The goal should 

not be to force those who reject scientific knowledge of one sort or another to change their social 

identities, values, and personal proclivities. Rather, the goal is to demonstrate how action based on 

scientific knowledge—climate change mitigation, vaccination, public health policies—is consistent 

with a variety of identities, values, and proclivities, even as these identities, values, and proclivities 

may remain of more central personal importance than scientific knowledge. Halpern and Elliott 

(2022) advocate for science communication to be thought of as “opportunities for meaning making 

around shared experiences.” Attempts to convert science denial to science acceptance must keep this 
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goal of rendering science-based action consistent with a range of identities and values forefront in 

order to avoid merely playing into the existing cultural and political polarization. Consciously 

employing message framing to counteract motivated reasoning needn’t be a cynical maneuver to 

exploit those targeted but rather an opportunity to rethink one’s own implicit assumptions about the 

social identities and values relevant to scientific research. 

 

4.2 Evaluating Scientific Expertise 

As we have seen, the project of cultivating scientific trust consists at least in part in creating the 

conditions for scientific expertise to guide people’s decisions (when scientific expertise is relevant). 

This was also suggested as a potential target for scientific understanding in Chapter 3. This might at 

first sound simple: we should all trust scientists about matters of scientific knowledge. Indeed, the 

discussion in Chapter 3 about educating the public in how to seek scientific expertise presumes a 

simple target: a single source of relevant scientific expertise that is fully trustworthy and known to be 

so. In contrast to this simple picture, establishing the nature of scientific expertise relevant to a 

matter of public concern often isn’t easy.  

First, on many topics, there is a variety of potentially relevant sources of scientific expertise. There’s 

not usually a single, uniform scientific consensus issuing a decisive judgment on matters of public 

concern. One reason for this is the essential openness of science to revision. Disagreement, even on 

foundational issues, can be important. Another reason is the idea introduced in Chapter 3 that 

different scientific accounts capture just a few of the features of the phenomena they aim to 

understand, ignoring or simplifying other features, giving rise to multiple accounts that respond to 

different specific goals. It’s not a simple matter to wade through the variety of potentially relevant 

scientific findings to fish out those that are most relevant.  

Second, scientific expertise should not be considered decisive and impervious to criticism. As 

Goldenberg (2021) puts the point, “Contemporary scientific experts, while still afforded respect and 

considerable recognition, do not stand above public scrutiny and opinion; nor should they” (152). 

Inmaculada de Melo-Martín and Kristen Intemann (2018) stress that dissent is crucial for science to 

function effectively. Indeed, this is bound up in Oreskes’ (2019) emphasis on the importance of 

science’s social character and in feminist philosophy of science research supporting the crucial 

contribution of social structure to securing objectivity (e.g. Longino, 1990, 2002; Harding, 1991). 

Science denial is simply dissent that we judge to be inappropriate or unwarranted. Yet de Melo-

Martín and Intemann offer compelling reasons to doubt our ability to distinguish problematic denial 
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from warranted dissent based on the motives of those urging dissent, violation of the norms of 

science, or inappropriate assumption of risk. It’s no simple matter to sort warranted dissent from 

science denial.  

The evaluation of scientific expertise is thus bound up with the project of public trust in science and, 

indeed, must be resolved for science denial to even be diagnosed. To illustrate the challenge and how 

it has sometimes played out, Goldenberg (2021) develops and explores the trope of the maverick—a 

“scientific antihero” who is freethinking and unorthodox, standing up against the weight of 

establishment science. She offers Andrew Wakefield as an illustration of the type, infamous from his 

efforts to link the childhood MMR vaccine to autism. Though the research findings have been 

thoroughly debunked, Wakefield’s public advocacy campaign has been incredibly effective, with 

disastrous impacts on public health. Goldenberg emphasizes that any distrust, warranted or not, of 

the scientific establishment fuels support for the maverick. Goldenberg’s maverick trope shows how 

problematic individuals can benefit from distrust in the scientific establishment while still inheriting 

some of the broad implicit trust in science.  

One common attempt to solve the problem of evaluating scientific expertise relies on scientific 

consensus. Oreskes (2019), for example, emphasizes that it is only scientific consensus that is worthy 

of public trust. But, as Goldenberg’s maverick trope illustrates, it is not always a simple matter to 

identify when such a consensus exists. Consensus cannot require 100% agreement among scientists 

in relevant areas; this is too high of a standard. There will always be mavericks in science, legitimate 

and otherwise, who do not agree with the consensus view. But anywhere short of complete 

agreement among scientists in relevant areas, a metric is needed to judge whether a majority 

agreement qualifies as consensus. De Melo-Martín and Intemann (2018) also compellingly argue 

that no general technique of emphasizing scientific consensus in the face of dissent effectively targets 

just science denial and not warranted dissent. They consider the possibility of distinguishing between 

these with reference to the intent behind the dissent, the approach taken in the dissent, and the 

riskiness of the dissent, and find each fails to differentiate problematic from warranted dissent. So, 

the issue of evaluating scientific expertise cannot be solved by appeal to scientific consensus. 

Outlying disagreement is all but inevitable, and, as Oreskes’s earlier work has famously 

demonstrated, cynical actors can be quick to use any disagreement within science to signal a reason 

for doubt (Oreskes and Conway, 2011).  

Appealing to scientific consensus thus does not provide a shortcut around evaluating scientific 

expertise. It seems the public needs to be in the position to evaluate scientific expertise for 

themselves. This is one mark in favor of this as one target of scientific literacy. Anderson (2011) 
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suggests that public evaluation of scientific expertise is obtainable. She argues that this evaluation 

should include identification of whether there is consensus among experts, and evaluation of 

whether a given individual qualifies as a trustworthy expert.  Anderson argues that such an 

evaluation is widely available to nonexperts, though also undermined by current challenges in media 

and information flow. Goldenberg (2021) uses her trope of the maverick to illustrate how this public 

evaluation of scientific expertise can be undermined by distrust of the traditional markers of 

professional scientific expertise and of in-group membership. To the extent that public trust in 

science is at issue, the groundwork is not in place to evaluate scientific expertise with reference to the 

social structure of science, as the latter has been deemed suspect.  

There is surely a project of scientific literacy consisting in better educating the public regarding when 

and how to seek scientific expertise. But what this discussion reveals is that such instruction requires 

an existing foundation of trust in science. To the extent that the public—or specific communities—

has real or imagined grounds for distrusting the scientific enterprise in its entirety, evaluation of 

scientific expertise can’t be used as a way out of that distrust.  

 

4.3 A Crisis of Trust 

Is there a new problem of trust in science, a crisis in trust? According to Oreskes, there is:  

The idea that science should be our dominant source of authority about empirical matters—

about matters of fact—is one that has prevailed in Western countries since the 

Enlightenment, but it can no longer be sustained without an argument (2019, 18).   

This statement accords with broad observations of a ‘post-truth’ era, where feelings and snap-

judgments matter more than established facts. (Oxford dictionaries named ‘post-truth’ its word of 

the year in 2016.) On the other hand, Bardon (2020) points out how, despite decline in support for 

science among political conservatives in the U.S., science remains relatively popular, with 76% of 

the U.S. public trusting scientists to act in the public interest, which is higher than the verdict 

regarding politicians, the media, or religious leaders.  

It is apparent that there are novel challenges, or challenges at a novel scale, facing public trust in 

science. The internet and social media have expanded communicative reach and flattened traditional 

hierarchies of information-flow (O’Connor and Weatherall, 2019). Traditional media and new 

media alike increasingly cater to specific segments of the public, with an increasing number of news 

sources providing coverage tailored to the views of some segment. We’ve also witnessed the cynical 
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manipulation of public opinion against science for political reasons (Oreskes and Conway, 2011). 

Today’s needs of supporting trust in science and addressing distrust are shaped by all of these 

challenges. Approaches to managing science denial are shaped by the need to address such 

challenges. For example, van der Linden has advocated “prebunking” rather than denial 

debunking—inoculating public audiences against future cynical efforts to induce science denial. And 

internet resources supporting evaluation of scientific expertise are increasingly common.  

As this illustrates, new challenges have shifted the needs for public understanding of science. These 

perhaps also put additional pressure on the question of whether scientific literacy is central to how 

members of the public relate to science. Recall from Chapter 3 that rejections of the deficit model of 

public understanding of science have inspired focus on other relationships besides understanding. 

One example of this is, as Bardon (2020) points out, recent research suggesting that scientific 

curiosity may be more facilitative of openness to changing views on polarized issues than is scientific 

literacy. Cultivating awe and interest, helping people see science as something that can interest them 

might be just as important as improved scientific literacy (Halpern and Elliott, 2022).  

Goldenberg (2021) describes how the same instances of mistrust of science—her focus is vaccine 

hesitancy—can be framed either as a war on scientific expertise or as a crisis of trust. The ‘war on 

science’ framing emphasizes the role of the science denier and the need to intervene on the denial, 

whereas the ‘crisis of trust’ framing emphasizes the need for science to be trustworthy and its 

trustworthiness to be effectively communicated. Goldenberg suggests that the focus on science 

denial is itself an aspect of the war on science framing. With a focus on science denial, the need to 

increase public trust in science is understood as a need to influence the untrusting publi, rather than 

a need to improve the trustworthiness of the institutions of science. The war on science framing 

mourns the death of expertise, but Goldenberg points out that expertise is alive and well: the 

question is simply where it is sought. “In a reinforcing cycle, people pursue unconventional sources 

of health information because they are not satisfied with official expert communications” (139). 

Goldenberg argues that it is more productive to adopt the framing of a crisis of trust instead of a war 

on science. This alternative framing “calls on scientific experts to be part of an active bridging 

response rather than lament the end of expertise” (169). Goldenberg urges scientific experts and 

institutions to respond to shortcomings of their institutions, including discrimination and improper 

influence from industry, so as to be more deserving of public trust, and to appeal to shared values 

and priorities in communication with public stakeholders.  

De Melo-Martín and Intemann (2018) come to similar conclusions. As we have seen, they argue for 

the inability to decisively distinguish inappropriate attempts to sow dissent from warranted criticism 
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of science. One of the concluding messages of their book is that it is valuable to investigate how trust 

in science can be cultivated, as well as how science can be worthier of trust. They say, “When 

institutional and social practices facilitate and sustain warranted public trust, people will be more 

likely to find consensus views credible” (150). Not clear consensus alone, but also transparency in 

the basis for conclusions and addressing conflicts of interest, scientific misconduct, improper 

influence of values, and science reaching beyond its domain of expertise into policy all help support 

greater public trust in scientific conclusions.  

Goldenberg (2021) and de Melo-Martín and Intemann (2018) point to a special problem of mistrust 

of science in marginalized communities. In some marginalized communities, such as Black and 

Hispanic and Latino communities, there is warranted mistrust of science, especially medicine, due 

to a long history of unjust medical practices and medical research unresponsive to their 

communities’ needs. This is not misplaced distrust that can be remedied by more clearly describing 

the nature of science’s epistemic authority. Rather, it is warranted distrust that requires new 

solutions. I will circle back to the topic of warranted distrust of science at the end of Chapter 5.  

According to Oreskes (2019), the goal for public trust in science is “informed trust in the consensual 

conclusions of scientific communities” (60). On Goldenberg’s gloss, the goal is “well-placed trust in 

expert sources” (164). Trust inherently involves choosing to accept another’s authority. But the 

requirement of ‘informed’ or ‘well-placed’ trust indicates that scientific institutions must earn and 

maintain the trust of the public. The acceptance of misinformation instead of scientific knowledge is 

a downstream symptom of a crisis in trust. The most direct influence the institutions of science have 

over this crisis in trust regards their own practices, which are instrumental to the trustworthiness of 

science. Improvements to these practices might include expanding diversity and equity in science; 

addressing financial conflicts of interest and industry influence, especially on health research; 

addressing the improper influence of values; transparently communicating the basis for scientific 

conclusions; and targeting scientific and public-health messaging to address communities’ values 

and concerns (de Melo-Martín and Intemann, 2018; Goldenberg, 2021).   

Thus expanding public trust is science is not just an exercise in educating the public about the 

content of scientific knowledge and the nature of scientific expertise. What’s needed is a public with 

(1) warranted belief that the institution of science is trustworthy and (2) the ability to sift through a 

variety of potentially relevant scientific sources of expertise, knowing when to defer to scientific 

expertise and when (and how) to attend to challenges from mavericks and outsiders. Notice that this 

might inform our selection among goals for scientific literacy identified in Chapter 3. The epistemic 
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authority of science is undoubtedly great, but a sober look at the scientific establishment also reveals 

ways in which science could be made more deserving of the trust of all segments of the public.   
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Chapter 5 

Participation in Science  

Behind any scientific investigation are people. Scientists, also their postdocs, students, and lab 

techs—also their employers, their funders, the colleagues who will read their articles, the journalists 

they may or may not correspond with about their research. All of these people have cultural 

backgrounds, are members of social communities, and have their own personal takes on things. Any 

examination of science and the public would be incomplete without considering the people—

members of the public in their own right—that conduct, support, and communicate science. This 

chapter thus focuses on participation in science.  

This focus is also inspired by the endpoint of the previous chapter: the need for science as an 

institution to improve its trustworthiness is an important facet of science’s general obligation to the 

public that I sketched in Chapter 1. Perhaps part of the solution is to expand participation in science, 

especially from communities and other groups typically underrepresented in and underserved by 

science.  

Expanded participation in science can take two forms. First, this can involve a larger number or 

wider range of people becoming professionally engaged in scientific research, which relates to the 

widely recognized priority of increased diversity in STEM practitioners. Second, this can involve the 

participation of amateurs in scientific research, which is a research tradition in a variety of natural 

and social sciences, ranging from astrophysics to community psychology. I discuss each of these 

forms of participation in turn, the first in 5.1 and the second in 5.2, considering the significance of 

each for science’s relationship to public institutions and communities. In 5.3, I consider the promise 

of expanded participation in science to improve science’s trustworthiness and, more broadly, public 

trust in science.  

 

5.1 Diversity and Agendas 

One obvious way to expand participation in science is to increase the variety of types of people who 

pursue STEM careers. Conceived most broadly, diverse participation in science means that the 

professional participants in science (researchers, graduate students, laboratory technicians, and 

more) embody a wide variety of traits. Swartz et al. (2019) list the traits relevant to diversity in 

science as including: “background, age, gender, sexual orientation, race, ethnicity, culture, religion, 

geography, disability, socioeconomic status, area of expertise, level of experience, thinking style, and 
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skill set.” Often, special attention is placed on traits that relate to social identity, and especially social 

identities underrepresented in science. This is because underrepresentation of some social identity or 

identities results in the institution of science varying systematically from the surrounding society. 

Social identities underrepresented in contemporary science include (at least) women, sexual and 

gender minorities, racial and ethnic minorities, residents of the Global South, people with 

disabilities, first-generation college students, and people from low socioeconomic backgrounds. 

Special attention is also generally placed on the diversity of lead researchers: academic and non-

academic scientists, engineers, and medical researchers and professionals. These positions tend to be 

more visible and better compensated than other careers in STEM, and the people in these positions 

collectively tend to be less diverse, with a number of social identities significantly underrepresented 

in comparison to the broader population.  

There is now a great deal of attention to improving diversity, equity, and inclusion in STEM 

education and STEM careers—that is, to increasing the extent to which the range of social identities 

of professional participants in science mirrors the range of identities in society at large. The U.S. 

National Science Foundation has long prioritized broadening the participation of groups 

underrepresented in STEM, including women, minorities, and people with disabilities, in its funding 

opportunities and its strategic plans. Diversity, equity, and inclusion is also a focus area of the 

American Academy for the Advancement of Science (AAAS), which conceives of its role as to 

“expand access to STEM education, strengthen and diversify the science and technology workforce, 

and amplify underrepresented and marginalized voices within STEM” (AAAS website). 

In philosophy, the value of diversified professional participation in science has been discussed in 

depth in literatures on feminist philosophy of science and on relationships between values and 

science. Those discussions have largely focused on the epistemic grounds for diversified professional 

participation. These are of central importance, but I want to consider first how ethical considerations 

motivate diversifying professional participation in science. Earlier discussion in this Element 

immediately suggests one ethical motivation, namely, greater equity and inclusion. Professional 

participation in science is a very important interface between science and the public. As mentioned 

in Chapter 1, 23% of the total U.S. workforce in 2019 participate in STEM careers (Okrent and 

Burke, 2021). Professional participation in science provides direct benefit in the form of monetary 

compensation and social status, and it may also provide indirect benefits such as an insider status in 

science and epistemic advantage related to increased scientific literacy.  

Professional participation in science should be as inclusive as possible for reasons of justice. This is 

especially crucial insofar as a number of social groups have historically been excluded from and 



 50 

underserved by science. Recall the discussion of science’s obligation to society in Chapter 1. There I 

suggested that, due to science’s contribution to social inequality, the institution of science bears an 

obligation to ameliorate inequalities; creating and expanding support for diversified professional 

participation in science is one obvious way to respond to that obligation. Further, I suggested that 

extensive societal investment in science education has created an obligation to for the institution of 

science to recompense this with career pathways, opportunities to participate professionally in 

science. Such opportunities should be afforded maximally equitably. Both of these obligations are 

meaningfully advanced by the institutions of science putting resources toward expanding diverse 

participation in science.  

A second reason for diversifying professional participation in science regards the benefit this has 

simply for the sheer number of people pursuing STEM careers. To the extent that people with social 

identities underrepresented in science have less ready access to educational opportunities and career 

advancement in science, this artificially depresses the number of people with pathways into STEM 

careers. This reason for greater diversity in science is implicit in the ‘pipeline’ metaphor that was, at 

least until recently, predominant in discussions of equitable science education and career pathways. 

The motivation behind this argument is ultimately epistemic: scientific knowledge is advanced faster 

and more fully the more able minds are recruited to participate in its advancement. As Goldenberg 

puts the point: “when scientific training is accessible and inclusive for traditionally underrepresented 

groups, the most talented workforce can be generated” (2021, 179).  

A third reason for increased diversity in science, also epistemic in its motivation, stems from the 

recognition that not just sheer numbers of scientists but also the inclusion of scientists with different 

perspectives and values contributes to knowledge production. In this case, the advantage lies in 

making available different starting points that may prove fruitful, as well as opening up additional 

angles for critique. Ideas cultivated in feminist theory and feminist philosophy of science have been 

used to motivate this idea, including standpoint epistemology (Harding, 1991) and contextual 

empiricism (Longino, 1990, 2002). Over time, this reason to prioritize diversity in science has gained 

wide traction in science and in popular media. This benefit of expanded diversity in science does not 

simply motivate greater diversity within existing scientific institutions, as these are 

disproportionately Western and incorporate Western priorities and methods, but also motivates 

greater national diversity in scientific institutions (Sanches de Oliveira and Baggs, 2023).  

These last two reasons to invest in a diversified STEM workforce regard science’s intrinsic aims of 

knowledge production, while the first reason I mentioned, a basic consideration for equity of access, 

regards science’s relationship to the public. A fourth reason for diversity in science brings us back to 
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consideration of science’s relationship to the public: a greater diversity of professional scientists is an 

opportunity for more communities to have direct personal connections with scientists and to see 

their values and priorities reflected in the practitioners of science. This is relevant to science’s 

relationship to the public insofar as expansive personal connections into science can be expected to 

expand public support for science, to assist with scientific literacy—especially in identifying relevant 

scientific expertise—and thereby to increase the perception of science’s trustworthiness. This 

connects to the facet of science’s obligation to society outlined in Chapter 1 that consists in 

cultivating the trustworthiness of science.  

These reasons for diversified professional participation in science are summarized in Table 5.1, 

which also includes one further reason I motivate just below. One rationale for cataloguing these 

many reasons is that each stems from different motivations, and each leads to somewhat different 

goals for the diversification of science. Of course, one need not choose among these reasons, as all 

can be furthered by broad attention to diversifying professional participation in science. But this does 

highlight different types of motivations and different prioritizations that efforts to diversify science 

might have.  

 

Reason to diversify professional 
participation 

Motivation for reason Goal of diversification 

Justice and equity of participation Ethical: Science’s obligation to 
ameliorate inequality and 
distribute career pathways 

Equitable sharing in the benefits 
of professional participation in 
science 

Additional scientific talent Epistemic: Increasing the 
successful development of 

scientific knowledge 

Maximizing involvement of 
prospective professional scientists 

Diversifying perspectives and 
values 

Epistemic: Increasing the 
successful development of 
scientific knowledge 

Maximizing breadth of 
perspectives and values shaping 
research 

Expanding science’s relationship 
to the public 

Practical and ethical: Support for 
science; science’s obligation to 

cultivate trustworthiness 

Maximizing breadth of social 
connections with professional 

scientists 

Enhancing the epistemic 
accountability of science 

Political: Science’s obligation to 
generate knowledge and products 
in society’s best interests 

Maximizing the extent to which 
scientific knowledge serves public 
and community priorities 

Table 5.1: Reasons to diversify professional participation in science, as well as their goals and 

motivations.  
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I’ll develop in a bit more depth one further reason to diversify professional participation in science, 

namely, ensuring that scientific advances reflect public priorities, and the priorities of a greater range 

of communities. I’ll call this enhancing the epistemic accountability of science. In a sense, this 

combines the epistemic motivation of diversifying perspectives and values of practicing scientists 

(the third reason introduced above for diversity in science) with the practical and ethical motivation 

of expanding science’s relationship to the public (the fourth reason introduced above). The thought 

here is that ensuring that the perspectives and values of practicing scientists mirror those of diverse 

social groups and communities can support the production of scientific knowledge that serves those 

groups and communities. This contributes to science’s obligation to generate knowledge and 

products in society’s best interests (see Chapter 1)—and thus to discharging science’s obligation to 

the public.  

Why think greater diversity of practicing scientists can help ensure that scientific advances reflect 

public priorities, and the priorities of a greater range of communities? This idea relates to 

considerations of roles values play in science, particularly how values influence the specifics of 

research agendas. Recall from Chapter 3 how scientific understanding is highly specific to its aims. 

The basic idea of that discussion is that scientists’ individual characteristics, including their social 

identities, can influence their research programs. That influence shapes, first of all, what is 

investigated—whether to prioritize cancer research or heart disease research, for example—but then 

also what specifically about those phenomena scientists seek to understand, predict, influence, etc. 

Beyond this, the philosophical literature on values in science has mapped many other ways in which 

social values of scientists influence research: in how variables are operationalized, evidential 

standards, and much more; see Elliott (2022) for an overview. All of this means that stakeholders in 

science decide (actively or passively) what kinds of scientific knowledge we amass. This is a step 

beyond the earlier point that a diverse group of scientists is better able to generate legitimate 

knowledge: the idea here is that the knowledge generated is more reflective of societal concern. This 

influence of broadened participation in science is explored by Elliott (2017, 2022) and Schroeder 

(2022), among others.  

Consider, as an example, biomedical research on cancer. A significant amount of research has 

focused on cancer genomics; consider as just one example the $1.5 billion, 10-year Human Cancer 

Genome Project. Note that it was a choice to invest those funds in cancer genomics rather than into 

research on social determinants of cancer. This is so for each dollar; it is also so for each newly 

minted scientist. The scientific establishment can and does pursue both projects. But the investment 

is more or less zero sum, and social determinants of health tend to get much less investment than 
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genomics. These are two features of cancer that, on purely epistemic grounds, are both worthy of 

investigation. If the focus is on decreasing cancer burden, social determinants of cancer are clearly 

the winning research program. A focus on generating advance cancer treatments or theoretical 

knowledge of cancer biology instead pushes toward genomics research.  

Schroeder (2022) describes how value judgments that influence scientific research can be assessed 

from a political perspective, including according to whether and to what extent the values are shared 

by the public. Misalignment between the specific focuses of dominant research agendas and the 

concerns of public institutions and communities is arguably a failure of science to serve those 

institutions and communities, and thus to live up to science’s obligation to society that I have 

emphasized. Diverse participation in science can mitigate this by shaping research agendas in ways 

that reflect the concerns of the diverse communities and public institutions in which scientists 

participate.  

An emphasis on this last reason for diversity in science, what I have called the epistemic 

accountability of science, also has implications for what features of diverse participation in science 

are important. Insofar as this aim for diversity is endorsed, it’s not sufficient to enable a broader 

range of professional participants in science: scientists and students with social identities 

underrepresented in science also must be supported in bringing those identities into their scientific 

work, to inspire and shape their research priorities. This also may reveal a broader range of social 

identities that are relevant to representation in professional science, insofar as different communities 

and groups that differ along a number of dimensions have distinctive values and interests.  

 

5.2 Participatory Research 

Now let’s consider a second form of participation in science: amateur or non-professional 

participation in scientific research. I’ll use as an umbrella term ‘participatory research’. One might 

define this as scientific research with any role for members of the public in scientific research that 

goes beyond the traditional role as research subjects. The Cornell Lab of Ornithology has a long-

running and well-known initiative in which members of the public help to collect data on bird 

breeding habits, courtship behaviors, habitats, color morphs, and more. Public participation in data-

gathering enables the collection of more data and in a broader range of circumstances. In 2012, some 

communities across Pennsylvania and New York began water-quality monitoring in response to 

nearby fracking, partnering with scientists with practical impacts for water quality protection in the 

region (Kimura and Kinchy, 2019).  
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The inclusion of public participants in scientific research is well established in some fields, such as 

ecological research and environmental health, the disciplines of the two examples just mentioned. 

Participatory research is also gaining traction in a much broader range of fields. The practice can 

have a range of benefits for research, but its primary appeal is often societal in nature, namely, as a 

way to increase public accessibility or community impact of the research. As participatory research 

traditions have developed, different names have been established in different fields and subfields for 

these practices: citizen science, community science, community-based participatory research, action 

research, and many more (Vaughn and Jacquez, 2020). These differences in terminology mirror 

differences in how members of the public tend to be included and with what goals, with one 

tradition emphasizing augmentation of science’s research power and a separate tradition 

emphasizing the potential for societal impact (Ottinger, 2017).  

Thoughtfully pursued participatory research may be uniquely valuable to furthering science’s 

obligation to public need and interests. The development of participatory research methods in 

science expands one of the main relationships between science and the public, namely participation 

in science (see Figure 1.1 in Chapter 1). This expanded participation can in turn contribute to 

improving other relationships between science and the public.  

For one thing, participatory research is a marvelous opportunity for increasing public understanding 

of science. Participatory research projects carried out across a range of scientific disciplines, with a 

wide variety of focuses and relevant communities, enable members of the public who will never be 

employed in STEM careers to nonetheless have personal, situated involvement with science in 

practice. These experiences may be able to increase public participants’ understanding of scientific 

methods and their rationale; when science is relevant to their goals; how to seek scientific expertise 

that furthers those goals; and why, when, and about what to trust scientists—all potential targets for 

scientific literacy (see Table 3.1). Deploying participatory research opportunities thoughtfully and 

systematically in formal science education settings, as they sometimes are, maximizes this potential 

contribution to public understanding of science.  

Participatory research can also expand science’s relationship to public communities in a way that 

goes beyond what is achieved through diversified professional participation, especially regarding 

how scientific aims reflect community priorities. What I have in mind extends the idea developed 

above in section 5.1 of importing community values and concerns into science to help science more 

fully and equitably serve public communities and institutions. Participatory research has the 

potential to better align scientific research goals with the values and concerns of relevant 

communities, to the end of making the research more valuable to those communities.  
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Regardless of background, scientists can be expected to share at least some aims, such as establishing 

a publication record, advancing knowledge, perhaps specific aims related to employer or funding 

body (Dunlap et al., 2021). Scientists are also trained into specific cultures of science and medicine, 

which include professional value systems, expectations regarding communication format and 

specific professional norms, and what is recognized as legitimate and important questions or goals. 

These shared aims and cultures are important to scientific success, but they also can limit the 

influence of divergent community aims and cultures on scientific activity.  

In this brief discussion of the potential of participatory research to improve relationships between 

science and the public, I have assumed participatory research is carried out in a way that enables the 

research to reflect community values and the participating public to truly share in the research. 

These are strong assumptions that go unmet in many participatory research projects. So, I will close 

this section with a discussion of what’s needed for participatory research to play these societal roles, 

potentially an important contribution to discharging science’s obligation to the public.  

Consider the question of what value participation in research has for public participants. This value 

is shaped by the extent of their participation. In some projects, like the Cornell Lab of Ornithology, 

public participation consists solely in data collection. This is especially common in citizen science 

projects as practiced in natural science fields like biology and astronomy. At the opposite end of the 

spectrum, the participating public might be involved from the earliest stages of research design 

through the full research project, helping to shape research questions, study methods, conclusions 

drawn, and all the other decisions made along the way. This degree of public participation is perhaps 

most common in community-based participatory research and action research projects as sometimes 

practiced in the social sciences and community health research. Another variety of extensive public 

involvement is when community groups initiate the research, finding scientists willing to work with 

them on the goals they have already identified. This pattern is exemplified by the water-quality 

monitoring research mentioned above and other research profiled in (Kimura and Kinchy, 2019). 

See Shirk et al. (2012) for a deeper discussion of these types of participatory research.  

What extent of public participation is valuable to the participating public depends on their goals for 

the research and their participation in it (Kimura and Kinchy, 2016; Dunlap et al., 2021). If, for 

instance, the participating public is motivated out of sheer interest in the investigation, a desire to be 

involved in research, or the simple educational goal of exposure to ongoing scientific research 

activities, involvement solely in data collection can suffice. It is certainly easier to involve public 

participants, and a greater number of public participants, in this capacity than in more integral roles 

in the research. If, in contrast, participant goals include influencing the specific aims of the research, 
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understanding the research findings, or supporting research directed to social ends they care about, 

then deeper involvement is necessary.  

In some cases, members of the public are motivated to get involved in participatory research not 

because of any direct benefits to them as participants but in the hope that their participation 

increases the value of the research for their community or broader society. When such a motivation 

is the goal—or one among many goals—then public participants generally must be involved as full 

research collaborators rather than mere data collectors. Without equal standing as the professional 

scientists involved and equal access to information, public participants can’t hope to shape the 

research in ways that benefits their communities.  

The point here, then, is not that maximal public involvement in research is always better but rather 

that public participation in scientific research is best able to further societal needs by structuring the 

extent of public participation according to public participants’ goals for their participation (Dunlap et 

al., 2021). Indeed, there are also practical benefits of prioritizing the participating public’s goals in 

research design, as this will make research participation more desirable to potential participants, 

resulting in the researchers having an easier time of recruiting participation from the public. In 

summary, scientists developing participatory research projects should consider what the 

participating public stands to gain directly from their participation in this scientific research, and 

whether and to what extent their involvement satisfies their goals.  

Furthermore, it’s best if the goals of potential public participants aren’t assumed at the outset but 

rather explicitly analyzed in an early step of research design (Evans and Potochnik, forthcoming). 

This will enable researchers to structure opportunities for public participation such that they are best 

positioned to meet participants’ goals. It also enables the research to reflect the priorities of the 

public institutions and communities from whom participants are to be drawn. This is essential if 

participants’ goals include impact on their community, and it is essential if participatory research is 

to be a pathway for the priorities of public institutions and communities to influence scientific 

research agendas, as suggested earlier in this discussion.  

 

5.3 Participation and Public Trust in Science 

So far in this chapter, I have discussed reasons to expand professional and public participation in 

scientific research. My main focus has been on how diversifying professional participation in science 

and participatory scientific research can each enable the scientific enterprise to improve or deepen its 
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relationship to public institutions and communities. Among other relationships between science and 

the public explored in those sections, I have motivated the idea that both forms of participation can 

contribute to how well scientific research agendas reflect the goals and concerns of a diverse public. I 

have also investigated how this idea can bring to light important features of diversity in STEM 

efforts and of participatory research design. I conclude this chapter on participation in science by 

considering the potential of both forms of expanded participation to improve public trust in science.  

There are a few ways in which broadened participation in science may support public trust in 

science. First, I want to return to my focus above on how both diversifying science and participatory 

research support improved alignment of scientific research priorities with societal aims. Diversifying 

science helps to ensure professional participants in science reflect the full range of social identities 

across public communities and bring those identities to their research, which will contribute to 

research aims better reflecting the breadth of priorities in the population at large. Thoughtfully 

designed participatory research, meanwhile, more directly imports community concerns into 

research aims and design (Fiorino, 1990). For participatory research, the relevant communities can 

be directly targeted for inclusion.  

Schroeder (2022) helpfully distinguishes between ethical and political approaches to managing 

values in science: the former involves ethical deliberation to determine the right values, whereas the 

latter relies on deliberative process to ensure societal responsiveness, setting aside the question of 

which values are correct. As I have developed the idea here, both diversifying science and 

participatory methods stand to contribute to the political legitimacy of values in science: both offer 

means for more effectively incorporating the full range of community values into scientific research. 

Elliott (2017, 2022) also motivates both of these forms of inclusion in science as ways to ensure 

scientific research is more responsive to community concerns. He motivates a political rather than 

ethical approach insofar as it is difficult to arrive at broadly shared ethical conclusions: “When 

ethical principles are less settled, science should be influenced as much as possible by values that 

represent broad societal priorities” (2017, 14).  

A second benefit of broadened participation in science for public trust regards transparency. 

Thoughtfully conducted public participation in research can offer participants insight into all the 

influences on the research and an opportunity to object to features they deem problematic. 

Participatory research and diversity in science offer an indirect form of this benefit to communities in 

which professional scientists and public participants are embedded. Elliott (2017, 2022) and 

Schroeder (2022) both emphasize this value of broadened participation in science as well. As Elliott 

puts the point, “When scientists are open about their data, methods, and assumptions, it ideally 
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allows others to recognize how values have influenced scientific work, so they can decide how they 

want to respond to it (e.g., accepting it, rejecting it, or reinterpreting it)” (2022, 46).  

For this reason, the open science movement also has been suggested as a way to support increased 

public participation in science (e.g. Leonelli et al., 2015). Open science is a set of practices to support 

widespread free access to research findings, including but not limited to open-access publication, 

where scientific articles are freely viewable online to anyone. Rendering the process and products of 

scientific research more visible to a broad audience can enable familiarity with research practices 

that can support research involvement or even research activity conducted wholly outside 

institutional science. In the context of the present focus on participation in science as facilitating 

public trust in science, it’s worth noting that open science also can increase transparency in science, 

one of the focuses in Chapter 4’s survey of calls for science to become more trustworthy.  

I want to propose that a third benefit broadened participation in science may have for trust in science 

consists simply in increasing the extent of contact between scientific research and the public 

(separate from any implications this may have for the management of values or alignment of 

research with community priorities). As mentioned in section 5.1, broadened professional 

participation in STEM increases the contact points of a variety of communities, including those 

traditionally underrepresented in and underserved by science. Increasing contact between science 

and the public via participatory research has the potential not only to increase contact points with 

science but also to disrupt traditional power dynamics that can damage public trust. Direct 

involvement of public participants in carrying out research and, especially, in designing research 

conveys that the research belongs to the public. This third proposed benefit of expanded 

participation in science consists simply in the sense of inclusion—and fact of inclusion—in which it 

results.  

Goldenberg (2021) motivates both these forms of broadened participation in science—focusing on 

health research and practice in particular—as necessary means toward addressing the crisis in public 

trust she diagnoses (see Chapter 4 above). She suggests that the benefits of diversity include greater 

sociocultural competencies to work with a diverse public, as well as “challenging entrenched 

attitudes and practices” in professional health research and care settings that are problematic (181). 

Goldenberg emphasizes the potential for community participation in research and practice to 

“further health equity goals not only by crafting and honing effective interventions but also by 

empowering members of underrepresented communities” (181).  
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In sum, the benefits that further diversifying professional participation in science and expanding 

effective use of participatory research methods may have for public trust in science include making 

science more inclusive, more transparent, and its findings more just. (The order of these is reversed 

from how I introduced them just above.) Greater inclusivity results from expanding the range of 

people with direct or indirect grounds for believing scientific research is shaped by their 

communities. Greater transparency results from opening windows onto processes of scientific 

research and providing opportunities to shape its trajectory. And greater justice of scientific findings 

is procedural, resulting from maximizing routes whereby the concerns of relevant communities, even 

if those concerns vary and shift over time, can effectively influence scientific research. Each of these 

benefits makes science more worthy of public trust, and, beyond improving science’s 

trustworthiness, inclusivity and transparency also create opportunities for greater trust to in fact be 

cultivated.  

Both forms of participation—diversifying professional participation in science and including 

community members as partners in research—are current priorities and practices in at least some 

parts of the scientific enterprise. These are thus real means at science's disposal in the project of 

improving its relationship to public institutions and communities. Taken together and working in 

tandem, these have the promise to be a vehicle for improving science’s trustworthiness and public 

trust in science. Other institutional changes to science still might be needed to bolster public trust, 

but broadened participation in science stands to address at least some of the needs for increasing 

trust in science identified in Chapter 4.   
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 Chapter 6 

Science in Service to the Public 

In Chapter 1, I argued that the scientific enterprise bears an obligation to public institutions and 

communities in virtue of its societal support, its societal value, and its contributions to societal 

problems. Chapter 2 detailed the interrelationships among science, philosophy, and the public in 

early twentieth century Vienna, as a model of deep interrelationships among disciplines and public 

discourse and concern, to expand our sense of possibility for these relationships. The current limited 

modes of public engagement with science (and philosophy thereof) aren’t necessary and, in fact, 

have been very different—at a time when science, philosophy, and society were all undergoing 

dramatic change. The subsequent chapters, 3-5, examined in turn public understanding of science, 

public trust in science, and public participation in science. These chapters provide resources for a 

deeper consideration of science’s obligation to the public, as introduced in Chapter 1. This final 

chapter thus ends by returning to the question of science’s obligation to the public.  

In 6.1, I suggest Chapter 5’s conclusions regarding the value of broadened participation in science as 

a way for public communities to play a greater role in shaping scientific research priorities. This 

inspires an approach to determining scientific research priorities that I call responsive science. In 6.2, I 

more fully develop an account of how responsive science shapes scientific priorities by addressing 

two concerns about this approach. Finally, 6.3 examines how responsive science and other resources 

introduced in this Element help clarify and address science’s obligation to the public. I conclude by 

considering more fully the roles philosophers of science in particular can play in fulfilling this 

obligation.  

 

6.1 Responsive Science  

An inescapable question about science regards what research aims should be pursued. This question 

occurs in at least two forms: first, it seems some research aims should be off the table entirely, 

objectionable on empirical or ethical grounds; second, there is always a question of where to invest 

resources. These resources include monetary investment, like grant funding and research 

infrastructure, as well as human capital—what scientists are trained and encouraged to study. The 

idea raised in Chapter 3 that subtle differences in specific research aims in turn influence the nature 

of the findings (as developed in Potochnik, 2017) only amplifies the significance of these questions 

about which research aims should be pursued, and to what extent. In my view, these questions about 
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research priorities deserve much more explicit consideration in the institutions of science as well as 

in public discourse than they typically receive.  

Philip Kitcher, among others, appreciates the need for scientific research questions to be responsive 

to public interest. Kitcher (2001) suggests a hypothetical process of “ideal deliberation” that involves 

training up a representative group in the details of scientific inquiry, then seeking their consensus on 

priorities for scientific research. Their deliberation is to take into consideration not only the interests 

of their group but also the interests of others they represent and future generations as well. Science is 

well ordered, Kitcher claims, when its research priorities match what such an ideal deliberation would 

entail.  

In Chapter 5, I explored how continued efforts to diversify professional participation in science and 

to engage public participation in research might lead scientific research priorities to better reflect the 

priorities of diverse public communities. If this is right, then broadened participation in science is 

poised to contribute toward answering these questions about research priorities, as then science will 

to some extent take on research priorities reflecting the priorities of public institutions and 

communities, in all their variety. This proposal has something in common with Kitcher’s project. 

My proposal is a suggestion for how scientific research can achieve a better match between scientific 

research priorities and public interest. And, like Kitcher’s project, I suggest that achieving such a 

match would improve science’s ethical standing, making it more worthy of public trust and 

investment. In light of these similarities, I want to point out what I think are some advantages of this 

proposal I’ve sketched in comparison to Kitcher’s vision of well-ordered science.  

Kitcher’s proposal for determining what scientific research should be prioritized imports resources 

from political philosophy into philosophy of science, insofar as it employs ideal theory. Ideal theory 

is an approach of considering idealized agents and social and reasoning processes so as to identify an 

ideal endpoint that can serve as a normative goal, a regulative ideal. Ideal theory is in some ways 

similar to how idealized representation is used in science to determine behaviors that more complex, 

real systems only approximate—as with the ideal gas law. The difference is that, with ideal theory in 

political philosophy, the endpoint is not just thought to be an approximation but is taken on as an 

ideal to be pursued (Mills, 2005).  

In my view, ideal theory, whatever its merits, is the wrong tool for the job when considering what 

scientific research should be pursued. The value of ideal theory consists in its ability to 

accommodate divergent values and circumstances that must be transcended if a single ideal endpoint 

is to be found. (Though see Mills, 2005, for concerns about ideal theory as a tool even in this context 
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of moral theorizing.) Thankfully, identifying such an ideal endpoint, a static description of well-

ordered science, is not necessary for science. For one thing, the epistemic and social landscape in 

which scientific research occurs is always shifting. Scientific advances and breakthroughs change the 

epistemic landscape for future research projects, while political changes and shifting societal needs 

change the social landscape for future research projects. Thus, how scientific research should be 

focused should be expected to be in a state of continuous change and constant renegotiation rather 

than approaching an ideal that incorporates the viewpoints of all present and future stakeholders. 

The concern here is not that ideal theory cannot accommodate changing conditions but rather that 

continual change makes it unnecessary to identify a single, just distribution of research priorities.   

Further, even at a given point in time, there’s no need to identify a single ideal distribution of 

scientific research priorities. In political theory, this is sometimes taken to be necessary insofar as a 

community of individuals needs to agree to a single form of governance. No such centralized 

coordination or agreement is needed among those pursuing scientific research. Instead, each 

individual participant in science can make decisions that influence the overall distribution of 

research priorities—about their next research priorities, what degree program to pursue, what grants 

to fund, and more—without awareness of the best overall distribution of research priorities, so long 

as a mechanism exists for the real distribution to be just. What is needed is not centralized 

coordination but localized adjustment. Indeed, centralized coordination or a centralized vision is 

made especially difficult by the wide range of scientific research and the wide range of community 

concerns this research may relate to.  

Because of the diversity of social communities and scientific research projects and the continuously 

evolving nature of both science and society, an ideal endpoint is not a helpful conceit for theorizing 

the normative considerations at play for scientific research pursuits. What’s needed is not a 

hypothetical agreement to specify an ideal endpoint but instead procedures: ways to adjust the 

institution of science so that it better connects to and reflects the values and priorities of public 

institutions and communities, in all their variety. Diverse professional participation in science and 

expanded public participation in science, I suggest, can play this role. In contrast to Kitcher’s goal of 

well-ordered science, I’ll term this proposal responsive science.  

Responsive science is a proposal for what Schroeder (2022) calls a political approach to managing 

values in science (or, at least, one basic role of values—determining the research agenda). Ethical 

approaches to managing values attempt to determine the right values to be pursued, whereas 

political approaches attempt to follow legitimate procedures for managing values. What I have 

dubbed responsive science is a proposal for ensuring scientific research priorities are responsive to 
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societal and community needs via, first, diversifying professional participation in science so that this 

participation is representative of all relevant communities and, second, incorporating sufficient 

public participation in scientific research so that community priorities effectively shape research 

goals. Note also that I take the relevance of social identities to be broader than simply values. 

Hilligardt (2022) argues that science is influenced by more than social values; she suggests the 

influence also includes social perspectives, opinions, and interests. Thus, though I refer to ‘values’ 

when addressing arguments specifically targeting values in science, elsewhere I refer broadly to 

‘values and perspectives,’ and similar.  

Elliott (2022) evaluates ethical versus political approaches to managing values in science. One 

concern he raises is that value judgments pervade scientific research to such an extent that 

identifying one political procedure to govern these judgments would be very difficult. (I address 

other concerns Elliott raises in 6.2 below.) In my proposal of responsive science, sufficiently broad 

participation in science itself constitutes the procedure. There is no need to specify an additional 

political procedure to adjudicate the roles of values, at least in determining research priorities, 

beyond the in-practice give and take among (an adequately diverse body of) professional scientists as 

well as their (sufficiently included and empowered) public collaborators. Recall from Chapter 4 that 

adequate diversity requires support for bringing one’s full identity to one’s scientific research, and 

sufficiently included and empowered public collaborators requires depth of inclusion appropriate to 

the public participants’ aims for their participation and for the research itself. So, the requirement of 

sufficiently broad participation in science is a strong requirement. An advantage of relying on broad 

professional and public participation in science to align scientific priorities with public priorities is 

that the process occurs automatically when conducting science structured in this way.  

I do not claim that what I have termed responsive science has the power to resolve all needs to 

regulate roles of values in science nor that it fully addresses how scientific research should respond to 

societal need. At the very least, the social structure of science must adequately support the necessary 

give and take among scientists and participating members of the public (Longino, 1991, 2002). For 

some research topics, other forms of public input may also be important (Fiorino, 1990). I also think 

society would benefit from a more robust, ongoing public conversation about what scientific 

research goals to prioritize. But I do propose that responsive science—diversified professional 

participation in science coupled with sufficient public participation in scientific research—is an 

important tool for aligning scientific priorities with public priorities. Responsive science uses a 

political approach of specifying process rather than goal, and it does not rely on an idealized 
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procedure of achieving agreement. Creating responsive science via broadened inclusion is, I suggest, 

an important means to shifting institutional science toward science in service to the public.  

 

6.2 Legitimate Scientific Priorities  

In 6.1, I used resources developed in Chapter 5 to propose a strategy for just determination of 

scientific research priorities that I called responsive science. Here I more fully develop an account of 

how responsive science shapes scientific priorities by addressing two concerns one might have with 

that strategy. One concern someone might have with my proposal of responsive science is that 

scientific research priorities being shaped by public priorities in this way might lead science to focus 

too fully on applied research with clear practical application rather than visionary basic research. I’ll 

call this the problem of dark matter research, as I can imagine highly theoretical cosmological 

research is one research priority potentially overlooked by members of the public untrained in 

science and facing a litany of real-world problems. A second concern someone might have is that, if 

science better reflects the full range of social values held by one or another community, it may 

inherit pernicious priorities from some segments of the public. This is the worry that the political 

approach to managing values offered by responsive science is not sufficient to guarantee that science 

is shaped only by ethically acceptable values. Let’s call this the problem of pernicious priorities.  

What I’ve called the problem of dark matter research is the worry that, if scientific research priorities 

are increasingly yoked to matters of public concern, those priorities will become ever more practical 

and applied, and science will miss out on investigating fundamental questions about the universe 

and life, as well as any basic research where practical applications aren’t yet obvious. I think, to 

some extent, we might indeed anticipate such a shift. Surely aiming for scientific research priorities 

to reflect public priorities would inspire a relative shift of resources away from research focused 

purely on abstract understanding toward research with application for social benefit. Consider the 

billions of dollars spent on cancer genomics research compared to the relatively small amount of 

funding dedicated to public health research into social determinates of cancer and other diseases, 

like poverty, healthcare access, and environmental injustice. To the extent that cancer researchers 

come from underserved communities facing these challenges and public participation is sought from 

such communities, we can expect a shift of resources and attention toward social barriers to health. 

If so, that’s okay—or, better put: that’s just.  

In this context, it’s also helpful to recall that responsive science obviates a need for uniform 

agreement on research priorities. Considering the example of cancer research, a shift of resources 
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toward social determinates of health does not mean that cancer genomics research comes to an end. 

There will no doubt continue to be public demand for advanced cancer treatments, many of which 

rely on genomics research. Further, genetics and genomics research has only grown as a research 

priority, in several fields of science, over the past several decades. A relative shift of resources toward 

research with equitable public benefit does not entail the abandonment of other research priorities.   

Taken to its logical conclusion, does responsive science as I’ve described it involve science 

abandoning the pursuit of pure knowledge, that is, research pursuits without any apparent practical 

applications? I think there’s abundant evidence that this would not result. For one thing, love of 

uncovering mysteries about our universe, from the cosmos to genes, is a value shared among 

professional participants in science across a wide variety of backgrounds and social identities. Nor is 

this sense of awe about our world and drive to understand more about it the special purview of 

scientists; these priorities are shared with a sizeable segment of the public as well. For example, 

Zooniverse (https://www.zooniverse.org), the largest internet platform for participatory research, 

features more than 20 participatory research projects in cosmology and astrophysics (as of May 

2023). Again, it may be that aligning scientific priorities more fully with public priorities shifts 

resources and attention more toward research with tangible benefits, but there’s no reason to think 

that basic research for the sake of human understanding will cease.  

As a reminder, responsive science is the proposal that a properly inclusive cadre of professional 

scientists, engaging relevant public communities in research those communities value, will 

organically result in a just alignment of research priorities with public concerns. This can be 

anticipated to result in a relative shift of investment toward research with practical and equitable 

applications, but there’s no reason to think this will reduce the variety of research pursued or 

eliminate the pursuit of pure, theoretical knowledge. Further, as science contributes to addressing 

inequities and social needs, the balance of scientific research priorities can be expected to shift 

accordingly, as community values and concerns change with amelioration of inequalities.  

Let’s turn now to the second potential concern I said I’d address, what I called the problem of 

pernicious priorities. One might have a concern about scientific research priorities being yoked to 

fads and passing interests of communities that are by and large scientifically untrained or, worse, to 

problematic values present in some communities. If responsive science relies solely on a procedural 

approach to determining research priorities, merely taking on the priorities of broader public 

communities, then what can ensure that scientific research—or at least some of it—isn’t driven by 

prejudices, ignorance, and unethical values, which are surely present in many communities? Note 

that science has faced this problem throughout its history. Examples of past sexist and racist research 
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priorities, as well as research based on passing fads and predicated on erroneous belief, are 

numerous. So, the question is not whether responsive science would introduce a problem of 

pernicious values but rather whether it would exacerbate or ameliorate it.  

Recall from Chapter 5 that one main advantage touted for increasing diversity in science is the 

epistemic and ethical improvement provided by more robust critique of scientific research from a 

wider variety of perspectives (Longino, 1990, 2002; Elliott, 2022; Schroeder, 2022). This is a means 

by which continuing to diversify professional participation in science can be expected to ameliorate 

pernicious values influencing research aims. Further, scientists will continue to be trained into the 

shared professional aims and cultures of science, which will be a mediating influence on the 

priorities influencing their work, both their priorities and also the priorities introduced via public 

participation. Priorities of public participants that do not reflect the present state of scientific 

knowledge or that are unethical or unjust will face scrutiny by the scientists with which they 

collaborate. The judgments of such mediating scientists are in turn indirectly shaped by professional 

norms to which they are subject. Existing training in the responsible conduct of research can be 

thoughtfully designed to better support this role for professional norms.  

This highlights the importance of the two-part structure of how I have characterized responsive 

science, depicted visually in Figure 6.1. This includes, on one hand, (a) bidirectional influence 

between science’s professional norms and a sufficiently diverse and inclusive community of 

professional scientists and, on the other hand, (b) the influence of communities motivated to engage 

and participate in various research projects on scientists that share or appreciate aspects of their 

identities or values. The former, (a), ameliorates pernicious values influencing the research aims of 

the scientific establishment, while also mediating the research priorities of scientists with a broad 

range of social identities and of the communities with which they collaborate. The latter, (b), 

dampens the influence of the scientific establishment by creating inroads for community priorities to 

shape scientific priorities. The diversity of professional scientists, with different social identities, 

ensures diverse communities can exert this influence. As noted in section 6.1, the structure of 

responsive science would not obviate the need for communities and society at large to interrogate 

their values and ethical principles. But it would provide a mechanism for scientific research to 

respond to the values and priorities of a robust variety of communities, while mediating the 

influence of those values and priorities on science with both established scientific norms and the 

values and concerns of other communities.  



 67 

 

Figure 6.1: Responsive science involves (a) bidirectional influence between science’s professional 
norms and a diverse community of professional scientists and (b) the influence of communities 

motivated to engage in some scientific research project on scientists that share or appreciate their 

identities or values.  

 

This characterization of responsive science and how it limits the influence of pernicious priorities 

still leaves one related concern unaddressed. Can responsive science, as I have described it, ensure 

that the proper communities influence scientific research? Another concern Elliott (2022) raises 

about political approaches to managing values in science, such as responsive science, is the difficulty 

of determining which communities’ values should influence some research. A variety of this concern 

applies in the context of this problem of pernicious priorities, especially regarding how public 

participants shape scientific research priorities. To return to the example of cancer research, how 

should scientists determine if the relevant population for their research is people in underserved 

communities at heightened risk for cancer or people diagnosed with cancer seeking medical 

treatment? The concerns of these communities pull cancer research in different directions.  

Part of the answer to this concern is, as described above, that there doesn’t need to be a single 

answer. Some scientists, with one constellation of interests and values, will engage with the former 

communities, while others, with a different set of interests and values, will engage with the latter 

communities. This variety is assured by achieving a sufficiently diverse group of professional 

scientists.  

Yet, in some cases, we may think certain communities should not influence scientific research at all. 

While it’s acceptable that some scientists will research social determinates of cancer while others will 

research medical treatments for cancer, the same is not so for, say, research into the value of gender-

affirming mental health support for gender-diverse individuals versus research into more effective 

approaches to conversion therapy. Conversion therapy is the widely debunked practice of attempting 
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to change a person’s sexual orientation or gender identity. Conducting additional scientific research 

into conversion therapy’s effectiveness would be unethical due to its significant recognized harms 

and also predicated on a misunderstanding of relevant scientific findings. So, what if eager public 

participants in scientific research into mental health and gender diversity urge conversion therapy as 

a research priority?  

Here too, the advocate of responsive science can turn to the professional norms to which scientists 

are subject for solution. Professional scientists and the disciplinary norms of science structure public 

participation in science. If the professional scientific community is adequately diverse, this paves the 

way for the control of imported public priorities so that vulnerable stakeholders are protected and 

current scientific knowledge is heeded. This challenge further illustrates the value of the two-part 

structure of responsive science, the intersection of diverse professional participation in science and 

broad public participation.  

As noted in Chapter 5, sufficient diversity among professional scientists also requires diversifying 

scientific norms and institutions away from the Western dominance we see at present. This is 

advanced in part by expanding participatory research approaches, especially those approaches that 

aim to incorporate public participants’ priorities and perspectives, as an alternative to “parachute 

research” often conducted in the Global South (Sanches de Oliveira and Baggs, 2023). Here too the 

value of the two-part structure of responsive science is apparent.  

This two-part structure has implications also for how participatory research should be structured. 

First, this suggests that truly collaborative participatory research is epistemically and ethically 

preferable to research occurring wholly outside institutionalized science. Even as public concerns 

should influence research priorities, engagement with professional scientists and the institutional 

norms of science are important for constraining the nature of that influence. Second, this suggests 

the need for participatory research opportunities to be thoughtfully developed to achieve engagement 

with the intended communities and incorporation of their concerns. In Chapter 5, I pointed out that 

how research participation opportunities are structured influences who will participate. If 

participatory research activities are to serve as the means for scientific research to response to public 

priorities, as I suggest in this chapter, scientists must structure opportunities for public participation 

thoughtfully, as this has ethical implications by shaping which communities’ values are reflected in 

the research.  

One might wonder whether my proposal of responsive science entails that all scientific research must 

include public participation. I don’t think this follows. Instead, the role public participation in 
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scientific research plays in responsive science suggests a guideline for when research should be 

participatory. Public participation should be incorporated in a research project when that 

participation meaningfully advances the researchers’ goals or the goals of some public communities. 

A sufficiently diverse cadre of professional scientists can help achieve this breadth of participatory 

research by ensuring a broad range of communities’ goals are recognized or even shared by at least 

some scientific researchers.  

In this section and the last, I’ve built upon Chapter 5’s discussion of broadened participation in 

science to suggest that such broadened participation can generate responsive science, a political 

approach to a more just distribution of resources and attention across scientific research priorities. I 

have not demonstrated that responsive science suffices by itself to control the influence of values on 

science. But I have argued that this strategic use of broadened participation can be expected to 

ameliorate existing pernicious priorities in science rather than exacerbate them. I suggest that this is 

a central reason to prioritize broadened participation in science, professional and public, and for the 

recognition that broadened participation is a tool for better managing the relationship scientific 

research priorities bear to public concern. Responsive science is a means for science to become more 

accountable to the public and, accordingly, more worthy of the public’s trust.  

 

6.3 Fulfilling Science’s Obligation to the Public 

In this final section, I want to return to the statement of science’s obligation to the public from 

Chapter 1 to assess what resources the discussions in this volume have provided for discharging that 

obligation. In the earlier discussion, I had suggested three features of science—its societal investment 

(a social benefit), its practical and epistemic value (a capacity to contribute to society), and its 

contributions to social problems (a social debt)—as the sources of an institutional obligation to the 

public. In virtue of what they have received, what they can contribute, and what they owe, the 

institutions of science have special obligations to society—in particular, obligations to engineer its 

relationship to public institutions and communities. In Table 1.1, reproduced here as Table 6.1, I 

propose types of obligations in response to specific sources of societal obligation. Refer back to 

section 1.2 for details about this posited obligation, including how these obligations vary across 

disciplines.  

 

Source of Societal Obligation Variety of Source Type of Obligation 
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Societal investment Monetary investment in research Advances of societal worth 

 Educational investment Career pathways; 

Public access to science’s value, 

such as knowledge and skills 

Societal value Epistemic value Knowledge and products that 
advance society’s best interests; 

 Practical value Cultivating trustworthiness 

Contributions to social problems Social inequality Ameliorating inequalities 

 Problematic innovations Ameliorating detrimental effects 

Table 6.1: Relationships among the sources of science’s societal obligations and the nature of those 

obligations. 

 

The discussions in previous chapters provide additional resources for understanding these various 

types of obligation and how they may be discharged. To start, Chapter 2 provides a model showing 

how there can be much deeper interrelationships between science and society, and the philosophy of 

science, than at present. This highlights how satisfying obligations to the public, including especially 

providing public access to science’s value, may be more continuous with scientific research than at 

present.  

On my account, it is educational investment in science that creates the obligation to provide public 

access to science’s value. One interpretation of that obligation, or an aspect of that obligation, is that 

the institution of science should provide the public with scientific understanding valuable to 

addressing public needs—individual and aggregate. Formal and informal opportunities for science 

education are not incidental to the scientific enterprise, but crucial for discharging its obligation to 

society. Further, the value of science education consists not only in creating pathways for 

professional participation in science but also in supporting public understanding of and public trust 

in science. One lesson from Chapter 3 is that effective support of public understanding of science 

requires careful attention to the specific goal(s) of understanding, that is, what about science is 

valuable for the public to understand. It also must not be neglected that understanding is just one 

feature of a constellation of attitudes toward science any individual has; others include level of trust, 

interest, personal connection, and more. Science education has the power, and the obligation, to 

target all of these attitudes.  

I also suggest in Chapter 1’s discussion of obligations that science has the obligation to cultivate its 

trustworthiness in virtue of its epistemic and practical value to society. Discussions in Chapter 4 
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reveal that this is not a simple matter of counteracting science denial but a deeper project of shoring 

up the trustworthiness of science and effective public communication of this trustworthiness. That is 

a challenging and ongoing project; some suggestions for what to attend to appear at the end of 

Chapter 4. In Chapter 5, I explore the extent to which diversifying professional participation in 

science and expanding public participation in science can contribute to this project of increasing 

science’s trustworthiness. Another aspect of cultivating trust in science is effective science 

communication. Scientists and others engaged professionally with science in the academy and in 

public-facing positions must work to provide credible and relevant scientific expertise and equitable, 

depoliticized ways to access this expertise. In today’s climate of politicized science, that must 

involve attending to the framing of messages, so that scientific expertise is not seen to be aligned 

with just one political outlook or with only some communities.  

I have mentioned already in this examination of resources for discharging science’s obligations the 

potential for broadened participation in science to support public trust in science. Beyond that, 

diversifying professional participation in science and expanding and diversifying public participation 

in science can contribute to discharging science’s obligations to ameliorating inequalities and 

detrimental effects of science: through sheer inclusion in the goods of science, as well as in better 

reflecting social priorities in science. Diversifying professional participation in science also 

contributes to equitably providing career pathways, and both contribute to fulfilling the obligation of 

broadening public access to science’s value via inclusion and via science’s increased responsiveness 

to community priorities. So much of this relates back to ensuring the values and needs of the 

public—in all their variety—influence scientific research and its relationship to the public. This is 

what I have termed responsive science. If my conjecture about the value of responsive science is 

correct, then this also contributes to discharging science’s obligation to provide knowledge and 

products that advance society’s best interests.  

This summarizes the theoretical resources surveyed in this volume for discharging the obligations I 

posited of science toward the public. What is needed to effectively discharge these many aspects of 

science’s obligation to the public is an endeavor involving (at least) the collaborative participation of 

other disciplines, including natural scientists, data from social sciences, and partnership with 

communities and relevant practitioners outside the academy. This is because skills and bodies of 

knowledge from a range of disciplines bear on effectively evaluating and responding to science’s 

obligation to society, what in Chapter 1 I termed public engagement with science. A new 

interdisciplinary series, Cambridge Elements in Public Engagement with Science, that I edit together 

with Melissa Jacquart, aims to support interdisciplinary exchanges to promote this project.  



 72 

Though the focus of this volume has been broadly on the relationship between science and the 

public, the approach and literature emphasis have been philosophical. I will close with a note on 

roles in the challenging project of public engagement with science for philosophers of science in 

particular. Philosophy of science can help respond to this obligation of science to the public by 

theorizing the relationship between science and the public, as in this volume and much research by 

other authors, some of which has been discussed above. Brigandt (2022) introduces a special issue 

laying the groundwork and exemplifying such philosophical contributions, including some work in 

partnership with scientists.  

But our field can and should also do more. Recall from Chapter 2 the tight interconnections 

philosophy of science in early twentieth-century Vienna had with a variety of fields of science, its 

contributions to public discourse, and its attention to political and social concerns. I do not suggest 

that today’s philosophy of science should, or even could, replicate that model. But philosophers of 

science can direct more attention and collaborative efforts outward, beyond our field, than has been 

the norm for most of the past century. And, we are seeing shifts in this direction (Plaisance and 

Elliott, 2022). Philosophers of science are increasingly embedded in the sciences, contributing to 

scientific progress (Laplane et al., 2019) and helping to guide interdisciplinary collaboration (e.g. 

Hubbs et al., 2020). Philosophers of science are also increasingly involved in the research, teaching, 

and practice of public engagement with science, such as Kristen Intemann’s Center for Science, 

Technology, Ethics and Society (link to: https://wetlands.msuextension.org/stes/) at Montana 

State University, Evelyn Brister’s work with the Public Philosophy Network (link 

to:https://www.publicphilosophynetwork.net), and my collaborators’ and my work at the 

University of Cincinnati’s Center for Public Engagement with Science (link to: 

https://ucengagingscience.org), to name just a few. The example of the Vienna Circle reveals that, 

as philosophy gets more deeply engaged with scientific research, both are better positioned to 

effectively engage with the public.  

The many facets of the relationship between science and the public are increasingly focal in 

philosophy of science. In this volume, I have explored a range of topics about science and the public 

that philosophers of science are exploring in their research—and that warrant additional 

philosophical exploration. I have also suggested that these topics should not simply inspire 

additional philosophical research but also contribute to philosophy of science looking outward to 

new audiences and collaborators, to assist in discharging science’s obligations to the public.   
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