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Abstract. Aristotle counts as the founder of formal logic. The
logic he develops dominated until Frege and others introduced a
new logic. This new logic is taken to be more powerful and bet-
ter capable of capturing inference patterns. The new logic differs
from Aristotelian logic in significant respects. It has been argued
by Fred Sommers and Hanoch Ben-Yami that the new logic is
not well equipped as a logic of natural language, and that a logic
closer to Aristotle’s is better suited for this task. Each of them
developed their own formalism—Sommers in form of term logic,
Ben-Yami in form of his Quantified Argument Calculus (QUARC).
I discuss Aristotle’s logic—a term logic—and attempt a compari-
son between Aristotelian logic and (i) the new logic, (ii) Sommers’
term logic, and (iii) Ben-Yami’s QUARC. I consider differences be-
tween the systems, and show how they are related to and diverge
from the new logic.
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1 Introduction

It is widely agreed that Aristotle is the inventor of formal logic. The
logic he develops remains the dominant one until Gottlob Frege intro-
duces his logical language in form of the Begriffsschrift (1879)). As one
might expect, their logics and formal languages are strikingly different.
Aristotle develops a term logic, i.e., a logic which concerns the relation
between terms. Terms can be affirmed or denied of terms, and can be
assigned different quantities.

Fregean languages, on the other hand, distinguish different elements,
such as predicates-symbols, individual-constants, variables, and logical
symbols[] This goes beyond the language of term logic in several re-
spects. In particular, terms most closely correspond to certain predicate-
symbols, but not every predicate-symbol can easily be considered to be a
term. Moreover, the Fregean language knows quantifiers which directly
indicate something like the quantity in question, whereas Aristotle’s term
logic does not include them ]

Fregean languages are a success-story. Ever since their introduction,
they almost completely superseded term languages. The power and
flexibility of Fregean languages made the term approach pretty much
obsolete—which is also one of the main reasons to prefer Fregean lan-
guages. This, however, does not mean that there is no competition; and
it is the competition that we are interested in here.

Two of the competitors are Fred Sommers’s so-called Term Functor
Logic (TFL) and Hanoch Ben-Yami’s so-called QUantified ARgument
Calculus (QUARC). Both Sommers and Ben-Yami point towards Aris-
totelian logic as a potential ally, and as a reason to reject Fregean lan-
guages. This is why I consider Aristotle’s approach as a base for both TFL
and QUARC. Moreover, as both systems attempt to replace the Fregean
approach, it is necessary to compare them to it. Overall, we are inter-
ested in a somewhat four-fold comparison between Aristotle’s logic, the
Fregean approach, TFL, and QUARC.

This paper is structured as follows. Section [2] discusses Aristotle’s
logic. Section [3] provides a generic picture of the Fregean approach as
currently understood, but in a form more suitable for our purposes. Sec-
tion [] introduces Ben-Yami’s QUARC and Section [5| Sommers’s TFL;
Section [0] compares the systemssystems, though I also compare the ap-
proaches within the previous sections. Section [7| concludes the paper.

Frege (1879) introduces what we now consider a second-order language; however,
only the first-order fragment is relevant here.

2Note that this does not mean that Aristotle and Aristotle’s logic do not know
quantification.
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2 Aristotle’s Logic

In Raab| (2018)), I reconstruct Aristotle’s assertoric logic in a subsystem
of QUARC, and show that the reconstruction is very close to the original
text. The target of the reconstruction is only the first few chapters
of Aristotle’s Prior Analytics (viz., APr A1-6), but I suggest how to
introduce complex terms (2018;: §3.5) which are not to be found in those
chapters. This original extension is the relevant one for our purposes,
and there is some textual evidence that that’s the version Aristotle had
in mind (see Section [2.4). We encounter the formalism in Section [2.9]

To arrive there, I don’t just consider Aristotle’s Prior Analytics, but
the whole so-called Organon. One question to be asked (but, unfor-
tunately, not really answered) is why Aristotle developed a term logic.
Another question is what counts as a term to begin with. In order to an-
swer these questions, I reconstruct parts of the Organon, though I cannot
discuss every aspect.

In the following, I put the quotations of cited passages—including the
Greek text—into footnotes (and I'd suggest ignoring them for the most

part) [

2.1 Ti Kata Tinos

The general picture is something like this. In On Interpretation, Aristo-
tle distinguishes between words (8voue/onoma)’|and verbs (pfipo/rhéma)
(Int 1, 16al)7] both of which can then be considered to be terms (8poc/
horos) (Int 3, 16b19fﬁ, APr A1, 24b1dZD. Terms on their own do not
constitute a sentence and are neither true nor false, yet they are mean-

31 follow the following translations and Greek texts (though streamline the transla-
tion of the technical terms etc.): Categories (Cat) and On Interpretation (Int):
J. L. Ackrill’s translation as printed in |Aristotle (1963)), Greek taken from |Aris-
totelis| (1949); Topics (Top): R. Smith’s translation of Books A and H as printed
in |Aristotle, (1997), all other books by W. A. Pickard-Cambridge as printed in
Barnes| (1995, Greek taken from |Aristotelis| (1958); Sophistical Refutations (SE):
W. A. Pickard-Cambridge’s tanslation as printed in Barnes| (1995), Greek taken
from |Aristotelis| (1958)); Prior Analytics (APr): G. Striker’s translation of Book A
as printed in |Aristotle| (2009), A. J. Jenkinson’s translation of Book B as printed in
Barnes| (1995]), Greek taken from |Aristotelis| (1964)); Posterior Analytics (APo): J.
Barnes’s translation as printed in |Aristotle| (1993al), Greek taken from |Aristotelis
(1964); Metaphysics (Met): W. D. Ross’s translation of Book B as printed in
Barnes| (1995), C. Kirwan’s translation of Book I' as printed in |Aristotle| (1993b)),
D. Bostock’s translation of Book Z as printed in |Aristotle (1994), Greek taken
from |Aristotelis| (1957]).

4The literal translation is ‘name’, but what’s meant is something like ‘word’.

“First we must settle what a word is and what a verb is [[Ipé&tov del 9éodon Tt dvopa
noll Tl pfjua]”.

6“When uttered just by itself a verb is a word and signifies something [a0td ptv olv
xod” abtd heyopeva ta puata dvouatd ot xal onuaiver T

™ call a term that into which a premiss is resolved [Opov 8¢ xa\& eic 6v drohleTon
7 npdTooic]”.
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ingful (Int 1, 16a1371d§b; a sentence ()\éyog/logos)ﬂ is constituted by
the combination of a word and a verb, i.e., by combining appropriate
terms. However, not every sentence is significant, i.e., true or false (Int
4, 17a3f.E[), but every significant sentence must include a verb (Int 5,
17a9f[7] Int 10, 19b121) [

More importantly, a simple sentence affirms something of something
(Tl xatd wvée/ti kata tinos) or denies something of something (ti dmod
Twvoc/ti apo tinos) (Int 5, 17a20f.E; see also, e.g., APo A2, 72a13f®—
a structure also appearing in Aristotle’s Metaphysics (e.g., Met Z17,
1041a20-2 E Aristotle also speaks of ‘compounded’ sentences (Int
5, 17a21f}°)), though it does not appear that he is concerned with them
again throughout the Organon (with, maybe, a few exceptions; see be-
low).

A sentence is made up of terms which signify something
(Int 4, 16b26fH, Int 6, 17a25f@, but, as the ‘ti kata/apo tinos’ suggests,

8“Thus words and verbs by themselves—for instance ‘man’ or ‘white’ when nothing
further is added—are like the thoughts that are without combination and sep-
aration; for so far they are neither true nor false [t pev olv ovéuaror ot %ol
o poTa Eotxe TG dveu cuvDEcEn xal Blaupéoewg vorpatt, olov To dvipnnog 1)
Aeuxov, dtav i tpootedf T olte yap Yeldoc obte dhndéc nw]”.

9In APr, Aristotle uses a different word; see below and cf. Kneale and Kneale (1962:
34f.).

10”There is not truth or falsity in all sentences: a prayer is a sentence but is neither
true nor false [oUx év dnaoct 8¢ Undpyet, olov N ebyh Aéyog wév, AN olt dhndnc
olte Peudnic).”

H¢Every statement-making sentence must contain a verb or an inflexion of a verb
[Gvaryxn BE mdvto Aoyov dmogoavtixdy éx puatog givon 1) tThoewe]”.

12Without a verb there will be no affirmation or negation [&veu 8¢ pruatoc o0Odepia
xatdpaote ovd” andgooic|”.

13 As has often been noted, Aristotle’s writings are ambiguous as to whether claims
are about linguistic expressions or about things expressed by those expressions
(see, e.g., Kneale and Kneale [1962; §I1.2). That’s less of a problem in De In-
terpretatione, but certainly so in the Categories; I generally take Aristotle to be
interested in things, not linguistic items.

1440Of these the one is a simple statement, affirming or denying something of something
[to0twy & # pév anhf oty dndgpavole, olov T xatd tvog ) Tt drd véc]”.

15«The part of a contradictory pair which says something of something is affirmation;
the part which takes something from something is a denial [pépiov 8 dvtipdoewnc
TO PEV TL %At TVOC XATdPoote, TO 88 TL Aand Tvoc andgaotc)”.

16«However, one could ask why a man is such a kind of animal. It is clear that this is
not to ask why one who is a man is a man. So what one asks is why it is that one
thing is affirmed of another [{ntioeie § &v Tic St Tl 6 dvdpwnde ot LEov Tolovdi.
toUto pev tolvuv dfihov, 6Tt o0 {ntel Bid T 8¢ EoTv vipwnog dvipnndc Eotv T
Bipat xatd tvog Tneel Bl T Untdipyet]”.

I"The ‘i kata tinos’ is important enough to become the title of [Tugendhat
(1958,/2003).

18<¢he other is compounded of simple statements and is a kind of composite sentence
[ & éx TolTWY cuyxewévn, olov Aéyog tic 170N cvvietoc]”.

194A sentence is a significant spoken sound some part of which is significant in
separation [Adyoc 3¢ Eott Quvi) onuavtix, fic TGV YePdY Tt oNUAVTIXGY E0TL XE-
XOELOUEVOV]”.

20«An affirmation is statement affirming something of something, a denial is a state-
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terms need to be combined (via copula) in order to affirm or deny (Int 4,
16b28ff@. Given this basic structure, we can distinguish between sim-
ple sentences which affirm or deny something of a subject, and complex
sentences which are compounds of simple sentences (Int 5, 17a20ff@.
However, as far as I can tell, Aristotle does not mention compounded
sentences again, and he does not specify modes of composition (though
see Section [2.4]).

The basic unit is a sentence which contains two terms, viz., a subject
and a verb, where the verb is said/predicated of the subject. Given this
basic unit, a few more distinctions are possible. Aristotle distinguishes
between things (mpdyuarta/pragmata) which are universal (xaddhou/
katholou) and those which are particular (xo” éxactov/kath hekaston).
Note right away that, in his Prior Analytics, Aristotle uses a different
expression when referring to a kind of sentence, viz., ‘€v yépet’ (en merei)
(e.g., APr A1, 24a17ED, which is also translated as ‘particular’, though
a more literal translation would be ‘in part’.

The distinction that Aristotle draws is between universal and partic-
ular things. He calls ‘things’ like human being ‘universal’, and ‘things’
like Callias or Socrates ‘particular’. The distinction is drawn by con-
sidering what something can be said of: universal things can be said of
several things, particulars cannot (Int 7, 17a38—b1@—m0re on that in
Section 2.5

2.2 Universals and Universally

Both universal and particular things can be the subject of sentences so
that things can be said of them (Int 7, 17b1ff.|§[)—and, in the case of
universal things, that in either of two ways, viz., universally (xad6hou

ment denying something of something [xatdgacic 3¢ oty dnépavols TvoC xatd
TWOC, Andaotc B¢ 0Ty AndPavols TvOC drd Tvoc].”

21T mean that ‘animal’, for instance, signifies something, but not that it is or is
not (though it will be an affirmation or denial if something is added) [Méyo €,
olov &vipwroc onuoiver L, AN oby 6Tl EoTv 1) ox EoTwv (AR EoTon xaTtdpaotc 1)
drdpoois €dv Tt tpooted)]”.

2240f these the one is a simple statement, affirming or denying something of some-
thing, the other is compounded of simple statements and is a kind of composite
sentence [to0Twy 8 1 P&V AmAf] €0ty dnbdgovole, olov T xotd Tvog 1 Tl dnd Twvoe, 1
0’ &x TolTwY cuyxewévn, olov Aoyoc Tic #dn olvdetog].”

23« . and this is either universal or particular or indeterminate [oUroc 8¢ 1) xotéhou
7] &v pépel 1) dddpotoc].”

24“Now of actual things some are universal, others particular (I call universal that
which is by its nature predicated of a number of things, and particular that which
is not; man, for instance, is a universal, Callias an particular [Enel 8¢ éott &
pEV xardohou TBV mpayudtwy T 8¢ xad Exactov, — Aéyw 8¢ xaddhou pev O Eml
TAEOVWY TEQUXE xatnyopeioBa, xad ExacTov bE O U, olov dvipwnog Uev TGV
xordohou Kohhloe 8¢ w6y xod” Exactov]”.

254S0 it must sometimes be of a universal that one states that something holds or
does not, sometimes of an particular [dvéyxn & dnogoivesdou i Lndpyel T 7} W,
OTE YV 6V xotdhou i, Ot BE BV xad ExacTov]”.
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grogaivnton/katholou apophainétai) or not (Int 7, 17b3ff@. Examples of
something being said universally of a universal are ‘every human being is
white’ and ‘no human being is white’ (Int 7, 17b5f[*")). It is of a universal
thing, because ‘human being’ signifies one; and it is said universally,
because it is said of every/none of those things.lﬂ The first of these
two sentences counts as affirming something of something (ti kata tinos),
whereas the latter as denying something of something (ti apo tinos) as
the mode of predication changes, though the latter is not the negation of
the former (see Section [2.3)).

Something is said of a universal not universally when the subject is
a universal thing, but the predication is not universally. The examples
Aristotle provides are ‘human being is white’ and ‘human being is not
white’ (Int 7, 17b8ﬂ“@. The examples are of universals as ‘human being’
signifies a universal thing. However, the predications are not universal,
because of the quantity of the subject. Regarding this, Aristotle also
insists: ‘“every” does not signify the universal but that it is taken uni-
versally’ (Int 7, 17b11fm cf. also Int 10, 20a9f.E[). This indicates where
the quantity is meant to be applied to. Aristotle rejects that sentences
such as ‘every human being is every animal’ (Int 7, 17b15f@ can ever
be true (Int 7, 17b12—15|§[). The quantity is meant to indicate of ‘how
much’ of the subject-term the predicate-term is said.

It is less clear how Aristotle thinks about subjects which are particu-
lars. He affirms that the sentences ‘Socrates is white’ and ‘Socrates is not
white’ are contradictories (Int 7, 17b2672@, but he does not mention

26“Now if one states universally of a universal that something holds or does not [¢&v

uEv oty xatdérou dmogaiviton ént ToU xardéhou dTL Umdpyet 7} wh)”.

examples of what I mean by ‘stating universally of a universal’ are ‘every man is

white’ and ‘no man is white’ [Aéyw 8¢ ént Tob xaddbhou drnogaivesda xaddhou, olov

g dvdpwroc Aeuxde, 0bdele dvipwroc Aeuxde|”.

28Note that the ‘no human being is white’ can actually be rendered differently, mak-
ing the universal character explicit: ‘every human being is not white’. In this
formulation, it is clear that something is predicated universally—and that’s the
more appropriate way to understand it in the general subject/predicate structure
together with the quantity and positive/negative copula involved; in the example
sentence, it is every human being of whom white is not said, combining universal
quantity with ‘negative’ predication, i.e., denial (ti apo tinos).

29“Examples of what I mean by ‘stating of a universal not universally’ are ‘a hu-

man being is white’ and ‘a human being is not white’ [Méyw 3¢ o pf xaddrov

dnogpafvecdar €nl @V xoddhov, olov €otl hAeuxog dvipwrog, ovx Eott Aeuxodg dvipe-

wnog]”.

TO Yop TdC 00 TO xodohou onualvel GAN 6Tl xordtdAou”.

3LFor “every” does not signify a universal, but that it is taken universally |16 ydp néic
00 10 xaddrou onualvet, AN L xarddhou)’.

3242511 Ttic &vipwrog v LHov”.

334t is not true to predicate a universal universally of a subject, for there cannot be
an affirmation in which a universal is predicated universally of a subject [enl 8¢
100 xaTNYopoLPEVOL TO XadOAoL XUTNYORELY XardoAou 00X EcTiv GANIES 0Udepin Yap
xatdgooic ot €V i o0 xotnyopouuévou xodéhou to xaéhou xotnyoendfoeto]”.

34Of contradictory statements about a universal taken universally it is necessary
for one or the other to be true or false; similarly if they are about particulars,

27«

30
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anything like a quantity in such cases. Indeed, such sentences only occur
very sparingly and do not get a proper discussion (see also Section [2.6]).

2.3 Affirmation, Denial, and Truth

What Aristotle tells us, though, is how affirmation and denial are related:

the denial must deny the same things as the affirmation affirmed,
and of the same thing, whether an individual or a universal (taken
either universally or not universally). (Int 7, 17b38718a1@

A sentence is only then a denial of another sentence if the terms are the
same; the denial of ‘every human being is white’ is ‘not every human
being is White’ﬂ i.e., we keep the terms as they are, and, in a sense, we
also keep the quantity, though the negation acts on it. Aristotle does
not discuss the complex case, but only suggests the following sentences
as examples: ‘Socrates is white” has as denial ‘Socrates is not white’ (Int
7, 18a2f.E[). The correct denial of the more complex sentences is arrived
at after further discussion (see, e.g., Int 10, 19b1471@.

The underlying idea is still that of #2 kata tinos: saying something of
something. ‘A kata B’ has as its denial ‘A apo B’; the terms remain the
same. Aristotle does not specify the denial of ‘A apo B’, though we can
take the ‘A kata B’ as its denial, assuming the only options to be ti kata
tinos and ti apo tinos.

Given this picture, Aristotle suggests when sentences are true and false:

For it is true to say that it is white or is not white, it is necessary
for it to be white or not white; and if it is white or is not white,
then it was true to say or deny this. If it is not the case it is false,
if it is false it is not the case. (Int 9, 18&397bﬂ

e.g. “Socrates is white” and “Socrates is not white”. [oou pev obv dvtipdoeic v

xardohou elol xadohov, avdyxn thHy Etépay ahndT elvon 1 Peudt, xol oo Eml @V xod

Exaota, olov 61 Toxpdtne Aeuxdc — olx 0Tt Bwxpdtne heuxdc]’.

TO ydp adTO Oel dmopficon THv andgacly Onep XATEPNOEY N xATAPAOLS, Xol O Tol

a0ToD, 1| TV xo) ExacTd Tvog 1) Amo eV xadohou Tvog, T bg xoddhou 1| G un

xoddhov”.

36Note that that’s technically not correct, as Aristotle does not recognize sentence
negation; nevertheless, for present purposes, I put it like this.

37“)\éym o€ olov €0l Bwxpdtng Aeuxde — ox EoTl Lwxpedtng Aeuxdc”.

38430 a first affirmation and denial are: ‘a man is’, ‘a man is not’; then, ‘a not-man is’,

‘a not-man is not’; and again, ‘every man is’, ‘every man is not’, ‘every not-man

is’, ‘every not-man is not’ [(dote TEMTN xaTdPacic xul dndguolc TO EoTv Evipwrtog

— oUx €oTv dvipwrog, eita EoTiv 0UX dvipwrogc — oUx Eotiv 00X Bvipwrog, T

got nlg dvipwmoc — olx €oti ndic dvdpwnog, €0t mdc odx dvipwrog — obx €oTi

g oUx &vdpwrnoc|”.

el Ydp dAndec einely 6TL Aeuxov 7} 00 AeUxOV EGTLY, AvayxT lval AeUXOV 7] 0O AEUXOY,

xol €l €oTL AeUxOV 1) 00 Aeuxdv, dhndec fiv @pdvon | dmopdvon xol el un Ondpyet,

eddetan, xal el Peddeteon, oly UTdpye”.

35u

39«
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This understanding of truth is pretty much the same as that in his Meta-
physics (Met T'7, 1011b25ﬂ“@. The general idea is that if we have a
sentence, there are two terms involved, and one term is affirmed/denied
of the other. Now, a sentence is true, if what is said actually obtains,
and it is false if not. Moreover, under certain conditions, if a sentence
is false, its denial is true—since the denial keeps the terms etc. intact,
and similarly the other way around. Also, if B is A, it is true to make a
corresponding claim (‘A kata B’), and false to assert the corresponding
denial (‘A apo B’); and if B is not A, it is true to deny that B is A (‘A
apo B’), and false to affirm it (‘A kata B’).

2.4 Complex Terms

We can also note that, in On Interpretation, Aristotle allows negated
terms, i.e., it is not only sentences which are denials, but we can have
affirmations involving negated terms. One of the examples is ‘not-human
being’ (e.g., Int 10, 19b37ED; another is a negated verb: ‘not-just’ (Int
10, 19b2@. Thus, we can form affirmations out of negated terms: every
non-human being is not-just. (Cf. also, e.g., Top E6, 136a33f.@

Furthermore, Aristotle also does not exclude the possibility of further
complex terms. His standard example is ‘cloak’ (ipdtiov/himation) as
word for something more complex (an example also occurring at Met Z4,
1029b25—2@. For example, Aristotle suggests to introduce the term
‘cloak’ for the complex ‘horse and man’, though he denies a certain unity
to sentences containing such terms; he rather thinks they are equivalent
to compounded sentences (Int 8, 18a19—2ﬂ.

40¢This will be plain if we first define what truth and falsehood are: for to say that

that which is is not or that which is not is, is a falsehood; and to say that that

which is is and that which is not is not, is true; so that, also, he who says that a

thing is or not will have the truth or be in error [3fjhov 8¢ np&tov utv dpoopévols

Tl 10 dhndec %ol Yelbog. TO pEv yap Aéyety TO OV Ui elvan 1) TO ) OV elvan Petidoe, T6

B¢ TO OV elvon xal TO U Ov Ui elvan dAnée, dote xol 6 AMéywy eivan 1) ui) dAndedoel

7 bedoeTou|”.

10 00X Gvdpwnoc”.

oL dixouoc”.

43“Thus (e.g.) inasmuch as animate is a property of living creature, animate will not
be a property of not-living creature [olov énel 10U Loou Brov 10 Euduyov, olx av
€ln ol un Lohov WBrov 16 Euduyov]”.

449We must see, therefore, whether there is a formula of what being is for each of
these compounds, and whether these too have a what-being-is, e.g. a white man.
Suppose ‘cloak’ to be a word for this [oxentéov 8p” Eott Adyoc ol Tl fiv elvou
EXGO T aUTEY, xol UTdpyet %ol toltolg TO T fiv elvon, olov heuxd avipdne [Tl fiv
Aeuxd avipdnw]. Eote 81 dvoua adtd wdtiov]”.

45“Suppose, for example, that one gave the word ‘cloak’ to horse and man; ‘a cloak
is white’ would not be a single affirmation. For to say this is no different from
saying ‘a horse and a man is white’, and this is no different from saying ‘a horse
is white and a man is white’ [olov €l tic ¥eito évopa wdtiov (nne %ol dvdpdne, to
goTwv lpdtiov Aeuxdy, abtn ol pla xatdgootc [oudE andgootic pla]- 0LdEY Yap drapépel
ToUTo einely 1 Eotwy innog xol dvipwnog Aeuxdg, totto 8 0LdEV Slopépet oD elnely
goTwv nmoc Aeuxodg xal Eotv dvidpwnoc heuxdc]”.

41
42
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Aristotle does not say much more about these complexes, though he
does say more about the relationship of sentences involving negated terms
and denials:

‘No human being is just’ follows from ‘every human being is not-
just’, while the contradictory of this, ‘not every human being is
not-just’, follows from ‘some human being is just’[.] (Int 10, 20a20—

249

Thus, if the predicate-term is negated, the former sentence implies a
denial with unnegated predicate-term; and the positive sentence, likewise,
implies a denial with negated predicate-term.

Aristotle also suggests the following:

‘every not-man is not-just’ signifies the same as ‘no not-man is

just’. (Int 10, 20a39f[S)F]

This suggests the equivalence of denial and affirmation with negated
predicate-terms, though one direction is problematic (see n. .

2.5 Categories of Terms

Potentially moving away from Aristotle’s formal logic, let us consider his
Categories which categorizes the terms. Aristotle notes that terms can
be said in or without combination (Cat 2, 1a16f@, and it is the classi-
fication of terms without combination—that is: the terms, not sentences
resulting from their combination—that he is interested in.

The categorization is based on two concepts:

(i)  being said of a subject, and  (ii) being in a subject.

Applying these concepts gives rise to a four-fold categorization:

(1) being said of a subject and being in a subject ( and )ﬂ

46«55 onoudoiol d abton, Tf] pev ndic Eotlv dvlpwnog ol dixowog 1 00delc Eotiv dvdpwnog

dixatog, tfj 8¢ ot Tic dixanog Avdpwrog N dvtixeiwévn 6t o0 Tag EoTiv Avilpwnog

oU dixouoc”.
4"These are captured by one of the semantics in Section see Theorem |16| (p. .
13)

The former claim is an instance of (1)) (where || Bllon, = [|B|la, ), the latter of

T0 b€ mdic 00 dixonog obx dvdpwnog 6 0LBEL Bixaog oUX vipwrog TadToV onualvel”.

490nly one direction holds in one of the semantics of Section the other not; see
Theorem . The other semantics validates both directions, but clashes with
different claims of Aristotle; see n.

504Of things that are said, some involve combination while others are said with-
out combination [T@&v Aeyopévewv & pev xotd cuumhoxny Aéyetat, T& O dvev
ouumhoxfic|.”

5IFor example: “knowledge is in a subject, the soul, and is also said of a sub-

ject, knowledge-of-grammar [f| émothun év Unoxewéve pév éott tfj Puyfi, xod

Unoxeévou Bt Méyeton Thic ypappatxiic]” (Cat 2, 1blff.).

48«
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(2) being said of a subject, but not being in a subject ( and not—)ﬂ

(3) not being said of a subject, but being in a subject (not-(i) and (ii)) 7]
and

(4) neither being said of a subject nor being in a subject (not-({) and
not- (i) P

Important for our purposes is what distinguishes from f: only
particulars are neither said of a subject, nor in a subject, i.e., particu-
lars cannot be predicated (cf. Met Z3, 1028b33—37]f[). This distinguished
feature of particulars is why, in the Categories, Aristotle calls them ‘sub-
stance’ in the strictest and primary sense (Cat 5, 2a11714@. On the
other hand, the kinds and genera of primary substances are secondary
substances (Cat 5, 2a14ff.E[), and, as they are instances of , they can
be predicated.

2.6 Particulars and Syllogistic

The immediate relevance for us is that particulars do not occur as terms
in Aristotle’s syllogistic—and particulars are not the only examples of
such terms. There is a certain symmetry. In his Prior Analytics, Aristo-
tle suggests a term hierarchy. At the bottom of the hierarchy, there are
terms—particulars (xo” €xaoto/kath hekasta)—which cannot be predi-
cated:

52For example: “human being is said of a subject, the particular human being, but is
not in any subject [olov vipwnoc xad)” Uroxeévou pgv Myeton ol Tvog dvdpmmou,
€v Droxeléve Bt o0devl Eotv]” (Cat 2, 1a21f.).

53For example: “the particular knowledge-of-grammar is in a subject, the soul, but
is not said of any subject [f} tic ypoppatny £v Unoxewwéve pév ot tfj Puyfi, xod’
Unoxeévou Bt oUdevoe Aéyetou|” (Cat 2, 1a25ff.).

4For example: “the particular human being or particular horse [6 tic dvdpwnoc # 6
Tl innoc]” (Cat 2, 1b4f.).

534Of the several ways in which substance is spoken of, there are at any rate four
which are the most important: the substance of a thing seems to be what being
is for that thing, and its universal and its genus, and fourthly the subject. The
subject is that of which other things are predicated while it itself is predicated of
nothing further [Aéyeton 8 1) oVoia, el i) Theovaydse, AN év téttopol ye pdhiotor
xal ydp TO T Ay lvon xol T0 xotdhou xal O yévog ovola doxel elvon Exdotou, xal
TE€TopTOV To0TWY TO Lmoxelpevov. 0 & Lrmoxelpevdv éott xad” ol O Ghha Aéyetou,
ExEvo Bt aTO unxétt xot” EAhou]”.

56«A gubstance—that which is called a substance most strictly, primarily, and most of
all—is that which is neither said of a subject nor in a subject, e.g. the particular
man or the particular horse [Oboia 8¢ EoTiv 1 xVPLOTATE TE Xl TEAOTWS XAl UIALOTO
heyouévn, 1) unte xad” Umoxeyévou Tvog Aéyetal uite v ToXEWEVE TV EoTLY, olov
o Tl dvdpwroc 1 6 Tic inroc)”.

57«The species in which the things primarily called substances are, are called secondary
substances, as also are the genera of these species [deUtepon 8¢ obolon Aéyovtou, év
ol €ideoty ol TptTwe ovoiat Aeyouevar UTdpyouaty, TaUTd Te xol T& TEV €ld&Y TolTWY
yévn]”.

11
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That some things are by nature such as to be said of nothing
else is clear, for more or less every perceptible thing is such as
not to be predicated of anything except accidentally—for we do
sometimes say that the white thing there is Socrates, or that what
is approaching is Callias. (APr A27, 43a3273d§b

Aristotle even insists that

of all the things there are, some are such that they cannot be
predicated truly and universally of anything else (for instance,
Cleon or Callias, that is, what is particular and perceptible)]|.]
(APr A27, 43a25(f[Y)

Taken together, it seems as if Aristotle is saying that particulars—and
pretty much all perceptible things—cannot be predicated. The latter
passage just suggests that they cannot be predicated ‘truly and univer-
sally’, but the former suggests something stronger.

This also suggests that Aristotle does not seem to consider identity
statements such as ‘Socrates is Callias’ or even ‘Socrates is Socrates’.
Whatever the reason, Aristotle does not consider something like ‘is
Socrates’ or just ‘Socrates’ as a predicate-term.

This situation is mirrored at the top of the hierarchy. Starting from
the particular, we reach another limit:

But that one also comes to a halt if one goes upwards, we will
explain later [at APo A22, 83b24731m|; for the moment let this
be assumed. (APr A27, 43a36f@)

Both ends of the hierarchy consist of terms which are not the target
of Aristotle’s syllogistic. Aristotle is explicit (my translation):

84811 uEv ol Evia T8V EvTwy xot’ 0UdEVOC TéQuxE Aéyeoda, dfhov @Y Ydp oioInTEv

o)ed0V ExacTéV E0TL ToloDTOVY HoTE W) xaTnyopeioVal xatd undevog, TANY Og Xatd

ouuBePnxoc @auev Ydp mote TO Asuxov Exelvo Lwxpdtny elvar xol TO TPOoLov

Koilav”.

“ATAvTwY 01 TEY GVTWV Ta UEV €0TL TollTa GO TE XaTd UNndevoc dhhou xatnyopeioPol

saAndae xadohou (olov Khéwy xol Kahhiog xol t0 xod” Exaotov xal aicdntév)”.

60“Thus one thing will not be said to hold of one thing either in the upward or in
the downward direction: the incidentals are said of items in the substance of each
thing, and these latter are not infinite; and in the upward direction there are both
these items and the incidentals, neither of which are infinite. There must therefore
be some term of which something is predicated primitively, and something else of
this; and this must come to a stop, and there must be items which are no longer
predicated of anything prior and of which nothing else prior is predicated. [olt’
elc 10 dvw pa Ev xad” Evog olT” eic TO xdtw Lmdpyew Aeydroeton. xod” GBv uev
o Aéyetan t& cupPelrnodta, éou év 1] odola Exdotou, Tabta 6E 0bX Eneipor Bve BE
TaTd TE %ol T& cLPPBELNHoTA, duPdTEpa 00X dmelpa. GvayxT dpa elvon TL 0l TE@ETOV
L xaTnyopeiton xol t00Tou Ao, xal TobTo lotacVon xal €lval Tt 6 oOxéTl olte ot
&\hou mpotépou olte xat’ éxelvou dhho mpbTEpOV XaTNYOpRETTAL|”.

614871 B ol &ml 10 dvew mopeuopévolc lotatal Tote, T8 Epoliuev: Vv & Eote Tolto

xelpevoy”.

59¢
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Clearly, the things inbetween admit of both (for they can be pred-
icated of others and others of them). And more or less the argu-
ments and investigations are especially about them. (APr A27,

43a40-43%)

Note that there are two occurrences of ‘oyed6v’ (‘schedon’), viz., at
APr A27, 43a33 and at APr A27, 43a42, which have been translated as
‘more or less’; they suggest the possibility of exceptions. For the former
occurrence, the exception is already made explicit. Regarding the latter,
Aristotle does not indicate what the exception is meant to be["

Without the exceptions, the admissible terms for Aristotle’s syllogistic
are those that (i) can be predicated of other terms and (ii) have other
terms predicated of them (APr A27, 43a41f.). This also makes sense
once we consider the conversion rules (Sections [2.7H2.9)). But Aristotle
sometimes seemingly uses individuals in syllogisms. As far as I can tell,
there are only three passages of this sort (in the Organon); let me quote
the first in full (the second and third in footnotes[65/and [66] respectively):

For example, if A is said of B and B of C—one might think that
when the terms are so related, there is a syllogism, but in fact
nothing necessary comes about, nor a syllogism. For let A desig-
nate always being, B, thinkable Aristomenes, and C, Aristomenes.
Clearly it is true that A belongs to B, for Aristomenes is always
thinkable. And it is also true that B belongs to C, for Aristomenes
is a thinkable Aristomenes. But A does not belong to C, since
Aristomenes is perishable. For no syllogism resulted from terms
related in this way; rather, the premiss AB should have been taken
as universal. But this is false—to claim that every thinkable Aris-
tomenes always is, given that Aristomenes is perishable. (APr
A33, 47b1872qﬂ see also APr A33, 47b29737|ﬁ and APr B27,

62478 B¢ peTaEh dHhov G dpoTépng EviEy et (xal Ydp adtd ot EAhwY ol BAho xorTd

00TV Aeydfoeton) xol oyedov ol AGéyol xol ol oxéelc glol pdhota tepl ToVTV.

630ne suggestion here would be the term ‘being’. Aristotle does not think that being
forms a genus (see, e.g., Met B3, 998b22 [“But it is not possible that either unity
or being should be a genus of things (o0y olév te 8¢ 6V Svtwy Ev elvar yévog olite
0 &v obte 0 6v)"]), so maybe it can be said of everything else, but nothing of it.

64<giov el 0 A xatd Tob B Méyeton xol 10 B xotd 10U I 36Zete ydp &v oliteg gydviny
BV Opwv elval cLAAOYIoUES, 00 yiveton 8 00T  dvaryxdiov 00dEV olTE cUAAOYIoUOC.
€otw Yap €p” @ A 1O del elvan, €@° & 6¢ B Biavontoc Apotouévng, 10 8 €@l & I
Aptotopévne. dindeg 61 1o A 16 B Ondpyewv: det ydp ot Slavontog Aplotouévrg.
G %ol To B 16 ' 6 yap Apiotopévne €0t Slavontoc Aptotopévne. T 8 A 6
I' oby Omdpyer @laptodc Ydp €otv 6 Apiotopévng. 00 YOp EYIVETO GUANOYIOUOG
oltwg EYOVTILV @BV Gpwv, dAN €del xaddhou thy A B Angdfivan npdtacy. tolto
ot Pebdog, 10 dZlobv mdvta TOV Blavontov Apiotouévny del eivor, gplapTtod Gvtog
‘Apiotopévous.”

65¢Again, let C designate Miccalus, B educated Miccalus, and A, perishing tomorrow.
Clearly it is true to predicate B of C, for Miccalus is an educated Miccalus. And
also A of B, for an educated Miccalus might perish tomorrow. But to predicate A
of C is false. Indeed, this is the same mistake as before, for it is not universally
true that any educated Miccalus will perish tomorrow; but when this was not

13
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70a16-200%)

The general point Aristotle makes in the first two passages is that there
is a certain danger when it comes to modal syllogisms involving necessity
(APr A33, 47b1571@—hence the modal flavour of these passages. They
also involve syllogisms from the first figure, so no conversion occurs. The
particular only occurs in subject-term position. It is not clear which
mood of the first figure is concerned, and Aristotle’s remark that ‘the
premiss AB should have been taken as universal’ does not concern the
particular Aristomenes who seems to be chosen just to illustrate the
modal point.

The third passage involves a third-figure syllogism whose proofs all rely
on conversion. However, the discussion is about enthymemes (£v9Uunuo/
enthyméma) which stem from the probable (eix6c/eikos)—where “the
probable is a reputable statement” (APr B27, 70a3{[*°). Enthymemes are
syllogisms involving the probable (APr B27, 70a10°’)), and so might be
considered to not entirely fit the discussion of the syllogisms as developed
in the first chapters of the Prior Analytics"|

In his Posterior Analytics, Aristotle seems to confirm the point that
particulars are not said of anything (APo A1, 71a23f.E[). Moreover, when
he explains what ‘in itself’ (a0’ abtd/kath hauta) means, Aristotle re-
iterates that there are things which are not said of anything else (APo A4,
73b571qf[), and he insists that “every term is always universal” (APo B13,

assumed, there was no syllogism. [ndhwv €ote 0 v 9”& I' Mixxahog, 16 8 ¢’
& B povoixoc Mbxxadocg, €@” & 8¢ 10 A 10 gpielpeodon abplov. dindec 81 10 B 1ol
I' xotnyopeitv: 6 yap Mixxohdc €oti pouoos Mixxohog. GAAS xol t0 A tob B-
pUeipoito yap dv abptov gouoixde Mixxorog. 10 8¢ ve A 10D I' Yebdog. tobto oM
TadTOVY E0TL TG TEOTEROV' 00 Ydp dAndec xaddhou, Mixxahog pouoixdg 6t gielpetan
abplov: tovtou 8¢ un Angdévtoc olx fiv culloyioude).”

66«The proof that wise men are good, since Pittacus is good, comes through the last
figure. Let A stand for good, B for wise men, C for Pittacus. It is true then
to predicate both A and B of C—only men do not say the latter, because they
know it, though they state the former. [t0 & &1t ol cogol omoudoiol, ITittaxodg
Ydp omouddiog, 8 Tol Eoydtou. £’ & A 16 omouddiov, £p° & B ol cogol, ég’ ¢ I’
IMittoxde. dandec 81 xol 6 A %ol 0 B 10U I' xatnyopijoo mAnyv 1o pév od Aéyouot
B 1o eidévon, tO d& haPdvouow]”.

674t often happens that we are deceived about syllogisms because of the necessity,

as we said before. But sometimes it is due to the similarity in the position of

terms. This must not escape our notice. [IToahdxic uév olv dnatdodar cuuPoivel

Tepl TOUG GUANOYIOHOUC BLd TO avaryxoloy, &omep elpnton medTEPOY, Eviote 08¢ Topd

™V duotdtnta Tiic 6V Spwv Yéoewe: dmep 00 YN havddvew Audic].”

TO UV eixde €0t TpdTaoLE EVvoooc”.

69%“An enthymeme is a syllogism starting from probabilities or signs [ Evdounuo 8¢ éol
ouhhoyioudg EE eixdtwy 1) onueinv]”. I'm leaving out the ‘sign’ in the discussion.

"In particular, the inference seems rather to be an induction than a deduction,
inferring from a particular case to a general one.

"I4this occurs when the items are in fact particulars and are not said of any underlying
subject [6oa #0n 6V xod) ExacTta TUYYEVEL GvTa Xl un xod Unoxeévou Tvde].”

T24Again, certain items are not said of some other underlying subject: e.g. whereas
what is walking is something different walking (and similarly for what is white),
substances, i.e. whatever means this so-and-so, are not just what they are in virtue

68
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97b2@. Since terms corresponding to particulars are not universal—as
particulars are exactly those things which aren’t universal (Int 7, 17a38-
bl)—relevant terms are not those of particulars.

2.7 The Syllogistic

With these preliminaries out of the way, let’s consider the syllogistic.
Aristotle develops it in his Prior Analytics; our focus is the assertoric
part. Aristotle starts by suggesting which notions need to be intro-
duced: sentence/premiss (npétaoic/protasis), term (époc/horos), syllo-
gism (oulhoytoudc/syllogismos), this (not) being in that as in a whole (1o
€v O (un) elvar t6de t630e/to en hold (mé) einai tode tode), predicate
of all (xatd tavtog xatnyopeioVon/kata pantos katégoreisthai), and pred-
icate of none (xata undevog xatnyopeioVon/kata médenos katégoreisthai)
(APr Al, 24a11-157).

Syllogisms consist of sentences/premisses, and Aristotle defines sen-
tences/premisses as affirming or denying something of something (APr
Al, 24a16f.@—bringing back the ti kata/apo tinos structure. Both the
‘ti” and the ‘tinos’, i.e., the predicate and the subject, respectively, are
terms, as sentences/premisses are resolved in terms which are combined
by a positive or negative copula (APr Al, 24b16ff@.

There are different ways of affirming/denying something of something,
viz., universally (xadéhouv/katholou), particularly (év pépet/en merei),
and indeterminately (dd16piotoc/adioristos) (APr A1, 24a17"). Asnoted
in Section , the quantity is put as ‘év pépet’ (en merei), which can be
translated as ‘in part’. This contrasts with the universal predication
which does not just predicate ‘in part’, but universally. Aristotle char-
acterizes these as follows:

of being something different. Well, items which are not said of an underlying

subject I call things in themselves, and those which are said of an underlying

subject I call incidental. [Et O pf xo)” Umoxewwévou Aéyetan dhhou Twée, olov To

Badilov Etepdv L 6v Badilov €oTl xal 1O Aeuxdv (Aeuxdv), N 8 odolo, xol oo T6de

Tt onuobvel, o0y €tepdy Tl GvTta EoTly Omep €0Tiv. T PEV 1) un o) Unoxelpévou

xod” abTd Aéyw, T 8t xad” Umoxewwévou cupPePrxdtal.”

aiel 8 éoti mdig 6pog xorddhoU”.

7«Then, to define what is a premiss, what is a term, and what a syllogism, and which
kind of syllogism is perfect and which imperfect. After that, what it is for this to
be or not to be in that as in a whole, and what we mean by ‘to be predicated of
all’ or ‘of none’ [elta Soploar Tl Eott mpdTaoic xal i dpoc xal Tl cuNNoYLoWde, xol
nolog TéAelog ol molog dtelnc, uetd be tolta Tl TO €v BAw elvou 1) U elvon T6de TE30E,
%ol Tl AMéyouey TO xotd movTog 1) undevoe xatnyopeioto.”

75“A premiss, then, is a sentence that affirms or denies something of something
[Mpdtaotic Y&y oy EoTl AOYOC XATAPATINOC T} ATOQPAUTIXGS TVOG XoTd Tvoc]”.

764T call a term that into which a premiss is resolved, that is, what is predicated and

what it is predicated of, with the addition of ‘to be’or ‘not to be’ ['Opov 8¢ xahé

eic Ov BlaAveTal 1 TpdTUOLS, Olov TO TE XUTNYOROVUEVOY Xal TO xod” ol xatnyopeitol,

mpooTeuévou [1] Sianpouuévou] tob elvon 1) un etvau]”.

and this is either universal or particular or indeterminate [oUtoc 8¢ # xadéhou 1)

v pépel 1 ddidplotoc)”.

73w

77«
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By ‘universal’ I mean belonging to all or to none of something; by
‘particular’, belonging to some or not to some, or not to all; by
‘indeterminate’; belonging without universality or particularity, as
in ‘of contraries there is a single science’ or ‘pleasure is not a good’.

(APr A1, 24a18-297)

The universal affirmation and denial say something of all of the subject;
the universal affirmation/denial says of all of the subject that a term
applies/does not apply to it. The particular affirmation/denial says only
of part of the subject (hence, the év yépet/en merei-phrasing) that a
term does/does not apply to it. The ‘indeterminate’ case just does not
indicate whether all or only part of the subject is meant; it doesn’t play
much of a role for us.

Given that terms built up sentences/premisses which say something of
something, a syllogism is

an argument in which, certain things being posited, something
other than what was laid down results by necessity because these

things are so. (APr Al, 24b18ff@

Put differently, a syllogism is a valid argument (Read ms; §1), which is
not trivial, i.e., something new has to be concluded (cf. SE 1, 164b27—
165a2%).

Aristotle makes it clear that there must be a logical relationship be-
tween the sentences/premisses in order for a syllogism to obtain, a re-
lationship that concerns the terms constituting the premisses (APr Al,
24b20£EFT)).

The relationship Aristotle singles out is being in another as in a whole
which he explains as follows: A is in B as in a whole iff B is predicated
of all of A. Moreover, he explains: B is predicated of all of A iff there is
no A that is not B (i.e., all A are B). Similarly, B is predicated of none
of A iff there is no A that is B (i.e., no A are B) (APr Al, 24b26-30%).

T8Ny BE xoddhou pEv 1O Tavl H pndevt Dndipyey, £y uépel BE TO T A PN TV A i

navtl Omdpyely, ddloploToy BE TO LNdEYEWY 1) U1 Undpyely dveu Tob xaddrou 1| xotd

pépoc, olov O TV Evavtiwy civar TV adTNV EMOTAUNY 1) TO THV NBoVHV U1 civar

ayodov”.

cUAOYIoPOC B€ EoTl AdYog Ev & TedévTny TGV ETEpdV TL TV XEWEVWLY £ AvayXNg

oupPoaiver 6 TalTa lvan”.

80“For a syllogism rests on certain statements such that they involve necessarily
the assertion of something other than what has been stated, through what has
been stated [6 pev ydp cUNNOYIOROC Ex TVEY EoTt tedéviwy Hote Aéyey Etepov EE
BVEYHNC TL TEY HEWEVODY DLt TEY XEWWEVLVY]”.

81“By ‘because these things are so’ I mean that it results through these, and by
‘resulting through these’ I mean that no term is required from outside for the
necessity to come about [Aéyew 8¢ & tabta givon tO S Taltor cupPaivery, TO 8¢ BLd
talta oupPoivery O undevoe EZwdev Bpou TEoodel Tpde TO Yevéoda 1O dvoryxaiov]”.

824For one thing to be in another as in a whole is the same as for the other to be
predicated of all of the first. We speak of ‘being predicated of all’ when nothing can
be found of the subject of which the other will not be said and the same account
holds for ‘of none’ [10 3¢ &v Bhew elvon Etepov ETépw %ol TO XoTd TAVTOC XaTNHYopeloDoL

79«
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Overall there are four sentence-types, depending on quantity and
mode. The quantity can either be universal or particular (‘in part’), and
the mode can be positive (‘kata’, affirming) or negative (‘apo’, denying).
These account for the relation of the two terms involved in sentences.
Given two terms A and B, we get a sentence AB whose predicate-term
is A and whose subject-term is B. The sentence AB can be either

(a) universal-affirmative (“all B are A”; AaB), or
(i) particular-affirmative (“some B are A”; AiB), or
(e) universal-negative (“all B are not A”; AeB), or

(o) particular-negative (“some B are not A; AoB).

Aristotle calls sentence-types @ and @ privative (ctepnuindc/sterétikos);
he does not think of them as involving what we would understand as a
negation. Indeed, he has different ways of referring to the same type. On
the one hand, a sentence can be an affirmation (xotdgooic/kataphasis)
and a denial (dnégacic/apophasis) (and, derivatively, sentences can be
affirmative  (xatagatixdc/kataphatikos) and negative (dmogotinde/
apophatikos)), and he refers to the sub-types as universal and particular.
On the other hand, he refers to the denials as privative; e.g., he speaks
of the “universal privative premiss” (APr A2 25a5f@. The ‘privative’
applies to the copula—it suggests a negative copula—the ‘universal’ to
the subject—indicating the quantity of the subject.

This second way singles out the subject (universally or particularly)
and notes the privation, i.e., that a term does not apply to it. For
example, some human beings are not healthy, i.e., lack health, and so
health is privative to those human beings. The whole sentence is a denial
(ti apo tinos), and the predicate-term is privative (apo), i.e., the subject
lacks the corresponding property.

Since both constituents of a sentence are terms, there is a natural ques-
tion as to their relationship. Aristotle notes that three of the sentence-
types convert (dvtiotpégely/antistrephein), viz., @, E|, and |§| Sentence-
type [ol however, does not.

Converting a sentence means interchanging the predicate-term and
subject-term; the sentence AB converts to BA. Sentence-types [ij and [€]
convert to the same sentence-type; sentence-type [a, on the other hand,
converts to an E|—type sentence (APr A2, 25a571ﬂ. The conversions can
be summarized as follows (symbolizing ‘converts to’ as ‘~’):

Yatépou VdtepoV ToOTOV EGTIV. AEYOUEY BE TO XATA TOVTOG XaTNYopeicVan dTay Undev
i hoPelv [tob Umoxewévou] xod” ol Vdtepov od Aeydfoeton: xal O xotd Pndevog
&oadtog)”.

834y piv v 16 Hndpyey xodbhou oTEPNTIXAY.

84« it is necessary for the universal privative premiss of belonging to convert with
respect to its terms. So, for instance, if no pleasure is a good, then neither will
any good be a pleasure. And the positive premiss converts necessarily, though
not universally, but to the particular; for instance, if every pleasure is a good,
it is necessary that some good be also a pleasure. Of the particular premisses
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(a-i-conv) AaB ~~ BiA (i-i-conv) AiB ~~ BiA
(e-e-conv) AeB ~~ BeA (0-0xconv) AoB + BoA

That Aristotle claims that these sentence-types convert—and that
without any suggestion of a restriction in place—suggests that predicate-
and subject-terms are on a par as worked out in Section 2.6l Suppose
Aristotle allowed particulars into his syllogistic. Then sentences with
such particulars cannot convert, since particulars cannot play the role
of predicates; the validity of the conversions rules out terms denoting
particulars.

With all these preliminaries out of the way, Aristotle goes on to in-
troduce three figures and to establish their syllogisms. The figures come
about by considering the different roles three terms, A, B, C, can play.
Sentences of the form ‘AB’ have ‘B’ as their subject-term and ‘A’ as their
predicate-term. Since the syllogisms come about via the relation of the
terms, one term has to occur in two premisses as to establish a relation
between the other terms. The three figures encode exactly that.ﬁ

The first figure has one term—the so-called middle term (péocov/
meson)—occurring as predicate-term in one premise and subject-term
in the other, i.e., the premises are AB and BC' (APr A4, 25b35f.@. The
conclusion concerns the other terms A and C—the so-called extremes
(8par/akra) (APr A4, 25b36£F7).

The first-figure syllogisms are the following:

(Bgrbgrg) AaBAaCBaC (Cglgrgnt) AeBAeCB(lC
. AaB BilC . AeB BiC
(Darii) 0 (Ferio) AoC

The second figure has the middle term only as predicate-term (APr
A5, 26b34—37@, and comprises the following syllogisms:

the affirmative necessarily converts to the particular, for if some pleasure is a
good, then some good will also be a pleasure; but for the privative premiss this
is not necessary. For it is not the case that, if man does not belong to some
animal, then animal also does not belong to some man [thv pév év 1@ Lndpyety
xad6hou oTEENTIXNV Avayxn TOlC 6polg AVTIo TREPELY, olov el undeuio Ndovh dyadoy,
00d” dryordov oLBEY EaTon NBOVY" TNV BE XATNYORLXNV BVTICTEEPELY PEV AvaryXaioy, oL
unv xodohov AN €v uépel, olov el ndioa Ndovn dyoddy, xol dyadov T elvon HBOVAV:
TGV BE €V PEPEL TNV PEV XOTOPATIXTY AVTIOTREPEY dvdyxn xatd wépog (el Ydp Hidovy
Tic Gyorddy, xold dyadov T Eoton HBovVA), THY 8¢ otepnTXv 0UX dvoryxdiov: (ol yip
el &vdpwroc un brdpyel Tl Low, xol {Bov oy Undpyel Tl avdpdne]”.

85’m ignoring the fourth figure that Aristotle does not mention and which is not
necessary to establish all the syllogisms.

864 call ‘middle’ the term that is itself in another and in which there is also another—
the one that also has the middle position [xohé& 8¢ péoov pev 6 xol adtd €v 8Ahe
%ol 8Aho €V ToUTw Eotly, & xal Tf Véoel yiveton péoov]”.

87“Extremes are what is in another and that in which there is another [dxpa 8¢ 10
a0Th TE €V ARG BV xol v & hho Eotiv]”.

88“When the same thing belongs to all of one and none of the other, or to all or none
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MeN  MaX .\ MeN  MiX

(Cesare) NeX (Festino) NoX
MaN  MeX MaN  MoX

(Camestres) NeX (Baroco) NoX

The third figure has the middle term only as subject-term (APr A6,
28&10713@[), and comprises the following syllogisms:

- PaS RaS s PaS RiS
(Darapti) =57 (Datisi) PiR
PeS RaS PoS RaS
(Felapton) Poh (Bocardo) Bl
. : PiS RaS . PeS RiS
(Disamis) Pk (Ferison) PoRd

Given the conversion rules, certain further conclusions can be drawn.

For example, given (Barbaral) with conclusion AaC', we can apply
and infer CiA. Moreover, we can apply and infer AiC'.

2.8 The Square of Opposition

Aristotle is taken to endorse the square of opposition, though he does
not state it explicitly (Kneale and Kneale [1962: 56). The four vertexes
of the square are labelled by the four sentence-types, and the relations
between these types are captured by edges.

The possible relations are contradictories, contraries, subcontraries,
and subalternation. Consider two sentences ¢ and . They are con-
tradictories iff exactly one of them is true; they are contraries iff they
cannot both be true, but can both be false; they are subcontraries iff
they cannot both be false, but can both be true; and v is a subaltern of
¢ iff ¢ implies 9. For example, an [altype sentence has the corresponding
@-type sentence as its contradictory, the corresponding @-type sentence
as its contrary, and the corresponding [Htype sentence as its subaltern.
Figure [I] pictures the square.

Except for subalternation, the relations are symmetrical; only subal-
ternation is directed. Moreover, given and , we can
account for the sentence-type [l being the subaltern of sentence-typelfal by
(a-i-conv), AaB implies (converts to) BiA which, by (i-i-conv]), implies

(converts to) AiB.

of both other terms, I call this sort of figure the second. And in this figure I call
middle the term that is predicated of both ['Otoav 8¢ 10 adtd & pév mavtl 16 8¢
undevt UmdEy T, 1 Exatépe TavTl 1) UNdevl, TO Pev oyfjua To Tolltov xols debtepoy,
pé€oov 8¢ £V adTE MY TO XUTNYOPOVUEVOV Supoty]”.

894Tf one term belongs to all, another to none of the same thing, or both to all or both
to none, I call this sort of figure the third. And in this figure I call the middle the
term of which both the predicated terms are said [Eav 8¢ t& o)t 10 pév novti
10 8¢ undevl Lmdpyy 1) dupe mavtl 1) undevl, Té uev oyfjuc to tolotitov xoA& Teitoy,
péoov 8 &v adtdd Aéyw xod ol Supe T xatnyopoiueva|”.
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Contraries

UOI)eUId)RqNS
UOI)euId)eqNg

Subcontraries

Figure 1: The Square of Opposition

Moreover, given the other relations, we can see that theleftype sentence
has the [o}type sentence as its subaltern. If AeB holds, then AaB cannot
hold as its contrary. Thus, as exactly one of AaB and AoB has to be
true, it follows that AoB must be true.

Aristotle provides the definitions for contradictories and contraries in
On Interpretation (Int 7, 17b16f2qﬂ Int 7, 17b20f2ﬂ, respectively),
and he notes that contradictories cannot, but contraries can be trte false
together (Int 7, 17b2372ﬂ. Moreover, in his Topics, Aristotle suggests
the subalternations (Top B, 109a3—d§[).

9041 call an affirmation and a negation contradictory opposites when what one signifies
universally the other signifies not universally, e.g. ‘every man is white’ and ‘not
every man is white’, ‘no man is white’ and ‘some man is white’ [AvuxeicOou pév
0DV XaTdQaACLY AMoPacel MY SVTLPITIXGS THY TO Xardohou onuaivoucay ¢ adTd 6T
oV xadohou, olov ndic dvipwnog heuxde — ob dc dvlpwnog Aeuxde, 00del; dvipwnog
Aeuxde — €ot Tic Avilpwnoc heuxde]”.

91«But I call the universal affirmation and the universal denial contrary opposites, e.g.
‘every man is just’ and ‘no man is just’ [gvavtinwg 8¢ Ty o0 xarddhou xotdpaoty xai
v 10D xaddlou dndpacty, olov ndc dvipwrog dixaog — 00dels dvipwnog dixaog]”.

92¢So these cannot be true together, but their opposites may be both true with
respect to the same thing, e.g. ‘not every man is white’ and ‘some man is white’.
Of contradictory statements about a universal taken universally it is necessary
for one or the other to be true or false; similarly if they are about particulars,
e.g. ‘Socrates is white’ and ‘Socrates is not white’ [310 taltag pév ovy oldv te
Sua dandeic eivon, tac Oe dvtixeyévag abtols evoéyetan énl Tob avtod, olov o mdg
&vidpwnog Aeuxde, xol ot g dvlpwmog Aeuxdg. Goon UeV olv AVTIpdoEl TGV
xadohou eiol xoddhov, avdyxn v etépoav GANUT] elvon ) Peudf], xal Soon €ml TGV
xord” Exaota, olov EoTt Bwxpdtne Aeuxdc — oux E0TL Lwxpdtne Aeuxdc]”.

93«for when we have proved that a predicate belongs in every case, we shall also have
proved that it belongs in some cases. Likewise, also, if we prove that it does not
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Lastly, the subcontraries result from the established relations as well.
For, in cases where both the[al and[e}type sentence are false—as they can
be as contraries—their contradictories must be true, i.e., the @ /ﬂtype
sentence is true as the contradictory of the @ /@type sentence. Moreover,
one of the [i- and @-type sentence has to be true. Suppose that the
type sentence is false. Then its contradictory type sentence is true
which implies the corresponding type sentence. For the same reason,
one of the [al and [e[type sentence has to be false.

Aristotle is also aware that you can use the square to refute sentences.
For, if you want to refute an [altype sentence, it suffices to establish the
corresponding[ottype sentence; and similarly withfe} and [type sentences
(Top B3, 110a32-37").

2.9 Formal Syllogistic

In order to have a comparison base, let me briefly introduce some for-
malism capturing Aristotle’s syllogistic. The presentation is based on,
but also differs from, |Raab) (2018)) where more discussion and details can
be found.

DEFINITION 1 (The Language La)
The language of Aristotelian Syllogistic (La) consists of the following:

e a countable set STerm,, of (simple) terms,

e the set of logical symbols including ‘—’, ‘) ‘A7, V', ‘=7 7 V)
and ‘9’, and

e the set of auziliary symbols including ‘(” and )’

The ‘—’-symbol is used to distinguish term-negation from a negative cop-
ulaﬁ The remaining symbols are to be understood as indicated below.
Since we allow complex terms, let us introduce them:

DEFINITION 2 (Complex La-Terms)
The (full) set of terms (Termg,) is recursively defined as follows:

belong in any case, we shall also have proved that it does not belong in every case
[Bei€avtes yap St Tovtl Umdipyet, xol dTL vt Dndpyet dedetydteg Ecdpeda: duoiwe dE
%8y 811 00deVl Undipyet del€wpey, %ol 6Tl oU movTl Undpyet dedetydtec Ecouedal”.

9440Of course, in refuting a statement there is no need to start the discussion by
securing any admission, whether the attribute is said to belong to all or to none
of something; for if we prove that in any case whatever the attribute does not
belong, we shall have refuted the universal assertion of it, and likewise if we prove
that it belongs even in a single case, we shall refute the universal denial of it
[TAv Gvaceuxdlovl pev oudev Sel €€ ouohoyiog Swodéyeodar, obt’ el mavtl olT
el undevi Undpyew elpntons €dv yop Sellwpev &t oy Lndpyel 6Twolv, dvhenxdtee
gobueda TO movtl Ondpyev: opolwe 8¢ xav évi dellwuev Umdpyov, dvaipricouey to
undevi Ly E]”.

9Including ‘—’ differs from, but is equivalent to, the set-up in Raab (2018: §3.5).
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(1) if A € STermg,, then A € Termg,;
(2) if A € Termg,, then A € Termg,;

(3) if A, B € Termg,, then, (Ao B) € Termg, (o € {A,V,—, < }).
Given the language and the terms, we can define the formulas:

DEFINITION 3 (La-Formulas)
The set of La-formulas (Formg,) is defined as follows:

o If A, B € Termg,, then

— (VA)B € Form,, — (VA)=-B € Formg,
— (3A)B € Form,, — (JA)-B € Formg,.

The formulas are to be read as follows: ‘(VA)B’ as “all A are B” (BaA),
‘(JA)B’ as “some A are B” (BiA), {(VA)—B’ as “all A are not B” or “no
Ais B” (BeA), and ‘(3A)—-B’ as ‘some A are not B” (BoA). Note that,
according to Definition [2] complex terms are covered by Definition 3] For
example, formulas of the form ‘(V(A A B))—C" are allowed, and should
correspondingly be read as “all not-(A-and-B) are not not-C” or “no not-
(A-and-B) is not-C”.

The absence/occurrence of a negation-symbol ‘=’ indicates whether
the formula is affirming or denying, respectively; it represents the cop-
ula. According to Definition [3| at most one negation-symbol occurs in
a formula. Negation does not act on sentences, and we need to ensure
in a different way how the sentences are related with respect to affirma-
tion and denial; as in Raab| (2018), this achieved via positive (‘+’) and
negative (‘—’) semantic clauses (Definitions [6H7).

The quantifier-symbols indicate the quantity, i.e., whether a sentence is
universal (V) or particular (3) (or, whether the predication is universally
or particularly)—and that’s all they are doing: They are just a means to
make explicit what kind of sentence is represented; instead of Aristotle’s
way of suggesting that, e.g., ‘BA’ is universal affirming/denying sentence,
we directly depict it as ‘(VA)B’/(VA)-B'.

Given this understanding, let me introduce a model-theoretic seman-
tics. I provide two ways of doing so. One interpretation allows empty
terms, i.e., the structure can assign the empty extension as interpretation
of terms (I refer to it as ‘the empty semantics’); the other interpretation
forces the simple terms to be non-empty (shown to be inadequate below).

Y

DEFINITION 4 (La-Model)
Let L£a be a language of Aristotelian Syllogistic. An La-model is a tuple
My = (D, || - [|n,) such that

(1) D is a non-empty set (the universe)
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(2) |+ [lan, is an interpretation-function of 9, such that
(a) if A€ STermg,, [|Allm, € D;

(b) if A € Term,, is a complex term of the form ‘B’ for some B €
Termg,, then [[Allor, = D\ || B||an,;

(c) if A€ Termg, is a complex term of the form ‘(B A C)’ for some
B,C € Termg,, then [|Allor, = (| Blla, N [|C][on, -

Since Definition [ allows for empty terms, we have to specify that the do-
main D is non-empty. Negated terms are interpreted as the set-theoretic
difference between the extension of a term and the domain. Complex
terms are treated as expected; Definition [] only specifies the clause for
conjunctive terms (‘A’); the others are definable given clauses (2b)—(2d).

DEFINITION 5 (NE-La-Model)
Let LA be a language of Aristotelian Syllogistic. A non-empty La-model
is a tuple M, = (D, || - ||on.) such that

(1) D is a set (the universe);

(2) H . Hmne is an interpretation-function of M, such that
(a) if A€ STermg,, 0 # [|Al|lm,. C D;

(b) if A € Term,, is a complex term of the form ‘B’ for some B €
Termg,, then [[Allm = D\ || Bllon,;

(c) if A€ Termg, is a complex term of the form ‘(B A C')’ for some
B,C € Termg,, then ||Allsm = || Bllam,, N |C|lon,.-

In contrast to Definition [4, Definition [5] does not need to enforce the
domain to be non-empty, as clause effectively takes care of itﬁ The
remaining clauses are the same as in Definition []

Given the different models, we can introduce corresponding satisfac-
tion relations. Since £ does not contain sentence-negation, we need to
ensure that, for example, an @-type sentence has an @-type sentence as
its contradictory by introducing positive (‘+’) and negative (‘—’) clauses.
Moreover, since we take the validity of the square of opposition as a con-
dition for any adequate satisfaction relation, we need to interpret the
sentences accordingly. This results in different clauses for the [a} and
@-type sentences. (Note that, as Lemma 3.6 of Raab 2018| shows, the
number of clauses is reducible to four.)

DEFINITION 6 (Satisfaction =a)

Let the satisfaction-relation M, [=a ¢ for La-formulas ¢ and La-model
M, be defined as follows: Let A, B € Term,,, then:

9Note that Definition [1| does not enforce STerm,, to be non-empty. If STerm., = 0),
clause does still not produce a problem as the clause is then vacuous.
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ay) My Ea (VA)B iff | Alla, 0| Bllan, = [ Alla, and [[A]lo, # 0;
a_ ) DT(A I;AA VA)B iff E)JIA ):A (HA)ﬁB
) My oa (FA)B I || Allan, 01 [ Bll, # 0.

a Ea (VA)=B iff [|Allan, O ([ Blla, = 0.

(vA)
(VA)
(34)

i) My a (3A)B iff My f=a (VA)-B.
(VA)
(vVA)

0+) My fa (FA)-B i [ Allar, N [|Bllom, # | Allam, or [ Alla, = 0.
(34)

(

(

(
(i
(es) M

(e2) My [Ea (YA)-B iff My [=a (3A)B
(0+)

(0-)

Oo_ m/_\ %A JA)-B iff S)JIA ):A (VA)B

In order for the square of opposition to hold, we must ensure that an
laltype sentences imply [Ftype sentences. The usual way to do so is by
only allowing non-empty terms as in Definition [5| but Definition [4] allows
for empty terms. Thus, a model 9, can only satisfy an [attype sentence
if the term happens to be non-empty, i.e., if [|Allar, = ), no sentence of
the form ‘(VA)B’ can be satisfied. Since @-type sentences have @-type
sentences as their contradictories, the satisfaction-clause needs to
include the cases in which the subject-term is empty.

As the non-empty La-models 9 . don’t allow non-empty terms, the
clauses are simpler than those of Definition [(] However, as shown in
Theorem [14] there is no fully general formal analogue of and
so the square of opposition does not follow.

DEFINITION 7 (NE-Satisfaction |=pe)

Let the non-empty satisfaction-relation M, =pe ¢ for La-formulas ¢
and non-empty La-model M, be defined as follows: Let A, B € Termg,,
then:

ne (VA)Biff [[Allon,, 0 [[ Bl = [[Allom,
ne (VA)B iff M, . Fne (3A)-B.
ne (3A)B iff [|Allon,, 0 [| B, 7# 0.
(FJA)B iff M, =ne (VA)-B.
Moe e (VA) =B i [|Alln,,, O [| Bll,, = 0.
ne (VA)
(34)
(34)

Given a notion of satisfaction, we can introduce the usual notions:
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DEFINITION 8

Let T'C Formg,, IF€ {}=a, Fne}, and M, = { gttA i :ll: 1: :ZA }

(1) ¢ is a logical consequence of T (T I+ ) iff for all La-models I, if
M, |- for all ¢ € T, then M IF .

UT ={p1,...,0n}, wewrite ‘p1,..., 0, IF @ for {1, ..., 0.} IF ¢
(2) ¢ is logically valid iff Ik ¢ (IF ).

(3) T is satisfiable iff there is an La-model M, such that M I ¢ for
all p e T.

Given these definitions, we can formulate some results. First, we can
note that the empty L£a-models see sentence-types [a] and [e] as contraries:

LEMMA 9 (Contraries)
(VA)B and (VA)—B are contraries in La-models 9t,:

(1) {(VA)B, (VA)—-B} is not satisfiable;

(2) there are La-models M, such that M, [Ea (VA)B and M, Fa
(VA)-B.

Proof. Let M, be an La-model.

(1): Suppose that M, [=a (VA)B and M, f=a (VA)—|B Then, by @
[Allon, O [ Bllan, = [|Allan, # 0, and, by (e+)), [[Alla, N [ Bllan, =

a contradiction.

@): Let || Allm, = {a,b} and ||B|lm, = {a}. Then, ||Allom, N[ Bllm, # 0,
i.c., by (i), Ma Fa (3A)B. And, since ||Allm, (| Bl # [ Alla, .
by (oi]), M, Ea (3A)-B. By and , respectively, the

result follows.

]

Two characteristics of the semantics are the following:

THEOREM 10
The following hold.

(1) Fa (34)A (2) (VA)B [=a (34)B
(3) Fne (34)A (4) (VA)B #ne (3A)B

Proof. ([1)): Let 9, be an La-model such that [|Allsr, = (. Then,
AT, 0 [ Allm, = 0, e, by (65, My Fa (VA4 Thus, by
@), My, Kon (GA)A.
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@: Let 9, n (VA)B. Then, by (&), | All, 1 |Bl, = [ Allm, # 0.
Therefore, by (i), M, ):A (3A)B.

(@): Let M, be a non-empty La-model such that ||Afar, = D. Then,
(A, = 0. Thvs, [Aln,, O Al = 0. 50, by €2, D oo
(VA)_‘A By M e F’éne (EIA)A

Conader the model in . Since [|A = || Allox,., by
(a"), M, . =ne (YA)B. However, since =0, by
(), M., e (VA)=B, and so, by (™)), M, e (JA)B.

[l

Theorem — imply that the non-empty semantics does not val-
idate the square of oppostion; for example, sentence-types [a] and [¢] fail
to be contraries:

COROLLARY 11

In the non-empty semantics, (VA)B and (VA)—=B are not contraries.
In general, given a non-empty La-model M, ., if ||Allon, = 0, then
{(VA)B, (VA)—~B} is satisfiable in 9.

ne’

Proof. Consider the proof of Theorem . The model 9, is such
that both M, =ne (VA)B and M, Fne (VA)-B. O

The empty semantics has formal analogues of the conversions:

THEOREM 12 (Conversion)
The following conversions hold:

(a-i-convi=r) (VA)B =a (3B)A
(i-i-convr) (FA)B |4 (3B)A
(e-e-conv) (VA)-B =4 (VB)-A

The non-empty semantics only validates two such conversions:

THEOREM 13 (NE-Conversion)
The following conversions hold:

(i-i-convFre) (JA)B e (3B)A
(e-e-conv) (VA)-B e (VB)-A

Proof. Let M, be an La-model.

Suppose that 9, =a (VA)B. Then, by » [[A[Jam, N

HBHzm = [[Allam, and [[Allm, 7# 0. Thus 1B][om, ﬂHAHsm =
| Allon, OV 1Bllam, = 114l # 0. So by (i), M, F=a BB)A.
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Suppose that 9, =a (FA)B. Then, by {D | Allon, N
|Bllmm, # 0, ie., [|[Blla, N [[All;x, # 0 and so, by (i.]), M, Fa
(3B)A.

Suppose that M, =a (VA)=B. Then, by (e)), [|Allm, N
|Bllam, = 0, so also ||Bllax, N [[Allar, = 0, ie., by (i), Ma F=a
(VB)—A.

(i-i-conv™e)) and (e-e-conv™"¢)) are shown in the same way. n

The non-empty semantics does not validate the third conversion.

THEOREM 14 (NE-Conversion-Failure)
The formal analogue of fails for the non-empty semantics:

(a-iXXconvre) (VA)B - (3B)A

Proof. Let 9 . be a non-empty La-model such that ||C||ogn . = D. Then,
by Definition | (25), [Cllam, = D\ [|Cllm,, = D\ D = 0.

Now, let [|Aljan,, = ||C||sm, ., and suppose that M, . F=ne (VA)B. Then,
by @), |4, 1 |Bllm, = |Alm,. i [l N [Blan,, = 0, 50
also B, (1[4, = 0 By @), My e (VB)-A. Thus, by (),
mne béne (HB)A

Therefore, (VA)B e (IB)A. O

All we get is a restricted version:

THEOREM 15 (Restricted NE-a-i-Conversion)
Let 901, be a non-empty La-model. Then:

(a-i-convi=e | ne) (3A)A, (VA)B . (3B)A

I take this as evidence that Definitions dl and [6] are the correct ones
since the problem arises already with negative terms—which Aristotle ex-
plicitly discusses in his Organon, even though not in his Prior Analytics.
Other complex terms might end up empty, too, even though the simpler
terms are not. Let 91 . be a non-empty La-structure. Suppose that
0 S lAlln,. & D. Then, 0 S [[Allan,. & D. However, [[(AA A)|lm,, = 0.
Therefore, ||(AANA)|lm,, OV Bllan,, = [(AAA)|lom,, since 0N || Blon . = 0.
Thus, by (%), M. Fne (V(AA A))B, but M, ne (3B)(A A A). This
also means again that (VC)D 4, (3C)D.

Of course, one could still insist on the non-emptiness of terms. One
option, though I don’t take it to be particularly plausible, is to only
allow terms which don’t lead to empty ones. That, of course, rules out
simultaneously having negated and conjunctive termsﬂ Another option
is to do the same as in Definition [6] though then there is no reason to

97If we only consider negated terms, the option has some plausibility. Given the
discussion of Section [2.6] assigning the whole domain as interpretation of a term
might push us to the top of the term-hierarchy and, thus, to terms that Aristotle
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assume that terms are non-empty to begin with. There might be different
options available, but I take Definitions [4] and [6] to be the correct ones.
Nevertheless, the semantics to be developed in the following sections are
more like the non-empty one from Definitions [5] and [7]

Regarding the empty semantics, there is a difference between denials
and affirmations modulo negated terms:

THEOREM 16 (Negation)
The following hold:

(1) (YA)B f=a (VA)~B; (2) (YA)=B a (VA)B;
(3) (3A)B f=a (34)-B; (4) (3A)-B £a (34)B.

Proof. Let M, be an La-model.

(@: Let My = (VA)B. By (o)), [[Allo, NI[Bllam, = [|Allm, # 0. By
Definition [ (2b) |[Bllm, = D\ |1Bll, ie., @ = [|Bllax, N |[Bllo,-
Therefore, O = [|Allon, N || Bllax, N[ Bllam, = [[Allon, N[ B]lan,. Thus,

by (e.)), M, =a (VA)-B.

@): Let | Allm, = 0. Then, |[Alls, N [|Blm, = 0, i.e., by (e+), My =a
(VA)-B. Also, as ||Allm, = 0, by (o), Ms [=a (3A)=B. There-
fore, by (a_]), M, Fa (VA)B.

(B): Let ‘JRA_):A (34)B. By (i), [ Allm, N ||_BH9;¢A # 0. By Definition [4
[@5). [Bllm, = D\[Bllm,. 5o | Allor, 0| Bllay, # [ Allm, - Therefore
by (o), M, s (34)-B.

(@): Let [|Allsm, = 0. Then, by (o4)), 9, Fa (3A)-B. Also, |[Aflm, N
HBHmA = (2)7 S0, by " i):)/IA A (VA)_'B Thusa by @7 9)tA %A
(34)B.

]

As shown in Lemma 3.29 of Raabl (2018)), the non-empty-semantics
validates that sentence-types imply corresponding sentence-types @/EL

i.c., M, e (0A) B iff M, e (¢4)B (q € {¥,3}) whereas the empty
semantics only validates the direction from sentence-type @/E to sentence-

type lelfol i.e., (¢A)K B ea (qA)-B B, but (qA)=B W (qA)B.

dismisses as relevant for his syllogistic. Thus, if the only complex terms are negated
terms, we might change Definition [5| (2b]) to

(2) (b*) if A€ STermg,, 0 G |Alon,, G D

which resolves the problem as for any A € Termg,, [[Afon__ # 0.
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2.10 Identity

The syllogistic is lacking any treatment of identity. As suggested in
Section [2.6] Aristotle does not consider something like ‘is Socrates’ to be
a term; the Organon does not seem to include any identity claims.

Yet, Aristotle formulates some principles to test for the (non-)identity
of terms. Given two terms A and B, we can compare them with respect
to other terms C¥ One principle Aristotle suggests is that if A and
B are identical, then if A is identical to C', B must also be identical to
C' (Top HI1, 152a31f}”). Whereas finding differences breaks identities
(cf. Top A18, 108b2ff{""), being identical to something else suffices for
identity, i.e., if A is identical to C, and B is identical to C', then A and
B are identical too (SE 6, 168b31£[T)).

Aristotle does not say much more about this, and its not entirely clear
of what sort of things he claims identity, though he seems to formulate
a (more general) version of Leibniz’s law:

Speaking generally, one ought to be on the look-out for any dis-
crepancy anywhere in any sort of predicate of each term, and in
the things of which they are predicated. For all that is predicated
of the one should be predicated also of the other, and of whatever
the one is a predicate, the other should be a predicate as well.
(Top H1, 152b25-2910%)

I put it in terms of terms above. It should be clear that there are no (ex-
plicit) principles to establish identities between terms, but the principles
allow us to break some (see also Top H1, 152b34fFED. Suppose that we
establish that (VA)C and (3B)-C. Then A and B cannot be identical.
Also, if we establish that (¢C)A and (¢C)—B (q € {V,3}), then A and B
cannot be identical. However, if A and B are identical, we can conclude
from (¢C)A that (¢C)B, as well as (¢B)C from (¢A)C. As A and B are
terms, they can occur both in subject- and predicate-position, and the
principle Aristotle suggests is meant to check both options. A and B are

98Note that Aristotle does not speak about terms, but I take it to apply to them.

99%Again, look and see if, supposing the one to be the same as something, the other
also is the same as it; for if they are not both the same as the same thing, clearly
neither are they the same as one another [II&\v oxonelv el & ddtepov tadtdy, %ol
Vétepov: el yop Wi dupdtepa 6 adTd TadTd, dfhov STt 003 AN oLc].”

100<for when we have found any difference whatever between the things proposed, we
shall have shown that they are not the same thing [ebpbvtec yap Siapopdy @SV
TpOXEWEVWY OTtotavolv dedelydtee Eodueta Gt 0O Tadtdv]”.

101¢or we claim that things that are the same as one and the same thing are also
the same as one another [t& ydp &l xoi Tadtd TodTd Xl dANAAOLC dEtoluey elvan
Ta0té]”.

102¢Kondbhou B einelv éx 16V Onwoolv Exatépou xUTNYOopoLUEVKY Xl 6V Talto XoTn-
YOPEITOL OXOTEW €l TOL BlaPVEL oo Ydp Vatépou xaTnyopeitol, Xl YaTépou xotn-
yopeloYou Oel, xal &V Ydtepov xotnyopeitar, xol Ydtepov xatnyopelodon del.”

103«)Moreover, see whether the one can exist without the other; for, if so, they will not
be the same ['Ett el Suvatov ddtepov dveu Joatépou eivan od ydp av ein tadtdy]”.
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only then identical if the same terms are predicated of them ((¢A)C and
(¢B)C) and they are predicated of the same terms ((¢C)A and (¢C)B).

3 A Fregean Approach

3.1 Background

Aristotle’s logical system remained the dominant system until Gottlob
Frege developed his Begriffsschrift (1879). That does not mean, though,
that the syllogistic did not undergo any changes at all. One notable
change is the treatment of particulars as terms in a way analogous to
other terms (see Parkinson’s introduction in Leibniz |1966]). Given the
formalism from Section 2.9, a model 9, interprets such terms A as
|Allon, = {a} for an a € D. Thus, for any term B, (34)B Ea (VA)B,
i.e., the fttype sentence implies the [altype sentence. And, as already
encoded in the square of opposition (Section , the latter also implies
the former. For example, if a € D is Socrates and we blur the line between
predicates and individuals, then ‘some Socrates is human’ implies ‘every
Socrates is human’, and vice versa[l"]]

However, Aristotelian syllogistic is limited in its expressive power. In
particular, two limitations are generally pointed out, viz., Aristotelian
syllogistic does not know relational terms, and, based on this, cannot
deal with several quantificational phrases (see, e.g., Frege (1879, Carnap
1930/31/59, Russell 1946/2004: ch. 22, Kneale and Kneale|1962; 31, 487,
and Link 2009: 10).

The main limitation is the syllogistic’s restriction to terms which we
can take to correspond to unary predicates so that it cannot account
for relations. According to the ti kata tinos, the basic structure of sen-
tences is subject-predicate. This means that the syllogistic cannot—in
its current form—account for relational statements such as ‘point a lies
between point b and point ¢’. Frege overcomes this limitation by re-
placing the “concepts subject and predicate by argument and function”
(1879: 7, his emphases). Of course, the most basic structure is still
that of subject-predicate and is captured by a function applying to an
argument—something that presupposes individual-constants that are not
included in the syllogistic as presented above—but that immediately gen-
eralizes once the function is allowed to take more than one argument.
Moreover, the subject-predicate structure is broken up once we consider
sentences within the range of application of the syllogistic; for example,
a sentence like ‘all human beings are mortal’ is not taken to have ‘all
human beings’ or ‘human beings’ as its subject (depending on how one
understands the quantity indicated by ‘all’), but is analysed in terms for
quantifiers, variables, connectives, and functions applying to arguments.

104A5 T've mostly treated terms as plural, it would be better to say ‘some/every
Socrates are human’.
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The other limitation is what might be called nested quantification (aka
multiply general propositions). The subject-predicate structure does not
rely on quantifiers, but the quantity of its subject is somehow indicated;
Aristotle specifies it explicitly by saying, e.g., ‘let AB be a universal affir-
mative sentence’, and the proposed formalism from Section captures
it by including a quantifier-symbol in front of the subject-term. Thus, the
syllogistic can capture sentences like ‘all human beings are mortal’, but
it lacks the means to express ‘all human beings have someone they like’
or ‘some human beings like all human beings’. What’s lacking is another
way to even attach a quantity, and, as we have seen in Section [2.2] Aris-
totle does not think that sentences can be true if a quantity is assigned
to more than the subject-term.

The Fregean approach with its function-argument analysis, on the
other hand, has the means to assign quantities to several parts of sen-
tences. Indeed, the quantifiers are treated as proper constituents of
sentences. Only considering the first-order fragment, we can see that
given arguments aq, ..., a, and an n-ary function-symbol f, we can form
a sentence ‘f(ai,...,a,) in which every argument-place allows to be
quantified in. For example, ‘Vai3xsf (21, x2)" is a sentence with nested
quantifiers which can capture a sentence properly outside of Aristotelian
syllogistic.

Overall, Frege captures a sentence like ‘all human beings are mortal’
as consisting of a quantifier (‘") binding a variable (‘z’) and acting on a
complex formula with a conditional (‘—’) as its main connective whose
antecedent and consequent are functions applied to an argument (‘H(x)’,
‘M(z)’). None of these explicitly appears in the original sentence, and
Frege is well aware that his formal language departs from ordinary lan-
guage (1879: 6); he thinks he introduces a tool for “certain scientific
purposes” (1879: 6), comparing it to the introduction of a microscope to
better the human eye. Similarly, Carnap compares natural language to
a “crude, primitive pocketknife” which is “useful for a hundred different
purposes” (1963: 938), but not so much for specific purposes requiring
greater precision. In this sense, we can—and will-—understand the formal
languages and their formalisms as ezplications.

One strength of the Fregean explication is that it allows for fairly
simple solutions to the aforementioned limitations of Aristotelian syllo-
gistic. For, as sentences are not forced to have subject-predicate struc-
ture, it is possible to allow relational predicates like ‘x lies between y
and 2’ (‘B(z,y,2)’), and nest quantifiers. For example, we can ren-

der a sentence like ‘every point a lies between some points b and ¢’ as
VaIy3Iz(B(z,y, 2)).

3.2 A Formalism

To make the approach formally precise and to have a basis for compari-
son, let me introduce a convenient formalism (which more or less follows
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Raab [2016: ch. 3). It should be clear that the following exposition is not
following Frege in any detail, and is geared toward better comparison
between the different formalisms to be introduced in the following and
the one introduced in Section [2.9] Nevertheless, the following can rightly
be claimed to expose, or explicate, a Fregean formalism.

The following exposition is not entirely standard, though it does not
deviate much from a standard exposition. Insofar as it deviates, it is
geared towards running in parallel with the exposition of the QUARC
(Section [£.2). As I explain much of what’s going on here already, I
can present the QUARC-formalism succinctly while just pointing out the
QUARC-specific features.

We start by specifying the vocabulary of a Fregean language.

DEFINITION 17 (Fregean Language)
A Fregean language (Lg) consists of the following:

e a countably infinite set Varg, = {vg,v1,v2,...} of (individual-)
variables,

e a countable set Consty, = {co, c1, Co, ... } of (individual-) constants,

e for every n > 0, a countable set Pred} = {Fy', P*, Py', ... } of n-ary
predicate-symbols,

e the set of logical symbols including ‘=’ ‘A7, V') ‘=7 47 ‘=" VY
and ‘4", and

e the set of auxiliary symbols including ‘(’; ¢)’, and ;.

The sets are assumed to be disjoint. Let Pred., = J, ., Pred}_.

n>0

The basic vocabulary of a Fregean language Lf is fairly standard
and extends the language of Aristotelian Syllogistic £ in several ways.
Firstly, L¢ contains what can be taken to correspond to La-terms, but
also predicate-symbols of any arity. It also contains individual-constants
and individual-variables, making it a first-order language. Lastly, L has
an additional logical symbol, viz., ‘=", and it lacks the term-negation ‘—’.
Even though the languages overlap significantly (as we can consider L
to be a sublanguage of Lg), the formation rules for Lg are significantly
different from those of La.

DEFINITION 18 (Lg-Formula)
Let Lg be a Fregean language. The set of Lg-formulas (Formg,) is recur-
sively defined by:

(1) given n > 0 Lg-constants ci,...,c, and P € Pred_, P(ci,...,c,) €
Formg,;

(2) given Lg-constants ¢; and cq, (¢; = ¢a) € Formg,;
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(3) if p € Formg,, then - € Formg,;
(4) if p,¢ € Formg, and o € {A,V,—, <>}, then (p o) € Formg,;

(5) if p(c) € Formg,, x € Varg,, and g € {V, 3}, then qzyp|x/c| € Formg..

Definition [I8] in contrast to Definition [3] introduces a recursion to gen-
erate all the formulas. Clause captures the function-argument struc-
ture, viz., the elements of Const,. are the arguments to the functions
contained in Predr. Additionally, the symbol ‘=" figures as binary func-
tion/predicate. As usual, we can consider the formulas obtained by
clauses f to be atomic and the constituents of complex formulas
arrived by the remaining clauses.

Clause allows for nested quantification for which clauses f
provide the places. For example, for P € Pred%F and c;,co € Constg,,
clause (/1)) guarantees that P(c1,c2) € Formg.. Applying clause to it,
x € Varg, and V, leads to Vzy(z, c2) € Formg.. Applying it again to this,
y € Varg, and 3, we get FyVeP(z,y) € Formg,.

Definition [I§]is non-standard insofar as it does not allow for open for-
mulas. Clause is the only clause introducing wvariables, and those
variables are bound. Because of this and in order to have a better com-
parable formalism, we understand quantification as substitutional and
treat it accordingly below.

Given this increase in complexity, the interpretations of such Fregean
languages have to be more complex, too, though the underlying model
remains the same; we just make more use of it.

DEFINITION 19 (Lg-Model)
Let Lg be a Fregean language. A model for Lg (Lg-model) is an ordered
pair Mg = (D, || - [[an_) such that

(1) D is a set (the domain of M);

(2) |- [lan. is an interpretation-function of Mg such that
(a) if c € Constry, then [[c[lsm_ € D;
(b) if P € Predy_, then @ # || P|lm_C D;
(c) ifn>1and P € Predy, then || P|lpr. € D™

Clause forces unary predicates to be assigned a non-empty extension.
This has been done in order for a smoother comparison with QUARC.
Moreover, in this way we also generate better comparability to (non-
empty) La-models.

Moreover, as QUARC relies on substitutional quantification, we under-
stand it similarly here. Hence, in order to correctly interpret the formu-
las involving quantification, we need to make sure that the interpretation
does not rely on the specific choice of Const,.. In order to do so, we first
expand the underlying language (Definition , enriching it with further
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individual-constants, and then making sure that the interpretation keeps
up (Definition 21)). With these in place, we can specify when a model
satisfies a formula (Definition [22)).

DEFINITION 20 (Lg-A-Ezxpansion)
Let Lf be a Fregean language. Let M = (D, [|-|lan_) be an Le-model. Let
A C D. The Lg-A-expansion of Lg is the language L = LeU{c,|a € A}
where the ¢, are new (individual-)constants not contained in L.

If A= {a}, we call Lf an Lg-a-expansion.

The idea is that we consider part of the domain of a model 9 and
introduce new names for the elements of the chosen part. The new sym-
bols need to be interpreted in the correct way too, which cannot be done
in the original model 9 so that we have to expand it to Mg in the
following way.

DEFINITION 21 (Lg-Model Expansion)

Let L be a Fregean language and Mg = (D, || - |lon,) an Le-model. Let
A C D, and L¢ be an Lg-A-expansion. The A-expansion of Mg to L is
the model M = (D', || - [[on) such that

(1) D" = D; 2) - llome S M1 Moy

(3) llcallan, = a € A for every new symbol c,.

The domains of the model M and its expansion M are the same. The
new constants are interpreted according to how they have been intro-
duced. Since A C D and D' = D, A C D', and the new symbols ¢, for
a € A just provide names for the elements a € D.

Lastly, the expanded interpretation-function || - ||, extends the inter-
pretation-function || - [[an_, i.e., it leaves unaltered the interpretations of
the original model M. In particular, suppose that ||Pllg_ = {a} for
a € D, but there is no ¢ € Constg, such that [[c[loy. = a. We can
then expand the language to Lf to include ¢, € Const,, without altering
| Pllon,; all that the expansion does is give a name to a (potentially)
unnamed object without altering the interpretation of the P € Pred,,.

With this machinery, we can define the corresponding satisfaction-
relation. It also suffices to expand the language by one individual-
constant at a time as we quantify over all such expansions so that no
element of D gets missed.

DEFINITION 22 (Satisfaction =¢)
Let the Fregean satisfaction-relation Mg |=¢ ¢ for ¢ € Form,. and Lg-
model Mg = (D, || - [ln_) be recursively defined as follows:

(1) Me = Pler, - en) HE (lenflomg, o llenllome) € [Pl
(2) M Er g =cp iff ||Cl||91ﬂF = HCQHWF;
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3) M ¢ g iff it is not the case that Mg =¢ ¢ (M FEe ¢);

(3)

(4) Mg = o A M M = and Mg = ¥

(5) Mg =F Jzp[z] iff for some a-expansion Mg of Mg, ME = lca/z];
(6) M = Vap[z] iff for all a-expansions M of M, ME =¢ ¢[ca/z].

The definition is mostly standard. Given clauses 7, we can define
the clauses for the remaining connectives in the usual way. In contrast
to objectual quantification which interprets the quantifiers via wvariable
assignments, here the quantifiers are interpreted substitutionally; instead
of considering all the possible values for the variables, the base model 91,
satisfies a formula of the form ‘Vxy’ if all expansions 9Mf satisfy ‘p[c,)’
where the new constants ‘c,’ are substituted for the variable ‘x’. By
Definitions 20H21], every element of the domain D is considered so that
the truth of ‘Vxy’ does not depend on the particular choice of Constg,.
We can define a corresponding notion of logical consequence analogous
to Definition [8} just substitute ‘L¢’ for ‘La’, ‘O’ for ‘M, and ‘|=¢’ for
‘IF’. With that at hand, one peculiarity of the above is the following.

THEOREM 23
Let P € Predy, . Then: = JzP(z).

Proof. Let P € Pred . Let Mg = (D, || - |on_) be an Le-model. By
Definition [19) . . O # ||Pllm. € D. Let a € [[P|lon.. Let Lf be an
Le-a-expansion of Lg, and 93?’ be an a-expansion of M to Lg. By
Deﬁnltlong . ), 1P|, € ||P||9ﬁ’ so that a € || P|lon.. By Deﬁnltlon

), lIcallon, = a € ||P||m/ Thus by Deﬁnltlong , Me ¢ Plc
Then there is an a- expansion M of M, My ¢ P(c,). Therefore, by

Definition 22| (]), M f=¢ P (z). O

This also means that universal quantification implies the existential one.

COROLLARY 24
VaeP(x) g JxP(x).

We can also note that the quantifiers behave as expected.

THEOREM 25
The following equivalences hold:

(1) bor Vg ¢ ~3umg: (2) ¢ 3rp ¢ Wamg:
(3) Er ~Jzp < Vrp; (4) EF ~Vap <> Jz—p.

Furthermore, because of the non-emptiness requirement in Definition
, analogues of conversion hold.
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THEOREM 26 (Conversion)
The following conversions hold:

(a-i-convi=F) Vz(A(x) — B(z)) Er Jz(B(x) A A(z))
(i-i-conv™F) 3z (A(x) A B(x)) ¢ 32(B(x) A A(z))
(e-e-convF) Va(A(z) — —~B(x)) ¢ Va(B(x) — —A(z))

Proof. 1 only show the interesting case.

(a-i-convF¥)): Let My be an Le-model such that My ¢ Va(A(z) —
B(xz)). Then, by Definition 22| (6)), for all a-expansions D of M,
Me Er A(ca) — Ble,). By Deﬁnition , 0 # || Allon,. Let
a € ||Allar_. Then, for the a-expansion Mg of M, My = A(ca) —
B(c,). By Deﬁnition , a € [[Alln_ C [[Alloz, i-e., a € [[ Al
Thus, for the a-expansion 9ME of M, ME ¢ A(c,). Also for the
a-expansion ME of Mg, ME ¢ A(ca) — B(ca). Therefore, for
the a-expansion IME of M, ME =¢ B(c,) and, so, for some a-
expansion Mg of Mg, M =¢ B(c,) A A(c,). By Definition [22] (5],
M = Jz(B(x) A A(z)).

]

This much suffices in terms of exposition of a Fregean language and
its semantics. As we are only interested in semantics, there is no need to
introduce a proof system.

4 Ben-Yami’s QUARC

4.1 Background

In recent years, Hanoch Ben-Yami has introduced a novel logical system
called the QUantified ARgument Calculus (QUARC). The underlying mo-
tivation is to find a formal system that captures more adequately the se-
mantics of natural language[l”%] Section already suggests that Frege’s
main motivation is not to come up with a formal language to capture
the semantics of natural language; however, the elegance and strength of
his formal language surpassed anything else known and so was a natural
candidate to be used outside its original intended range of application.
Ben-Yami introduces an early version of QUARC in his book Logic &
Natural Language (2004)—which is the main focus of this brief exposi-
tion. Note, though, that certain of Ben-Yami’s views have developed and
changed since the book was published in 2004; my concern here is not to

105Hanoch prefers ‘logic of natural language’ (personal communication). I stick to
‘semantics’: Where it is clear to me that natural language has a semantics (and,
potentially, several), it is less clear to me that it has a logic. My views are not
settled, but am inclined to deny that there is the logic of natural language.
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paint an accurate picture of his current views (for some of those see Yin
and Ben-Yami [2023)), though I mention some in footnotes.

Since then, he published an article exposing QUARC (2014)), and con-
sidered how it treats the Barcan formulas and necessary existence (2020a))
as well as how QUARC compares to natural logic (2020b)). There have
also been discussions with respect to generalized quantifiers (Ben-Yami
2009, 2012, and Westerstahl [2012).

Moreover, QUARC’s logical properties have been investigated. Lanzet
and Ben-Yami (2004) provide an early assessment in model-theoretic
terms, Raab (2016, ms|) consider QUARC’s relationship to classical logic
and so does Lanzet (2017) in a three-valued setting. There are complete-
ness results for the QUARC in different settings (e.g., Lanzet and Ben-
Yami [2004, Raab 2016, Ben-Yami and Pavlovi¢ 2022)), and treatments
based on many-valued truth-valuational semantics (Yin and Ben-Yami
2023)).

QUARC has also been investigated proof-theoretically (Pavlovié [2017,
Pavlovi¢ and Gratzl 2019al, 2019b, |2021a) as well as axiomatically (Pas-
cucci 2023). Moreover, Pavlovi¢ and Gratzl also consider abstract forms
of quantification within QUARC (2023a) and investigate into decidable
fragments (2023b)). Several further aspects of QUARC are currently in-
vestigated.

Ben-Yami (2004) rejects Fregean languages when investigating the se-
mantics of natural language. He suggests two main reasons, viz., the
treatment of reference and quantification["%% I do not go into detail with
all the subtleties, but focus on some general points.

Regarding reference, Ben-Yami notes that natural language contains
plural referring expressions. Fregean languages, on the other hand, only
allow singular reference. In the Fregean languages, this is achieved solely
via the wvariables and individual-constants. Thus, as detailed in Sec-
tion [3.1) a sentence like ‘All human beings are mortal’ is captured as
Vrx(H(x) — M(x))’, quantifying singularly over everything. However,
the surface structure of the sentence sees ‘all human beings’ as the sub-
ject of the sentence and ‘human beings’ refers plurally to human beings
while ‘all’ specifies the relevant quantity of what’s being referred to.

Based on the treatment of reference as singular, Ben-Yami (2004: 2)
also argues that Fregean languages misconstrue predication and quantifi-
cation in natural language. Ben-Yami (2004: 8) suggests that Fregean
languages understand singular terms to be the sole source of reference,
and common nouns as logical predicates. Ben-Yami (2004: 8), on the
other hand, argues that common nouns are used to refer to (pluralities
of) particulars too. Given this understanding, he claims to arrive, among
others, at a “radically different analysis of quantification” (2004; 12).

Ben-Yami’s main point is that “quantification involves reference to a

106Hanoch’s current views changed regarding reference which dropped out of the pic-
ture; indeed, he insists that the notion of reference is irrelevant for QUARC (per-
sonal communication).
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plurality” (2004: 59). In the example sentence above, ‘human beings’
refers to a plurality of human beings, and the quantifier ‘all’ specifies
how much of that plurality is relevant, i.e., a “quantifier is attached to a
noun that is used to refer to a plurality” (2004: 59f.) and these elements
together “form a noun phrase” (2004: 60). Such noun phrases—called
quantified arguments—can function as subjects of sentences; they can
be put in the argument places of predicates. In the example sentence,
‘mortal’ is predicated of ‘all human beings’, i.e., the quantified argument
‘all human beings’ is put into the argument-slot of the predicate ‘mortal’.
Ben-Yami (2004; 62) claims that this is in agreement with Aristotle’s
understanding of predication.

One topic of concern for Ben-Yami is that of the expressive power
of systems. Ben-Yami (2004} 78) notes that Aristotelian logic is not
expressive enough to handle relations and nested quantification. His
goal is to develop a system that is able to handle these, and suggests
that “lajny alternative logic should have comparable power” (2004: 78)
to Fregean logic with its predicate calculus. The QUARC is meant to
have that.

In order to achieve that, QUARC needs a device to establish cross-
reference; it captures it by the incorporation of anaphora. Moreover,
natural language contains active and passive constructions, and different
ways of negating, viz., negating a whole sentence (‘it is not the case that
Socrates is mortal’) and negative predication (‘Socrates is not mortal’);
all this is incorporated in the QUARC too. The QUARC also includes
wdentity, though it treats it slightly different from the way it is in Fregean
languages, as predication is understood differently (Ben-Yami2004: 142).
All these elements are incorporated in the formalism below.

4.2 A Formalism

Let me make the QUARC formalism precise. I generally follow the expo-
sition of Section [3.2], and comment only on the QUARC-specific details of
the formalism.

First, again, let’s specify the underlying vocabulary.

DEFINITION 27 (QUARC-Language)
A QUARC-language (Lq) consists of the following:

e a countably infinite set Anar, = {ag, a1, aa, ... } of anaphors,
e a countable set SA;, = {s0, 51, 52, ... } of singular arguments,

e for every n > 0, a countable set Predy = (P} Pl Py
... } of n-ary predicate-symbols,

e for every n > 0, for every ¢ > 0, for every an € Pred;,, a set
n m(1),...,m(n X .
Reordy = {PF; Woom®) 2 £1,. n} — {1,...,n} a permutation}
of n-ary reorders,
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e the set of logical symbols including ‘—’, ‘A7, V', ‘=7 ‘7 ‘=" Y
and ‘9’ and

e the set of auziliary symbols including ‘(’, ‘)’, and *,’.

For every n > 1, Pred;  C Reord; ; all other sets are assumed to be
disjoint. Let Predzq ==, Pred;, and Reord., =, ., Reordy,.

Compared to Definition[17], Definition [27)is more complex. Firstly, what’s
analogous to the Fregean language, a QUARC-language contains anaphors
which play a similar role to the variables of Fregean languages. However,
Fregean languages need variables to achieve quantification, QUARC does
not as witnessed by formulas of the form ‘(VP)Q’ for P,Q € PredEQ.
Moreover, the QUARC-language contains singular arguments which cor-
respond to Fregean (individual-)constants. The logical and auxiliary
symbols of the languages are the same. However, QUARC specifies its
predicates differently. In particular, I put the members of Presz as

‘Pil""’"’, not just indicating the arity n, but also the order of the slots.
The reason for this is that this guarantees that they are identical to re-
orders. For any P € Pred} ., there are nl-many reorders, generated by
permutations on the predicate’s argument-places. However, I just write
‘P™ instead of ‘P77 (P ¢ Pred7,) to indicate the reorder if it is
relevantm Since Pred;, C Reordy , we can often work with the lat-
ter in setting up the formalism; this helps reducing some complexity in

specifying the QUARC-formulas.

DEFINITION 28 (Lq-Formula)
Let Lq be a QUARC-language. The set of Lq-formulas (Formg,) is re-
cursively defined by:

(1) givenn > 0sy,...,5, € SAg and P € Reordy , then (s1,...,s,)P €
Form.,;

(2) given s1,50 € SAg,, (s1,52) =€ Formg, (usually written as ‘(s; =
52)");

(3) given n > 0, s1,...,5, € SAg,, P € Reordy , and x a string of
negation-symbols =, ((s1,...,s,) * P) € Formg;

(4) if ¢ € Form,, then —p € Formg;
(5) if ¢, € Formz, and o € {A,V, =, <}, then (p o)) € Formg;

(6) if ¢ € Formg, contains, from left to right, si,...,s, (n > 2)
occurrences of s € SA.,, none of which is the source of 8 € Anag,
that occurs in ¢, and ¢ does not contain o € Anag,, then

107Hanoch (personal communication) prefers to think of 7 as an operator acting on
predicates P € Pred?:Q so that the predicate stays the same, but gets reordered.
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@[sa/s1.a/59,...,a/s,] € Formp, where p[s./s1,0/s2,...,/sy] is
the result of substituting a for the occurrences ss, ..., s, of s;

(7) if p[s] € Formg,, ¢ € {V,3}, P € Pred%Q, then ¢[qP/s] € Formg, if
qP governs ¢ (see Definition .

Let QA., be the set of quantified arguments, i.e., expressions of the form
qP for g € {V,3} and P € PredlﬁQ.

Clauses f correspond to Definition ’s 7; the only difference
is that QUARC takes predicates from Reord;, and that we write the

arguments in front of the predicate-symbol. Moreover, clauses —
are standard too. Let me comment on the remaining clauses.

Clause is QUARC-specific. It allows arbitrarily many negation-
symbols inbetween a predicate-symbol’s argument-slots and predicate-
sign. Thus, we allow, e.g., {(s)=—=—P’ as an Lq-formula.

Clause @ allows for the introduction of anaphors. If a formula con-
tains several occurrences of a singular argument s, we can replace all
but the first by new anaphors. For example, we can move from (s, s) P’
to ‘(sa,@)P’. As long as no quantified arguments are involved, these
anaphors are not necessary, but they are once cross-reference is needed.

Clause , finally, allows the introduction of quantified arguments, i.e.,
expressions combining quantifiers with unary predicates so that quantifi-
cation is understood as plural. These expressions can replace singular
arguments given that they satisfy a certain condition, viz., that the
quantified argument governs the formula—which we define below. As
the quantified arguments can take the place of a singular argument that
has anaphors referring to it, we also define the notion source of anaphora.

DEFINITION 29 (Source of Anaphora)

If an anaphor is introduced according to clause @, then the term s is the
source of o (indicated as ‘s,’) if it is the rightmost occurrence of s that
is to the left of the anaphor «; if such a term is replaced by a t € QA,,
due to an application of clause , then ¢ is the source of a (indicated
as ‘qP, if t = qP).

DEFINITION 30 (Governance)

Let ¢ be a string of symbols and ¢t € QA,,. Then, t governs  if it is the
leftmost quantified argument and ¢ does not contain any other string of
symbols 9 such that ¢ € Form,, contains ¢ and all the anaphors of all
arguments in ).

Given Definition [30] Definition is well-defined now. Roughly, the
idea is that we can introduce quantified arguments if they are the main
symbol, i.e., when breaking up the formula, one has to start with it.

As in Section [3.2] all formulas are closed. The mechanism to intro-
duce anaphors and quantified expressions is via substitution and so we
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treat quantification substitutionally. This follows the treatment from
Section In particular, we use models to interpret QUARC-languages.

DEFINITION 31 (Lq-Model)
Let Lq be a QUARC-language. A model for Lq (Lq-model) is an ordered
pair Mg = (D, || - [|n,) such that

(1) D is a set (the domain of My);

(2) I llang, is an interpretation-function of Mq such that
a) if s € SA,y, then [[s|lm, € D;

b) if P € Preds,, then § # || Pllm, C D;

c¢) ifn>1and P € Pred; , then ||Pllo, C D"

d) if n > 1 and P™ € Reordy, for permutation 7: {1,...,n} —
{L,...on}, (1P [lan, =

{sxllongs - 1m0 llomg Y Clls1llamg - - I snllong) € [[Pllomg }-

(
(
(
(

This definition corresponds to Definition [I9] The only QUARC-specific
part is clause which interprets reorders in the obvious way. As a
reorder P™ € ReordﬁQ comes from reordering the argument-places of a
predicate P € PredZQ, the interpretation does the same.

As before, we do not want to be held hostage to the particular choice of
what individuals the language can name, i.e., to the specific SA.,, so we
expand the language (Deﬁnition, and specify the corresponding model
expansions (Definition [33). With that, we can define the satisfaction-
relation (Definition [34).

DEFINITION 32 (Lq-A-Ezxpansion)
Let Lq be a QUARC-language and My = (D, |- |lq) be an Lq-model. Let
A C D. The Lq-A-expansion of Lq is the language Ly = Lq U {s4a €
A} where the s, are new singular arguments not contained in Lq.

If A= {a}, we call L, an Lq-a-expansion.

DEFINITION 33 (Lq-Model Expansion)

Let Lq be a QUARC-language and Mq = (D, || - [lan,) an Lq-model. Let
A C D, and Ly be an Lq-A-expansion. The A-expansion of My to Ly
is the model Mg = (D', || - [lany) such that

(1) D" = D; (2) - Tlomg S I+ ooy
(3) lisallany, = a € A for every new singular argument s,.
DEFINITION 34 (Satisfaction =q)

Let the QUARC satisfaction-relation My Fq ¢ for ¢ € Formg, and
Lq-model Mg = (D, [| - [ln,) be recursively defined as follows:
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(1) My Fa  (s1-80)P W ([[siflng, - l[snllmg) € [Pl
(P € Reordy,);

(2) My F=q 51 = s2 il [|s1]|ang, = [|s2lmy;

(3) My F=q ~w iff it is not the case that My F=q ¢ (Mg Fq ¢);
(4) Mg Fa e AV iff My =q ¢ and My f=q ¥
(5)

Mq Fq *((51,-..,80) P) iff My F=q ~*((51,...,5,) % P) (where
, %' are possibly empty strings of negation-symbols —);

(6) My Fq @lsa/s1,a/52,...,a/s,] iff My F=q @

(7) My F=q w[3P,.] iff for some a-expansion Mg, of M, such that a €
[Pllang, MG Fa ¢l(sa)a/FPal (3P governs ¢ and is the source of
o € Anag, if there is one);

8) M VP,] iff for all a-expansions 9, of M, such that a €
Q FQ ¥ Q Q
[Pllmg: My Fa ¢l(sa)a/VFu] (VP governs ¢ and is the source of
a € Anag, if there is one).

Since the QUARC-models are pretty much the same as the Fregean-
models, the satisfaction-relation is quite similar too. Clauses li
correspond to Definition ’s —. The remaining clauses are QUARC-
specific.

Clause concerns predicate-negation. As long as no quantified argu-
ments occur in a formula, we just move the negation-symbols from the
predicate-negation into sentence-negation; the resulting formulas are in
the range of clause (3)).

Clause @ concerns anaphora. As the anaphors are just referring to
whatever their source refers to, we interpret them accordingly. That is,
as long as no quantified arguments occur, they refer to what their source
singular argument refers. That is, a model satisfies it in exactly the same
circumstances as when they are replaced by their source.

Clauses — concern the quantified arguments. The general idea is
the same as it was in the case of Fregean languages, i.e., as specified in
Definition [22] (B])-(6). However, as QUARC does not allow unrestricted
quantification, we have to restrict the expansions in consonance with
the quantified argument, consisting of a quantifier and unary predicate.
Thus, instead of considering some or all a-expansions, we only consider
those such that a is an element of the interpretation of the restricting
unary predicate. If ¢P € QA.,, we only consider those a € D such
that a € |[P|lan,, i-e., if for some (all) of these the expanded model

q satisfies a formula ¢, then the base model 9, satisfies the formula
involving the quantified argument 3P (VP), i.e., it satisfies that some P
(all P) satisfy the formula.
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Given the QUARC-language, its models, and the satisfaction-relation,
we can define logical consequence etc. as in Definition [§, and obtain the
QUARC-specific results below.

THEOREM 35
Eq (3P)P.

Proof. Let Mg = (D, || - [ln,) be an Lqo-model. By Definition ,
0 # |Pllm, € D for P € Pred,. Let a € ||Pllam,, and let Lq be the
Lq-a-expansion of Lq. Let My, be the a-expansion of Mg to L. Then,

Q Fa (sa)P since ||sqlloy, = a € [P, € [[Plan;, by Definition
—. Therefore, by Definition , My F=q (3P)P. O

THEOREM 36

(VP)Q Fq 3P)Q-

Proof. Let My be an Lg-model such that My F=q (VP)Q. By Defi-
nition (), for all a-expansions Mg of Mg such that a € [|Pllan,,

q Faq (54)Q. Moreover, by Definition 2b), [|Plln, # 0. Thus,
there is an a-expansion g of My such that a € [|Pllam,, MG Fq (5.)Q-

Then, by Deﬁnition , My Fq (3P)Q. ]

The quantifiers still behave as one would expect them to:

THEOREM 37
The following equivalences hold:

(1) Fq (VP)S < =~((3P)=5); (2) o BP)S < =((VP)=5);
(3) Fq ~(BP)S & (VP)=5; (4) Fq ~(VP)S < (3P)=S.

Proof. 1 only illustrate part of one case:

(@): Let Mg =q ~(IP)S. Then, by Deﬁnition , My Fq (3P)S,
i.e., by , it is not the case that for some a-expansion I, of Mg
such that a € [|[Pllan,, My Fq (s.)5 iff for all a-expansions Mg,
of My such that a € [|P|[m,, My F#q (s.)S, i.e., by (3), for all a-
expansions g of My such that a € [|Pllm,, My Fq ~(sq)S, and
so, by , for all a-expansions Mg of My, such that a € HPHng,
My Fq (sa)S. Thus, by (§), Mq F=q (VP)-S.

]

QUARC also validates the conversions.

THEOREM 38 (Conversion)
The following conversions hold:

(a-i-convi) (VA)B f=q (3B)A
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(i-convie) (34)B j=q (3B)A
(e-e-convie) (VA)=B [=q (VB)-A

Proof. Let Mg be an Lgo-model.

(a-i-conv=a)): Follows from Theorem [36{ and m
m Let My F=q (3A)B. By Deﬁnltlon. . [ Allon, # @ 7&

| Bllan,- Then, by Deﬁmtlonl! 7, for some a-expansion I,
My such that a ¢ [ Allang, (sa)B, i.e., by Deﬁmtlon
, [Sallony, € [|Bllany- Smce by Deﬁmtlon 33 (3 , [Sallomy, = a, it
follows that a € ||B||§m6. By Deﬁnition (2), [[Bllomg, = [IBllan,
and [[Allm, = [[Alla,- Thus, a € [[Allng O |Bllan, = [[Allan, N
| Bllany,, so also MG =q (sa)A. Overall, for some a-expansion 9
of st such that a € |[Bl|lm,. My Fq (sa)A, i.e., by Definition
Q, Mg Fq (3B)A.

: Let My F=q (YA)-B. Thus, by Definitions , ,

and , it is not the case that for some a-expansion Mg of Mg
such that a € ||Allm,, Mg Fq (5q)B-

Suppose that Mg f=q (IB)A. Then, by (i-i-convie), M, =

(3A)B, i.e., for some a-expansion Mg of My, such that a € [[Allm,,
q Fq (84)B, a contradiction. Therefore, M, #q (IB)A, ie.,

Mq Fq ~(3IB)A. Thus, by Theorem , My Fq (VB)-A.

O

Note also that the semantics distinguishes only between even and odd
numbers of predicate-negations:

THEOREM 39

Eq ((s1,...,80) 1% P) < ((s1,...,8,) % P).

Theorem [39] generalizes to cases including quantified arguments. Ap-
plied repeatedly, we get that if ‘*’ contains an even number of negation-
symbols, then ‘((s1,...,s,) * P)’ is equivalent to ‘(sq,...,s,)P’, and if
it contains an odd number, it is equivalent to ‘((si, ..., s,)—P)’, and so,
by Definition , to ‘“=(s1,...,8,) P,

This finishes the exposition of QUARC.

5 Sommers’s Term Logic

5.1 Background

Fred Sommers is also not satisfied with the common approach to the
semantics of natural language. He develops his Term Functor Logic (TFL)
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as an alternative approach. In this brief exposition, I focus on his book
The Logic of Natural Language (1982)), and only consider a few points
that suggest themselves for comparison here (for a nice exposition, see
Englebretsen [2016)).

Sommers’s conviction is that

traditional formal logic is especially suited to the task of making
perspicuous the logical form of sentences in the natural languages
that are actually used in deductive reasoning and that, in virtue
of this, traditional logic provides models for the study of what
actually happens when we reckon the premisses and arrive at con-
clusion. (1982: 4)

Given that we generally reason in natural language, traditional formal
logic is in a better position to make explicit how we do so; Fregean
languages, with their machinery, rather distort this. In this context,
Sommers emphasizes that the

traditional logician emphasized syntactic simplicity, requiring of
a canonical sentence that it have a straightforward noun-phrase
verb-phrase structure (or be a compound of such ‘categorical’ sen-
tences). (1982: 9)

The simple noun-phrase verb-phrase structure can be found in Aris-
totle’s logic, though needs to be extended to overcome the syllogistic’s
shortcomings. Indeed, Sommers is concerned in constructing a language
that is similarly powerful as Fregean languages while maintaining the
basic analysis of sentences.

The basic analysis is into noun-phrase and verb-phrase; both are con-
sidered to be terms. Additionally, the noun-phrase as well as all other
subject expressions are assigned a quantity (1982: 67). The general form
of a sentence is then ‘every/some S is (are)/is (are) not P’ where ‘ev-
ery/some’ is the quantity of the subject S (e.g., 1982: 95).

In order to increase the expressive power, Sommers introduces proterms
and allows compler terms. As in Aristotle’s logic, terms can play the
role of both subject and predicate in sentences (1982: 116). Moreover,
Sommers also allows n-ary terms (1982: 139), construed in a way so that
the subject-predicate structure remains via nesting them (1982: 148).
As terms can play several roles, Sommers (1982: 116f.) argues that there
is no need to include identity in the way Fregean languages do. This also
means that TFL is more parsimonious than Fregean languages are with
respect to their primitive symbols.

Overall, Sommers claims that his TFL, already in a more basic form
which he calls ‘Primitive Term Logic’ (PTL), is

roughly equivalent to that of a standard first-order logic whose
logical particles consist of the existential quantifier and the signs
for conjunction, negation and identity. (1982 174)
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He goes on to amplify PTL to full TFL. However, for the purposes of
comparing the systems, I stick to the more basic system, though even
depart from Sommers’s presentation and particular claims regarding it.
Moreover, I continue the model-theoretic approach which is significantly
different from Sommers’s algebraic treatment of term logic.

5.2 A Formalism

DEFINITION 40 (TFL-Language)
A TFL-language (L1) consists of the following:

e a countably infinite set PTerm., = {ap, o1, g, ...} of proterms,

a countable set ITerms, = {to, t1, 2, ... } of individual-terms,

for every n > 0, a countable set STermy = {73,171, T3, ...} of
(simple) n-ary term-symbols,

the set of logical symbols including ‘=7, ‘", ‘A’, V' ‘=7 7V
and ‘9’, and

the set of auziliary symbols including ‘(’; ¢)’, and ;.

All the sets are assumed to be disjoint. Let STerm., = J,.,STerm;_U
ITerm, .

The TFL-language Lt is different from the one Sommers actually uses,
and changes certain aspects. What’s left are proterms PTerm,, which
play a similar role to Fregean variables and QUARC-anaphora. The lan-
guage does not contain anything like individual-constants or singular
arguments, but only terms. One kind of term are the individual-terms
ITerm,,.—playing a similar role as individual-constants—another n-ary
terms STermy_. Similar to the language L£a and in contrast to L and Lq,
L+t does not include an identity-symbol ‘=" among its logical symbols, but
includes a second negation-symbol ‘—" which figures in the introduction
of complex terms.

One important difference to Definition [I| of £ is that £t includes n-
ary term. These are necessary to capture relational predications that
Aristotle’s syllogistic misses.

Given this basic vocabulary, we can introduce the complex terms.

DEFINITION 41 (Complex L1-Terms)
For each n > 0, the set of complex n-ary Lt-terms (CTermy._) is recur-
sively defined as follows:

(1) if t € ITermg,, then ¢ € CTermy ;

(2) if A€ STermy_, then A € CTerm}._;

(3) if A€ CTerm}_, then A € CTerm} ;
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(4) if A, B € CTerm}_, then (Ao B) € CTerm,_ (0 € {A,V, =, < });

(B)if1<i<n—1t,...t €lTerme, q1,...,q € {V,3}, and A €
CTermp_, then (qit1,...,qiti; ;1155 _,)A € CTermz" and so are

all ways of putting the i terms into the n slots of A (where * ,
indicates the kth argument-slot of A, 1 < k < n);

(6) if A € CTermp_ and 7 {1,...,n} — {1,...,n} is a permutation,
then A™ € CTerm}_ where ‘A™ is the result of permuting A’s slots
according to .

Terms generated by clause are called n-ary reduced terms (RTermp_).
Let RTerm;, == J,., RTerm}._.

Clauses f are analogous to the clauses f of Definition [2| of
Termg,, just generalized from only unary terms to n-ary terms. These
allow to capture relational predications in more complex settings. More-
over, clause includes the individual terms among the unary complex
terms.

Clause (j5) additionally allows to form further terms, reducing an n-ary
term A to an m-ary term B by filling up slots with elements from ITerm,..
In the spirit of TFL, each term is assigned a quantity. However, as the
particular quantity does not make a difference for the individual-terms,
both ‘v’ and ‘3’ are allowed as quantities.

Note, too, that clause (b)) also sticks to the QUARC convention to place
the argument-places to the left of the term symbol.

Clause (6), finally, allows for reordered terms analogous to QUARC’s
reorders in Definition The clause allows to reorder reorders, but it is
clear that there are only n!-many different ones. For example, ‘(_;, ,)A’
only leads to ‘(_,, ;)A™ as AT = A.

Given the vocabulary and the set of terms, we can define what counts
as formula in a way mirroring Definition [28| of Form,,,.

DEFINITION 42 (Lt-Formula)
Let L1 be a TFL-language. The set of Lt-formulas (Formg,) is recur-
sively defined by:

(1) ifn>1, Aec CTermy, ty,...,t, € ITermz, g1, ..., q, € {V,3}, and
* a possibly empty string of negation-symbols —, then
(((.htl; s 7Qntn) * A) S FormCT;

(2) if p € Formg,, then = € Formg.;
(3) if p,¢ € Formg,, then (p o) € Formg, (o € {A,V,—,<});

(4) if ¢ € Formg, contains, from left to right, ¢,...,t, (m > 2) occur-
rences of t € ITerm,,, none of which is the source of 3 € PTerm,, that
occurs in ¢, and ¢ does not contain o € PTerm,, then ¢[t,/t1, a/ts,
..., a/ty] € Formg, (which is the result of substituting « for the oc-
currences to, . .., t,, of t);
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(5) if ¢ € {V,3}, t € ITerms,, plgt] € Formg,, A € CTermlﬁT, then
©lgA/qt] € Formg, if ¢A governs .

Definition [42) resembles Definition [28| which defines Form,,. Indeed, gov-
ernance in clause is to be understood analogous to Definition .
Moreover, an analogue of Definition [29| applies to the proterms in clause
and once the ¢ € ITerm., gets substituted by A € CTermlﬁT. Also, we
collapsed Definition and into one clause (|1)).

What’s TFL-specific in Definition is the assignment of quantities
to all terms. Thus, the basic formulas are n-ary terms applying to n
individual-terms t; € ITermg. while assigning them a quantity, i.e., one
of the quantifiers. As these terms are such that the particular quantifier
does not make a difference, both are allowed. Definition does not
introduce wild quantities, but just assigns both quantities and the rest
will be taken care by the interpretation.

Moreover, we allow for the usual combination of sentences via clauses
f. Terms for which the quantity makes a difference are only intro-
duced in the last clause , and they always replace individual terms for
which they are substituted—and this includes individual terms used in
the reduced terms R € RTermg_.

As before, all formulas are closed, i.e., sentences. The complexity in-
troduced by Definition [41] is mirrored in the interpretation of terms.

DEFINITION 43 (Lt-Model)
Let L1 be a TFL-language. An Lt-model is a tuple My = (D, || - [Jan,)
such that

(1) D is a set (the universe)

(2) [ - [lon, is an interpretation-function of My such that

a) ift € ITermg,, then ||t|lon, = {a} for an a € D;

b) ifn=1and A € STerm}_, then () # || Allosn, € D;

c) ifn>1and A€ STermy_, then ||Alor, € D";

d) ifn>0and A € CTerm}_is of the form ‘B’ for a B € CTerm}. ,
then [|Allm, = {(a1,...,an) € D"[{a1,...,an) & || Bllon, };

(e) ifn >0 and A € CTerm}_ is of the form ‘(B o C)’ for B,C €
CTermp_, then [[Allo, = {{a1,...,a,) € D" (a1,...,a,) €
[Bllan, o {ar, .., an) € [[Cllm, } (0 € {A,V, =, <});

(f) if n > 0 and A € RTermy_  stemming from B € CTerm}

(
(
(
(

(m > n), i = m — n individual terms t1,...,t; € ITerm,, and
q,---,q € {V,3} such that A is of the form
L(qltl, e ,qiti, AT PR m)B7’ then HAHng = {(al, Ce ,an> €

D (U ltillam,, - - - U lltillam, a1, - - - an) € || Bllon, }; similarly for
all other ways of generating an A € RTerm}._;
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g) if n >0 and A™ € CTerm’:_ for permutation 7, then |[A™||ogn. =
Lt .

U Ntz oy s Ulltrellony) € DU oy -5 U llEnllan)

€ [|Allan, }-

The Lr-models M+ are similar to the models seen so far. However,
similar to the £a-models 91,, they have to take care of the interpretation
of the complex terms.

Clause interprets individual terms as terms, i.e., as a set; they are
individual as the sets are singletons.

In line with how I introduced it before, unary terms are interpreted
by non-empty sets. The reason is again to facilitate comparison with
QUARC.

Complex n-ary terms are interpreted analogous to how La-models 9T,
interpreted complex unary terms; clause just generalizes from unary
to n-ary terms, i.e., from subsets of the domain to n-ary relations on the
domain.

Clause interprets the reduced terms. These are n-ary terms gener-
ated out of m-ary terms (m > n) by filling up slots with individual terms.
These individual terms have quantities assigned, though as they are in-
dividual, the quantity does not make a difference. Thus, they are simply
interpreted as (J ||t|lon, (t € ITerme,). If [, = {a}, U[It]lm, = a.

The last clause is analogous to Definition [31] (2d)), i.e., it interprets
reorders by considering what they reorder; simply apply the permutation
7 to the n-tuples in the interpretation of term A in order to get the
interpretation of A™.

Since we treat quantification substitutionally and ITerm,, plays the
role of individual-constants, we need to make sure that the particular
choice of ITerm;, does not lead to problematic results; we do that as
before by expanding the language.

DEFINITION 44 (Lt-A-Ezpansion)
Let L1 be a TFL-language and M+ = (D, || - |lax,) be an Ly-model. Let
A C D. The Ly-A-expansion of Lt is the language L = L1U{t,|a € A}
where the t, are new individual-terms not contained in L.

If A= {a}, we call L; an Lt-a-expansion.

Once the language is expanded, we need to make sure that the inter-
pretation keeps up.

DEFINITION 45 (Ly-Model Expansion)

Let L1 be a TFL-language and My = (D, || - [la,) be an Ly-model. Let
A C D and L% be an L-A-expansion. The A-expansion of M+ to L is
the model My = (D', || - [[an; ) such that

(1) D' = D; @) 11 ll, S 11+ s

(3) lltallay = {a} € A for every new individual term ¢,.
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As in the cases before, Definition 45| keeps the domain the same, and
extends the interpretation-function to || [|an; so that the new individual-
terms t, are interpreted in alignment as they have been introduced. In
accordance with Deﬁnition , these are not elements of the domain,
but singleton-subsets.

DEFINITION 46 (Satisfaction =t)
Let the TFL satisfaction-relation M+ =1 ¢ for ¢ € Form,, and Ly-model
My = (D, || - |ln,) be recursively defined as follows:

(1) My bt (@t aut) AT (U [l U ltallon,) € AT,
(2) M1 =1 (utry -y qutn)— x AT ML =1 (@it - - qutn) * A
(3) M+ =1 g iff it is not the case that M+ =1 ¢ (M1 1 ©);

(4) My =1 o A if My =1 and My =7 4

(5) My =1 @lta/tr, afty, . afty] M My =1 ;

(6)

Mr 1 p[3A] iff for some a-expansions M5 of M+ such that a €
[ Allon, My =1 [ Fal;

(7) My =1 @[VA] iff for all a-expansion M of My such that a € [|Aflon_,
My = plVEa.

As already done in Definition , individual-terms are interpreted
regardless of their specific quantity as done in clause ; individual-terms
are pretty much treated as individual-constants in Definition , as
is predication.

As QUARC, TFL allows for negative predication; clause ([2)) is analogous
to clause (b)) of Definition . The negation-symbols — are moved in front
of formulas and then interpreted via clause as long as only individual-
terms are involved.

The remaining clauses are analogous to those of QUARC in Defini-
tion In particular, we interpret quantifiers via the expansions, where,
as in the QUARC-case given in Definition 7, we consider ap-
propriate expansions, i.e., expansions which expand with elements in the
interpretation of the subject-term A and consider as many as the quantity
q of A specifies.

As before, we can define logical consequence as done in Definition [§]
Given these notions, we can formulate the TFL-specific treatment of
individual-terms.

THEOREM 47
For t € ITermg,, =1 (3t)A « (Vi) A.

Proof. Let M4 be an Lr-model and ¢ € ITermg,. Let My =1 (Ft)A. By
Deﬁnition , U lltllam, € [|Allon, and so M =1 (V) A. O
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Moreover, we get a similar result regarding non-emptiness as Theo-
rem [35] though extended to include individual-terms.

THEOREM 48
For A € ITermz, USTerm,_, =1 (3A)A.

Proof. Let M+ be an Ly-model.

o If A e lTermg,, by Deﬁnition |Allon, = {a} for an a € D.
Thus, || Allm, = a € [|Allan,. Therefore, by Definition ,
My oy (F4)A

o If A € STerm}_, by Definition , [Allon, # 0. Let a €

|Alln, . Then, for some a-expansion M7 of My such that a €
[Allo, , M7 =1 (3ta)A. By Deﬁnition @, M =1 (FA)A.

O

However, as we allow for complex terms, this does not hold in general.

THEOREM 49
ot (JA)A.

Proof. Let My be an Ly-model. Consider A € STermy_ such that
|Allox, = D. Then, by Definition , |Allon, = 0. Thus, there is no
a-expansion M of M such that a € ||Z||ng, so M 1 (FA)A. O

For similar reasons, we get that that the universal doesn’t imply the
particular.

COROLLARY 50
(VA)B 41 (3A)B.

Proof. Consider the model in the proof of Theorem M9l Since there is
no a-expansion 94 of My such that a € ||Allgn, it follows that for all

a-expansions M of My such that a € ||Allm,, My =1 (V) B, ie., by
Definition , M 1 (YZ)B . However, as there are no a-expansions
T of My such that a € [[Allan,, M+ 7 (34)B. O

Of course, as in the case of Theorem [I5], we obtain a restricted version.

THEOREM 51
(JA)A, (VA)B =1 (3A)B.

Overall, as was to be expected, the Lt-models 9 behave similar to

the rejected non-empty La-models I,..
Moreover, the quantifiers still behave as expected.
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THEOREM 52
The following equivalences hold:

(1) Fr (VA)B < =((3A)=B); (2) Fr (3A)B ¢ =((VA)=B);
(3) 1 7(3A)B + (VA)-B; (4) =1 -(VA)B + (3A)-B.
Given the way term-negation ‘-’ is interpreted, it is equivalent to a

negative predication.

THEOREM 53 o
Fr (¢A)—-B « (¢A)B (g € {V,3}).

Proof. Let M4 be an Lr-model such that M =1 (¢A)-B. Then, by
Definition [46] (€] /(7), for some/all a-expansions My of M such that
a € ||Allg,, Mt =1 (¢'ta)=B. Thus, by Definition , for some/all
a-expansions M of My such that a € [|Alln, , MG =1 ~((¢'ta) B), ie.,
by Deﬁnition and , U llallanr. & [[Bllaw;, . Then, by Deﬁnition
, U ltallon, € HEHW’T’ i.e., for some/all a-expansions M of M such

that a € || Allo,, 9% =71 (¢'ta) B. Thus, by Deﬁnition @/, M =1
(qA)B. O

Similar again to the non-empty models of Aristotelian syllogistic, only
two conversions hold generally, and the third one with a restriction in
place.

THEOREM 54 (Conversion)
The following conversions hold:

(a-i-convT | 3A) (JA)A, (VA)B =1 (3B)A
(i-i-convFT) (34)B =1 (3B)A
(e-e-convFT) (VA)-B =1 (VB)-A

Lastly, negation works as expected as well.

THEOREM 55

The following hold (‘x’ being a possibly empty string of negation-symbols
£_|7):

(1) ):T (Chtl, v 7Qntn)_‘_‘ * A <QIt1, v 7Qntn) * A;

(2> ):T (qltla .. aQTLtn) * Z <~ (Chth o ,Qntn) * A7

(3) 1 (@ith, - -+ Gutn) * A & (qut1, ..., guty) * A.
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6 Comparison

Having sketched the different systems, let’s compare them. Aristotle’s
syllogistic and Fregean logic function as base; we consider how QUARC
and TFL compare to them and differ from each other. The comparison,
however, does not account for all the subtleties and differences between
QUARC and TFL, but is restricted to more general points. It also remains
open to see whether QUARC can be developed along TFL-lines and vice
versa. For this reason, among others, I do not argue for the superiority of
either of these systems when it comes to the question of which one better
captures the semantics of natural language—the underlying motivation
of both QUARC and TFL. The comparison is rather meant to consider
potential differences which might lead to further development of either
of these approaches along the lines of the other.

6.1 Aristotelian Roots

As we have seen in Sections and [5.1 both Sommers and Ben-Yami
claim a strong connection to Aristotelian logic. Ben-Yami (2004; 62) sees
his understanding of predication as fundamentally in agreement with
that of Aristotle, and Sommers considers several of Aristotle’s points
throughout the development of TFL.

In the version of TFL developed in Section [5.2] I excluded many of
Sommers’s more specific points that show a strong similarity to Aristo-
tle’s logical discussions. For example, I did not include categories and, as
a consequence, excluded Sommers’s discussion of contrariety (see, e.g.,
Sommers [1982: 80).

TFL, in contrast to QUARC, takes the subject-predicate structure of
(basic) sentences to be fundamental. The formalism from Section
does not fully reflect that, though takes some steps towards it with the
introduction of reduced terms collected in RTerm,, in Definition 1] ().
This allows to reduce n-ary terms to unary terms which can be the pred-
icate in the subject-predicate structure. For example, a binary predicate
like ‘loves’ can be reduced to a unary predicate ‘loves ¢’ (¢ a term) serving
as predicate to a subject. Similarly, we can iterate this and use reduced
terms to reduce further terms. This can account for the intended nesting
of terms to keep the subject-predicate structure intact (cf., e.g., Sommers
1982; 113ff.).

Moreover, TFL does not include individual-constants, but does include
individual-terms in form of ITerm,,. As all the descriptive signs are
terms, each term can play the role of subject and predicate. This is
reflected in the conversions (Theorem which only hold in QUARC for
the unary predicates.

Each term in subject position is assigned a quantity—indicated by a

quantifier. In the case of individual terms, the quantity does not make
a difference (Theorem . In the formalism of Section a quantity is
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assigned, but not in the form of a wild quantity (as in Sommers|1982: 18).
Given t € ITermg,, Ly-models interpret them accordingly as singletons
which puts them on a par with other unary terms. Indeed, Definition
allows for unary terms to be interpreted as singletons, too. The
difference between an A € STerm,_and a t € [Term., would only show
up once the system is modalized; ¢t would still be interpreted as singleton,
A might not.

QUARC follows the Fregean line of dividing the language into individ-
ual-constants (Const,, )/singular arguments (SA,,) and n-ary predicates
(Predy, /Pred} ). The Aristotelian root that Ben-Yami sees for QUARC
is when it comes to predication. The sentences of the syllogistic (Formg,)
follow the subject-predicate pattern, where the predication can be wuni-
versally or particularly and so assign the subject a quantity. This general
structure is not kept for all the QUARC-sentences though, but only for
those with unary predicates. In particular, only quantified sentences
come with the assignment of quantities, not all sentences. TFL, in con-
trast, takes every sentence to come with a quantity.

Relational predications, on the other hand, are treated by QUARC as
they are in Fregean languages. This contrasts with TFL-sentences which
keep the subject-predicate structure also for those. However, Form,,
also allows for sentences involving connectives so that complex sentences
without this subject-predicate structure are included, too, but such com-
plex sentences bottom out in sentences with subject-predicate structure
in TFL; in QUARC, they do not.

6.2 Identity

Sommers ((1982: ch. 6) argues that there is no need to include an identity-
symbol ‘=" into TFL. Rather, we can understand Aristotle’s basic notion
of predicated of all/none (Section [2.7)) as providing us with a substitution
principle so that identity becomes superfluous. This substitution prin-
ciple can be taken to be a formal rendering of which allows
to conclude AaC' from AaB and BaC. In the languages of TFL and
QUARC, this can be captured as (where ‘=’ is either ‘=1 or ‘=q’)

(VC)B, (VB)A |= (VC)A.

However, TFL comprises more notions here as we are allowed to use
individual-terms. QUARC, on the other hand, only allows unary predi-
cates, and so the formal rending of does not apply to individu-
als as such. Nevertheless, as there is nothing ruling out unary predicates
which are interpreted as singletons—i.e., as the t € ITerm, —it can be
taken to apply indirectly, via establishing a connection between the sin-
gular arguments and specific predicates.

Moreover, TFL allows this substitution also in cases where the predi-
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cate is n-ary. For example, if B € CTerm}._, we get from
(AL, G A1, VAL G Airs - 00 An) B

and
(VO) A,

that
(Q1A1, ooy Qi1 A1, V0, Qi+1Ai+17 e 7QnAn)B‘

Even though QUARC can validate such consequences too, Lq contains
an identity symbol ‘=" among its logical constants. Given the differ-
ent understanding of predication, though, it behaves slightly different
compared to the Fregean case. As Fregean languages quantify unre-
strictedly over individuals, it can capture that everything is self-identical
(‘Vz(z = z)’). QUARC, on the other hand, cannot (see Section [6.4),
though identity works similar. For example, given two singular argu-
ments s1,82 € SAgy, ‘s; = s’ is a QUARC-sentence. However, for
a,B € Anagy, ‘a = [’ would not be well-formed (and neither would
be ‘V,a = 7 or something similar). Anaphora can only be introduced
by replacing singular arguments; see Definition @ Thus, ‘s = s’ can
lead to ‘s, = a’ which, in turn, can lead to ‘VP, = o’.

As L1 does not contain any individual-constants or variables, iden-
tity cannot be introduced as in Lg or Lqg. Nevertheless, in principle,
it could be introduced as restricted to individual-terms. For example,
it t1,t9 € ITermg,, ‘t4 = t3’ could be interpreted via Definition ,
i.e., an Lr-model My satisfies it iff (|21 lon, . U [It2llom,) € || = llon, (or,
equivalently, U [[t1flm, = Ul[t2llm, or simply [[t1]jm, = |[t2[lm,). One
could then also show that (Vt;)ty =1 t1 = ¢ (and so use ‘(Vt;)ty as def-
inition of ‘¢; = t5’). In principle, this could also be achieved in QUARC.

6.3 Negation

As in the case of La, several ways to negate have been introduced into
the systems. In the syllogistic, terms can be negated (‘A’) and sentences
can be negative (‘(¢A)—B’). Fregean languages, on the other hand, only
contain sentence-negations (‘—’) [

The version of QUARC presented in Section incorporates sentence-
and predication-negation. The former works as it does in Fregean lan-
guages, the latter negates predication and so compares to the negative
sentences of the syllogistic (‘ti apo tinos’). What is captured by predicate-
negation is that a predicate such as ‘friendly’ can be affirmed or denied.
However, as long as there is no quantification involved, these are treated
as equivalent to sentence-negations as specified in Definition .

Similarly, TFL, as presented in Section [5.2], contains both sentence- and
predicate-negation. Additionally, it contains negated terms as the syllo-

1080y, given a different set-up, formula-negation.
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gistic does. As I did not incorporate categories and contrariety into the
formalism, these are also treated as equivalent as shown in Theorems
and

There is no reason to treat predicate-negation as equivalent to sen-
tence-negation in quantifier-free cases. Following Sommers’s discussion,
we can understand predicate-negation as connected to categories and
category mistakes. For example, the number 2 is neither friendly nor not
friendly; the sentences ‘it is not the case that the number 2 is friendly’
(which is true) and ‘the number 2 is not friendly’ (which is false) come
apart. This, too, could be incorporated into QUARC.

Given TFL’s additional negative terms, TFL can also treat predicate-
negation as introduced, and construe the negated terms as connected to
categories directly. It could also understand the predicate-negation so
and the term-negation as introduced. The different ways to negate open
different possibilities to introduce where negation can “go wrong”.

In the empty semantics for the syllogistic, on the other hand, nega-
tive predication and negated terms are not equivalent; this is shown in
Theorem The reason is that the La-models 91, allow terms with
empty extensions which rule out the validation of [altype sentences by
(a). In the alternative semantics 9., simple terms are taken to be
non-empty—as are the simple terms in TFL according to Definition
as well as the (Fregean/QUARC) unary predicates according to Def-
inition /Deﬁnition . If incorporated into TFL or QUARC,

this opens different ways of interpreting the different ways to negate.

6.4 Quantification

As the ‘QUAR’ in ‘QUARC’ suggests, Ben-Yami considers QUARC’s
treatment of quantification as one of its major divergences from Fregean
languages. Firstly, Ben-Yami (2004: §9.8) argues that quantification
comes with what he calls ‘referential import’ in his book (‘instantiation’
in his 2014).@ However, in my presentation of the Fregean language,
I incorporated this already; see Definition , Theorem , and
Corollary [24]

Secondly, Ben-Yami (2004: §6.1) argues that Fregean languages pre-
suppose a domain of quantification whereas QUARC does not. Rather,
quantification in natural language is always combined with a specifica-
tion as to what is quantified over, i.e., a plurality is identified and the
quantifier specifies how much of that plurality is relevant. For example,
in ‘all human beings are mortal’, ‘human beings’ refers to a plurality of

109By now he prefers ‘instantial import’. He also insists (personal communication)
that there are two issues that are mixed together, viz., unary predicates are not
empty as to keep QUARC bivalent, and instantial import is about quantification,
viz., a sentence of the form ‘p[VP]’ can only be true or false if there are Ps. Hanoch
points out that he has been clear about the distinction since after the publication
of his (2014).
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human beings (i.e., reference is to be construed plurally) and ‘all’ sug-
gests how much of that plurality is relevant. The Fregean analysis, on the
other hand, quantifies over the whole domain which, therefore, has to be
presupposedm Since TFL considers sentences to have subject-predicate
structure where the subject is assigned a quantity, the treatment aligns
with that of QUARC, viz., quantification is always restricted by a term.
Thus, insofar as QUARC’s treatment differs from that of Fregean lan-
guages, TFL’s does too.

However, Sommers treats ‘human beings’ as the subject of the sen-
tence, whereas Ben-Yami takes it to be ‘all human beings’. The ‘all’ only
indicates the quantity of the subject, but does not figure as part of it in
TFL. Formally, this does not make a difference, though, as can be seen
by Definitions f and @f. Nevertheless, the underlying
understanding of reference is a different one, though one that I do not
discuss here.

Another difference is that every sentence comes with quantities ac-
cording to TFL but not to QUARC. The reason is that TFL takes all
the descriptive signs to be terms for which one can specify quantities.
QUARC, on the other hand, follows the Fregean approach. However, as
treated in Definition , the quantity does not make a difference for
individual terms; we might as well reformulate Definition 42| so as to al-
low ¢ € ITermg, to occur without quantifier in Lr-formulas. Similarly,
we could reformulate Definition to include quantifiers which don’t
affect the interpretation.

6.5 Expressive Power

Both Sommers and Ben-Yami are concerned with the expressive power
of their systems. Indeed, both consider expressive power as an adequacy
criterion when it comes to alternatives to the Fregean approach. As
Aristotelian syllogistic is clearly inferior in this respect, it fails to meet

10T have to admit that I—still; see Raab (2018: n. 29, p. 315)—don’t fully grasp Ben-
Yami’s claim that domains are not needed. As interpreted here via Definitions
and 7, it is true that all quantification is restricted by the interpretation
of the quantified argument: M, =q @[V/3P] iff for all/some a-expansions Mg
of My such that a € [|Pllam,, My Fq ¢[s.]. However, that still presupposes a
domain in which || P[[ox, lives.

Lanzet likewise claims to develop a “domain-free semantics” (2017: 550) and goes
on to suggest that when “reference is made to the domain of an interpretation M,
what will be meant is the domain of M as a function” (2017 565, his emphasis).
However, unless the function maps into somewhere—its range or our domain—it
is not a function, and so the model would not be well-defined.

One might suggest that the problem is the model-theoretic approach, but I don’t
see how the problem disappears by going for a valuational semantics (seemingly,
Ben-Yami’s preferred approach). Whether I presuppose for each predicate P what
exactly is referred to or whether I presuppose a domain and then restrict it to
predicates seems to me to amount to the same (with the latter option to be in
many cases more convenient and expressively richer; see Section .
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the criterion.

Both QUARC and TFL have a legitimate claim as to satisfy the crite-
rion. QUARC achieves the expressive power by including anaphora and
reorders of any arity; TFL by including proterms and complex terms of
any arity. Both systems also have formal results to show their expres-
sive power in comparison to Fregean languages. Sommers claims that
“the expressive power of [PTL] is that of a standard language of modern
predicate logic” (1982: 176), i.e., of a Fregean language; see also (1982:
Appendix A). Given that TFL extends PTL, it is clear that TFL does not
fall behind with respect to its expressive power.

QUARC, too, has been investigated with respect to its expressive power
compared to a Fregean language. Once we expand Lq by a unary pred-
icate T such that [|T|lm, = D, all ¢ € Formg, can be translated into
QUARC and vice versa. One way to introduce such a predicate is to al-
low complex predicates into QUARC; see my (2016: ch. 5) and, for a fuller
treatment, my (ms). For, we can then define (-)T" as (-)(P V —=P). This,
then, allows to capture quantified sentences which don’t have restricting
predicates such as ‘Vz(r = z)’; QUARC captures it as VT, = a’. A
similar approach works when showing that TFL can capture all ¢ € L.

What has not been investigated is how exactly TFL and QUARC com-
pare. Once translations between the systems and a Fregean language
have been introduced, they can be used to establish the relation between
them. However, this has not been done yet. Nevertheless, if the formal
systems that have been introduced here are adequate representations
of the intended systems, translations between them suggest themselves.
Since the presentation of TFL has been quite diminished compared to
Sommers’s developments, I would think that TFL is the most expressive
systems among those considered here. However, there does not seem to
be a principled reason to suggest that QUARC couldn’t similarly devel-
oped further to match this expressive richness.

7 Conclusion

I have developed four formalisms here, one for each of Aristotelian syl-
logistic, Fregean languages, QUARC, and TFL. Both QUARC and TFL
are meant to favourably compare to Aristotle’s logic. QUARC’s under-
standing of predication and quantification and TFL’s understanding of
terms and the subject-predicate structure of basic sentences is claimed
to be close to Aristotle’s understanding of these. Moreover, both sys-
tems have been developed as a better way to the semantics of natural
language compared to what Fregean languages are capable. Again, it’s
the Aristotelian root that does much of the heavy lifting.

The expressive power of Fregean languages remains one of the main
arguments to adopt the Fregean approach. However, QUARC and TFL
have a claim to match this power, and so undermine at least the ar-
gument from expressive power. On the other hand, the availability of
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translations of both TFL and QUARC into Fregean languages also shows
that the expressive power alone cannot decide here. One major way in
which the case is made for either QUARC or TFL is by the syntactic sim-
ilarity of their formal grammars compared to that of natural language.
Given that those formal grammars differ from one another while claiming
to fit that of natural language well, it needs to be seen in which ways
these formalisms can be extended to capture more and more of natural
language. But even once that is done, if we can establish the precise
relationship between these systems, it might well be that both can be
developed to incorporate parts of the other so that nothing might decide
between the two. As it stands, it’s focus on the terms and the subject-
predicate structure of basic sentences means that TFL is a more radical
alternative to Fregean languages; whether it is a better one than QUARC,
I leave the readers to decide for themselves.
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