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Most medical experiments are reviewed by groups known as Institutional Review Boards (IRBs); and according to every standard account of medical research ethics, an IRB should not approve an experiment unless it has an acceptable combination of risks and benefits.  This requirement is often stated in different terms.  Some codes say that an experiment’s benefits to individuals and society must ‘outweigh’ its risks.  Others say that the experiment must have a favorable ‘risk-benefit ratio’.  The Code of Federal Regulations says that risks must be ‘reasonable’ in relation to the expected benefits.

However, even though everyone agrees that an experiment must have an acceptable combination of risks and benefits, almost nothing has been said about what it would mean to ‘weigh’  risks against benefits, compute ‘risk-benefit ratios’, or figure out if an experiment’s risks are ‘reasonable’.  The Code of Federal Regulations provides the most information, but even there we are given the following spare sentences of guidance:

In evaluating risks and benefits, the [institutional review board] should consider only those risks and benefits that may result from the research (as distinguished from risks and benefits of therapies subjects would receive even if not participating in the research). The IRB should not consider possible long-range effects of applying knowledge gained in the research (for example, the possible effects of the research on public policy) as among those research risks that fall within the purview of its responsibility.

These regulations give us a small amount of information about what risks and benefits to assess, but they say nothing about how to conduct the assessment.  

That situation is one I will try to remedy in this paper.  I will begin by discussing the most natural interpretation of the vague instructions regarding ‘weighing’, ‘ratios’, and ‘reasonability’—viz., that a protocol has an acceptable combination of risks and benefits only if the protocol will do more good than harm.  I will call this the improvement principle, and after introducing it, I will show that it has two problems.  The first is that it is extremely difficult to use, because it requires us to know more about the potential effects of medical research than we usually can.  The second is that it is false, because it conflicts with the principles that govern liberal political societies.  After describing these two problems, I will give a new standard for risk-benefit assessment, one that avoids the two problems just mentioned.

In light of the fact that I intend to reject the improvement principle altogether, someone might wonder whether I should spend any time showing that the improvement principle is difficult to employ.  After all, if the principle is false, who cares if we can employ it?  I understand the concern, but there are two reasons for beginning with the practical difficulties with the improvement principle.  One is that in the course of that discussion, we will get a better understanding of the principle itself.  Another is that my two criticisms of the improvement principle are independent.  Someone who did not accept my argument that the improvement principle is false could still accept my argument that it is near-impossible to employ.  Consequently, it is worth exploring both arguments.  

1:  The Improvement Principle In Practice

1.1:  The Content and Application of the Improvement Principle

All standard accounts of medical ethics agree that for a protocol to be moral, it must have an acceptable combination of risks and benefits.  However, that requirement is often stated in different language.  The Declaration of Helsinki talks of benefits ‘outweighing’ risks, The Belmont Report says that risks and benefits must be ‘balanced’ and ‘stand in an acceptable ratio’, and the Code of Federal Regulations says that the risks must be ‘reasonable’ in relation to the benefits.  

Of these three, the Code of Federal Regulations is perhaps the most vague.  For in saying that risks must be ‘reasonable’ in relation to benefits, we have not really said much at all.  The terms ‘weighing’ and ‘balancing’ have more connotations.  They suggest the following principle:

A protocol has an acceptable combination of risks and benefits only if it will create more good (to society and individuals) than harm.  

I will call this the improvement principle, because its fundamental idea is that in order for a protocol to be acceptable, running it must be better than not.  This is a plausible interpretation of the vague talk of ‘weighing’ and ‘balancing’.  It is also a plausible moral principle, and because of this, I suspect many IRB members think it is correct.  

Of course, even if the improvement principle were correct, we would still be faced with the challenge of employing it.  The outcomes of medical research are not certain, so there is no straightforward answer to the question of whether a protocol will do more good than harm.  Luckily, though, there is a well-known method for calculating such things in the face of uncertainty.  It is called expected value calculation, and (roughly) it involves the following steps: we find some mathematical way to represent the value (or disvalue) of each possible outcome of the research, multiply those values by the probability of their occurring, then sum the results.  If the result is positive, then we can expect to more good than harm by running the protocol.  If not, then we cannot.
  

Naturally, no IRB members believe that they or anyone else can complete all those calculations.  Still I think many believe that the method is right in principle, even if the calculations must be made at a rough and intuitive level.  However, in the remainder of this part I will argue that the calculations often cannot be made, even at a rough and intuitive level.  Thus we usually cannot employ the improvement principle in even an approximate way.

Before proceeding, it is worth noting an important fact about the arguments that are to follow.  Someone might agree that talk of ‘weighing’ and ‘balancing’ suggests some form of expected value calculation, but object that I have given an overly simplistic one.  IRB members are not crude utilitarians, they might say; instead IRB members have in mind some more subtle method for making mathematical comparisons of risks and benefits.  So what does it matter if they cannot make crude expected value calculations?


I agree that IRB members may make use of calculi that are more subtle than the one I will discuss.
  But I also think that their modifications to the crude calculus will not affect the arguments that are to come.  The reason is simple.  Even if one makes use of subtly weighted calculations, the calculations still cannot be completed unless one knows what the possible outcomes of a protocol are, the likelihood of those outcomes’ occurring, and the value or disvalue to place on them.  And yet in the next section, I will argue that such things often cannot be known.  Hence subtlety in one’s method of calculation does not help escape the problems I will outline.  If anything, it makes the calculations harder.

1.2:  The Barriers to Expected Value Calculation

When the risks and benefits of a protocol are grossly unbalanced, it might be possible to perform expected value calculations on a rough and intuitive level.  In such cases, it might simply be obvious whether running the protocol would be beneficial or not.  However, some protocols are more difficult to assess, because each step in the calculation process is a quagmire of its own.  I will describe each of these mires in the following sections.  Whether they prevent us from assessing any given protocol is something that readers of protocols will have to judge for themselves. 

1.2.1:  The First Barrier to Calculation: The Likelihood of a Harm Occurring

When assessing harms, we need to know at least four things: what the potential harms are, what their seriousness or disvalue is, how likely they are, and how long the harms are likely to endure.  Even the first is problematic.  Despite the fact that much research involves familiar medical procedures—PET scans, lumbar punctures, and so on—we cannot always anticipate how a particular group of research subjects will react to the procedures they undergo, or how severe those reactions will be.  Likewise, we cannot always know how long a harm will endure in the specific patient population we are researching.  Nevertheless, let us leave those two (minor) problems aside.  Instead let us concentrate on the question of whether we can know how likely it is that medical research will produce a given harm.


Many protocols involve procedures that have been well-studied.  As a consequence, we have decent data on the likelihood of unwanted side-effects.  However, there are also cases in which we have reason to think that a common procedure may have risks, but where the exact nature of the risks is unknown.  Take procedures involving radiation.  In 2001, when the National Institutes of Health last wrote radiation safety guidelines, 150 of the NIH’s 950 protocols involved the use of radiation.
  Moreover, the effects of radiation exposure are uncertain.  Small doses of radiation may increase a person’s chance of developing cancer by a small amount over their lifetime, but we simply have not been able to determine how likely that is.  Some people believe radiation has no effects at low levels.  Others even believe that low doses are beneficial.
  


So there is at least one familiar procedure that has uncertain risks.  And of course, risks are more likely to be uncertain when we begin thinking about experimental drugs and procedures.  This is especially true during phase I testing, where the point is to find out what the risks are.

1.2.2:  The Second Barrier to Calculation: The Likelihood of a Benefit Occurring

Harms and benefits are complements.  Nonetheless, estimating a protocol’s benefits is usually harder than estimating its harms.  One reason for this is that our data is usually less specific.  For example, suppose we want to know the likelihood that our tests of a new cancer treatment will produce some benefit.  We could look at data on similar trials, and if we did we’d find various generalizations—generalizations the rate of complete or partial remission in phase I trials, and so on.  But that data would be terribly unspecific, and would remain so even if we took account of our knowledge of animal testing, of similar therapies, and so on.  

Estimating the likelihood of benefit is difficult for another reason as well.  The harms done in research are often direct harms to individual subjects, but the principal benefit of an experiment is knowledge.  And how are we to estimate the likelihood that an experiment will yield beneficial knowledge?  First we would have to estimate the probability that a protocol will produce this or that result.  That would be very difficult, but it wouldn’t be the end of things.  Instead we would have to judge the value of research results in the wider context of medical science; we would have to estimate the likelihood that a protocol will produce a certain result and that the result can be combined with our existing medical knowledge to produce a useful therapy for patients.
    


Furthermore, an experiment’s value might depend, not just on established medical knowledge, but on the results of experiments that have not yet been completed.  Thus in order to estimate the likelihood that an experiment will be beneficial, we often need to be aware of the other experiments in the same field—what they are testing, and what their likely outcomes are.  Specialists in a field have a decent grasp of what research is being done in that field, but it is implausible that they can use that knowledge to make the sorts of numerical estimates in question.


Of course, someone might think that IRB members have an alternative procedure here: they can rely on the judgements of internal or external scientific review committees.  These committees (often called “study sections”) are put together by large granting agencies, and their job is to evaluate the scientific merit of grant proposals.  Among the things they are often asked is whether or not the study addresses an important problem, and whether or not the study would (if successful) advance scientific knowledge.  If a study is highly regarded by the scientific committee, then this suggests that the study is at least somewhat likely to yield some benefit—if only the knowledge that the drug or procedure is not effective. 


But there are problems with this suggestion.  One is that if IRB members simply rely on the judgements of scientific committees, then they are forsaking their duty to make a risk-benefit assessment of their own.  And even if that problem is left aside, relying on authority would leave the IRB members with no knowledge about the potential magnitude of the benefits.  For reasons that I will now explain, that fact alone would keep them from making overall risk-benefit assessments.


1.2.3:  The Third Barrier to Calculation: Values and Disvalues

To make expected value calculations, we need to take the probability of the outcome’s occurring and multiply it by the outcome’s value.  Multiplication is a function between numbers, of course, and yet health outcomes like ‘reduced nausea’ or ‘a two-day headache’ do not come with ready-made numerical values.  So unless we can find a numerical value to multiply by the probability of the outcome’s occurring, there is a prima facie problem with making expected value calculations about health outcomes at all.  


We could try to solve the problem in two ways.  The first is by coming up with some numerical scale on which to rank health outcomes.  The second is by doing the calculations in a rough and intuitive way.  Each has its problems.  


If we want to do the calculations numerically, then we need to come up with what I will call a goodness scale for various health outcomes.  The goodness scale would assign cardinal rankings to different health states (when all non-health-related factors are held constant).  Perhaps a year in perfect health would be given a ten on the goodness scale, and a year of ‘frequent sorrow or depressive thoughts’ would be given a five.  These numbers are arbitrary, and do not matter.  The point is that such a scale would have to measure some quality, like goodness, that is at least prima facie relevant to ethical decision-making.  If it did, then it could be used (together with the probabilities of various outcomes) to determine an expected value for running a protocol.


This idea may sound far-fetched, but in fact health policy analysts have been trying to come up with these sorts of scales for a long time.  The scales have problems.  I won’t review them, in part because I have nothing to say that has not been said before.
  I will also skip the problems because the entire idea of making use of a goodness scale is somewhat fanciful.  Some IRB members may be generally aware of the methods used by health policy analysts, but most simply don’t make use of goodness scales during risk-benefit analysis.  Instead they try to make them intuitively, and so the important question is whether those intuitive judgements are actually possible.


Sometimes they are—if the protocol has a particularly unbalanced set of risks and benefits.  But otherwise, I have my doubts.  If we want to calculate a risk-benefit ratios intuitively, we must answer questions like the following.  (To make the case as clear as possible, I will give precise mathematical values to all factors except the values of the outcomes, which we are judging intuitively.) 

There is a 1 in 10,000 chance that an experiment will lead to a treatment that would reduce the nausea of 5,000 lung cancer patients a little bit (before a better treatment is found).  In addition, for each of 100 research subjects with lung cancer, there is a 1 in 15,000 chance that the experiment will cause them to die four months earlier than they otherwise would.  Question: Is the expected value of running the experiment positive or not?

This is one of the easiest calculations an IRB might have to make, because it involves only two outcomes, and the outcomes are familiar to doctors.  And yet for my part, I have not the slightest idea how to make the calculation.
  To be sure, months of life seems more valuable than reduced nausea.  But we must know more than that.  We have to have a firm grasp on the relative values of the two outcomes—firm enough that we can multiply each value by the likelihood of bringing it about in a given number of patients.  I have no such grasp.  I doubt that anyone does.  And of course things would only be worse if—as would actually be the case—we were multiplying rough and intuitive outcomes values by equally rough and intuitive probabilities.  

2:  A Different Way of Assessing Risks and Benefits

In the previous part I argued that we cannot use expected value calculations to determine whether a protocol will do more good than harm.  That alone shows that IRB members should not be expected to make such calculations, since it is absurd to ask them to do what cannot be done.  

However, while the preceding arguments show that IRBs cannot calculate whether a protocol will do more harm than good, those arguments leave open the possibility that the improvement principle is correct in theory—i.e., that a protocol has acceptable risks and benefits only if it will do more harm than good.  Furthermore, those arguments leave open the possibility that someone might offer a substitute procedure for determining whether a protocol will do more harm than good.  For example:

When it is clear that a protocol’s benefits will be greater than its risks (or vice versa), then the IRB should judge that the protocol has an acceptable (or unacceptable) combination of risks and benefits.  However, when things are unclear the IRB should do the following.  It should ask whether this protocol is one in which researchers are taking their best guess about how to approach the problem that concerns them.  If it is, then the protocol has an acceptable combination of risks and benefits.  If not, then it does not.  

In other words, the suggestion is that we take educated guesses about the expected value of protocols by asking whether the protocols are part of a general strategy of letting researchers ‘follow their noses’ toward medical progress.  


I do not believe that this or any other procedure should be used to estimate a protocol’s expected value, because I reject the entire idea that a protocol has acceptable risks and benefits only if it does more good than harm.  In light of this, I will now offer a new and different method for risk-benefit assessment.  It is very different from the requirement that a protocol have a positive expected value, and so a discussion of the former will reveal the underlying problems with the latter.

2.1:  Some Assumptions Governing This Discussion

In a moment I will propose my new standard for risk-benefit assessment, but first let me lay out a few assumptions that will govern that discussion.


First, let me point out that all codes of research ethics assume that there is more to research ethics than risk-benefit assessment.  For example, most codes assume that informed consent must be obtained or legitimately waived, that subjects must be selected in a fair way, and so on.
  I will not discuss these other standards.  I will only discuss the requirement that protocols have an acceptable combination of risks and benefits.


Second, so far I have spoken of the requirement relating to risks and benefits, as if there were only one.  But risks and benefits might work into our ethical evaluation of a protocol in various ways.  For example, in addition to the principle that a protocol must have an acceptable combination of risks and benefits, it is usually assumed that a protocol is moral only if its risks to subjects have been minimized to some reasonable extent.  However, while this and other standards might advert to a protocol’s risks and benefits, they are distinct from the requirement that the protocol have an acceptable combination of risks and benefits, and so I will say nothing about them.
  

Two final assumptions.  Up until now I have spoken rather loosely of the ‘ethical requirement that protocols have an acceptable combination of risks and benefits’.  However, I must now re-emphasize that I am only trying to come up with a standard that IRBs should use when deciding whether to approve a protocol.  Whether investigators must use this standard—or any standard at all—is a question I cannot address, because I think it is complex enough that it demands separate treatment.  Moreover, I must also emphasize that I am only offering up a standard that should be used by government-run or government-mandated IRBs.  My reason for narrowing my focus in that way is that I believe that when government-run IRBs are deciding whether or not to approve a protocol, they are acting as organs of the state—that is, they are in essence deciding whether the government should allow one individual (an investigator) to offer another individual (a research subject) the chance to engage in a certain activity.  Furthermore, I think that there are well-established principles about when the government should or should not interfere in such offers, and I intend to apply those general principles to the case of medical research.

2.2:  A New Standard for Risk-Benefit Assessment

Above I considered one interpretation of the instruction to ‘weigh the risks against the benefits’, which I called the improvement principle.  I now propose an alternative, which I will call the agreement principle:

A protocol has an acceptable combination of risks and benefits if it would be entered into by competent and informed decision-makers—that is, people who (i) have a set of values that is at least minimally consistent, stable, and affirmed as their own, (ii) are informed about the nature of the protocol in question, and (iii) reason clearly about whether to enter the protocol using those values.  Otherwise, it does not.
 

In short, the agreement principle says that a protocol has an acceptable combination of risks and benefits just in case some competent and informed subjects would agree to participate in it.  

However, let me make three notes about what the agreement principle does not say.  (1) The agreement principle does not say: a protocol has acceptable risks and benefits just in case an informed and competent decision-maker would enter into the protocol because he or she believes the protocol will do more good than harm.  Instead, the agreement principle merely asks whether a hypothetical decision-maker would enter into the protocol, period.  Thus it leaves open the possibility that (i) a protocol does not do more good than harm, but (ii) the protocol has an acceptable combination of risks and benefits because a competent and informed person would enter into it out of self-interest.  (I will discuss the ramifications of this fact in more detail below.)  (2) In addition, the agreement principle does not say that acceptable protocols would have to be entered into by every competent person.  That would be implausible, since whether a protocol is desirable depends on a person’s state of health, preferences, and other factors.  (3) Finally, the agreement principle does not say that acceptable protocols must be such that only competent people would enter them.  Instead it leaves open the possibility that incompetent people would enter into acceptable protocols as well.  If that seems strange, then it must be kept in mind that I am merely offering a necessary condition on a protocol’s being approvable.  Another necessary condition might be that all subjects go through an informed consent process of a certain sort—a process that would ensure that only competent decision-makers will be allowed into the protocol, or that incompetent ones enter only with the consent of a surrogate.
  But whether or not we accept that informed consent requirement, we should not worry about the fact that the agreement principle does not, by itself, rule out the possibility that some incompetent decision-makers would enter the protocol.  The agreement principle is not a substitute for informed consent any more than the old requirement about ‘weighing’ was.  


These things are fairly straightforward implications of the agreement principle.  However, applying the agreement principle will not always be easy, because it makes use of heavily loaded phrases like ‘think clearly’ and ‘affirmed values’.  Those terms demand explanation, but since I feel that rigorous definitions are almost impossible to give, and since I think that this is the most serious problem for the agreement principle, I want to leave aside the definitions for the moment.  First I will try to justify the agreement principle, roughly understood.    

2.3:  Justification for The Agreement Principle

We should accept the agreement principle because it—and not the improvement principle—accords with the principles which govern democratic, liberal societies.  We in liberal political systems are generally limited voluntarists about government intervention.  Limited voluntarists believe that when deciding whether one person should be allowed to offer another the chance to take a personal risk, we should ask whether competent and informed decision-makers would accept the offer.  If they would not, then we ban the offer.  If they would, then the offer is acceptable—as far as its risks and benefits are concerned.  

I say “as far as its risks and benefits are concerned” because there is more to liberalism than the limited voluntarist principles I have just outlined, just as there is more to research ethics than risk-benefit assessment.  Most importantly, liberalism contains an analogue to informed consent.  Once we have determined that an offer has acceptable risks and benefits, we then ensure that the decision-makers who in fact accept the offer will be both competent and informed.  But since informed consent (in research or in public policy) is not my topic, I am leaving aside all further aspects of liberalism.  My only concern are the limited voluntarist principles just outlined.

The principles of limited voluntarism are very basic ones, and so they are difficult to defend through argument.  Some have tried to deduce them from more general considerations about freedom and autonomy.
  Mill offered a deduction from his utilitarian theory.
  But since any such defense would be very involved, here I will merely point out that these principles are reflected in our intuitions about the proper limits of government intervention.  For example, it seems permissible to allow companies to offer consumers the chance to buy a straight razor, because competent and informed decision-makers could well decide to buy straight-razors, despite the dangers.  In contrast, we would not allow zoos to offer people the chance to hand-feed untamed lions.  One reason not to do so is paternalistic: hand-feeding the lions often results in a bloody lion cage, and we want to protect the park managers from having to clean up the cages.  But that is not the principal reason.  The principal reason is that hand-feeding the lions is something you would do only if you had misjudged the risks and benefits, and so we don’t allow zoos to offer you a chance at hand-feeding.
  

These claims are generalizations about the limited voluntarist principles of liberal societies, and they brush over many subtle points.
  Still, the basic principles explain a great deal.  They explain why we permit the sale of straight razors, but would forbid the hand-feeding of lions.  Moreover, if those principles are right, they also support the new risk-benefit rule I have proposed.  The agreement principle is a straightforward application of the limited voluntarist framework.  Offering someone a chance to participate in medical research is one kind of risky offer.  The limited voluntarist principles tell us that the offer has acceptable risks and benefits just in case it would be accepted by some competent decision-makers. 

2.4:  Objections to This Argument

The argument above was cursory in several ways, and I see at least two interesting objections that people might raise to it.  

(1) First, objectors might claim that I have brushed over the complications that arise when we feel a competent and informed decision-maker might accept a certain offer, but are worried that we cannot ensure that only competent and informed decision-makers will accept it.  In such cases we often opt for paternalistic legislation.  For example, we feel that few people have the time to read a complete explanation of the risks and benefits of every product they might buy, so we often opt for consumer-safety legislation that ensures that the products are ones that it is rational for the general public to purchase.
  So why shouldn’t IRBs do the same thing?  Why shouldn’t they engage in more paternalistic supervision of research offers?

The answer to this is that market-paternalism is warranted only because we cannot properly inform people or filter out the incompetent.  And yet in this respect, research is very unlike (say) the market for most consumer goods.  It would be impractical for store employees to try to inform you about all the dangers of the products you typically buy, then test your competence before letting you purchase them.  However, researchers are presumed to have the time to inform subjects about the risks and benefits of research, then judge their competence.  Hence research is not a case in which paternalism would be warranted.  

(2) A second objection is that whatever might be said in favor of the limited voluntarist outlook, it simply seems that it cannot be right.  The limited voluntarist outlook seems to allow people to make the world a worse place.  Specifically, in the case of IRB members, it seems to allow IRB members to approve a protocol even if they know the protocol will do more harm than good.  And how could it be right to allow a protocol to be run when you know that more good could be brought about simply by doing nothing at all?

Behind this objection is some sort of consequentialist outlook, at least about medical research.
  I am a consequentialist of sorts myself, so I understand the motivation behind it.  Of course, not everyone has consequentialist leanings, and it would take me to far afield to discuss the general issue of whether consequentialism is correct.  However, let me note that even if one has consequentialist leanings, the objection is still unsound.  The reason is that at its heart, the objection has this form: the limited voluntarist principles must be incorrect, because they conflict with the tenets of consequentialism.  And yet that reasoning is flawed, because one can be both a consequentialist and a limited voluntarist.  In fact, as I noted above, the best-known defender of limited voluntarism, John Stuart Mill, grounded his limited voluntarism in consequentialist reasoning.  

More specifically, consequentialism and limited voluntarism are compatible for the following reason.  Suppose we want to maximize the amount of good that is done in the world.  If so, we will not automatically decide that IRB members should try to formulate judgements about whether protocols will do more good than harm, then approve or veto the protocols on that basis.  Instead we will keep in mind how hard such judgements are to make, and we might decide that we can come closer to our ultimate goal of maximizing our production of the good if we have IRBs employ limited voluntarist principles instead.  

Of course, I have not shown that the best way to maximize the good done in medical research is to ask IRBs to use limited voluntarist principles.  That argument would make for a paper unto itself, because it would involve (among other things) an elaborate discussion of what the correct form of consequentialism is.  However, the remarks above do show that we cannot simply claim that IRBs should not use limited voluntarist principles because doing so will lead to non-maximization of the good.

2.5:  The Implications of the Agreement Principle

Let me now leave the issue of justification aside.  Instead I will examine the implications of the agreement principle.  Specifically, I will discuss how using the agreement principle would affect our judgement about cases in which (i) monetary compensation is offered for research, (ii) exploitation is a possibility, (iii) the potential harms of a protocol outweigh the potential benefits, and (iv) there is uncertainty about the outcome of a protocol.  Those discussions will clarify some of the vague terms in the agreement principle.

2.5.1:  Monetary compensation

When actual IRBs evaluate the risks and benefits of a protocol, they do not treat monetary compensation as a benefit.  This practice is understandable.  If IRBs treated monetary compensation as a benefit of a protocol, then they could ensure that any protocol had a favorable risk-benefit ratio simply by attaching more monetary compensation to it.  

The agreement principle suggests that this practice should be abandoned; it seems to advocate treating monetary compensation as a benefit.
  Why?  Because even though IRBs don’t think of money as a benefit, that would not necessarily be the view of competent decision-makers.  Instead competent decision-makers often think of money as a benefit of the research.  And since the agreement principle tests the morality of a protocol by asking how competent decision-makers would evaluate it, users of the agreement principle need to consider monetary compensation a benefit, just as subjects do.  Consequently, a protocol has acceptable risks and benefits even if competent decision-makers are attracted to it only because of its level of payment. 


Because the agreement principle treats payment as a benefit, it implies that a protocol can be made to have acceptable risks and benefits merely by increasing the payment level associated with it.  The only exception would occur if certain levels of payment caused normally competent decision-makers to begin to reason improperly.  Excessive payment may well have this effect—it is an empirical matter.  But unless the level of payment skews people’s reasoning, then any protocol could be made to have acceptable risks and benefits by accompanying it with payments that attract competent decision-makers.  


I am perfectly comfortable with these implications, principally because I am a thorough-going limited voluntarist, and so I am willing to accept the implications of that position.  However, some people might grant that limited voluntarism is correct, but argue that I have mis-characterized the view.  They would argue that, traditionally, limited voluntarists haven’t countenanced any offer that a competent subject would accept.  Instead they have forbidden exploitative offers—for example, the lending of money at high rates.  Furthermore, these objectors would argue that if we were to offer people money to take health risks, we would be setting up a potentially exploitative situation.  Thus such offers should be banned, and on limited voluntarist grounds.


This objection leads into nettled area of exploitation.

2.4.2:  Exploitation 

There is no generally accepted definition of exploitation.  I will not try to give one, because I do not think I will gain anything by (i) defining the class of practices that count as exploitation, (ii) arguing about whether all such practices are (at least pro tanto) immoral, and then (iii) discussing whether the case at hand is a case of exploitation.  Instead it is better to go to the heart of the matter.  I will simply focus on the questionable practice itself and ask whether there is anything wrong with it.  


In this case, the practice in question is paying people to take medical risks.  More specifically, we are considering cases in which a protocol attracts competent decision-makers only because of its level of monetary compensation.  We are asking whether such protocols should be allowed.  


One reason to think they shouldn’t be allowed is that competent decision-makers often sacrifice themselves in order to obtain money for (say) their families.  Thus if we allow payment for research, we might find that more subjects than usual are willing to do things that aren’t in their self-interest.  Of course, the agreement principle did not rule that out—it did not say that moral protocols must be in the overall self-interest of the subjects.  But since the morality of self-sacrifice is a large topic, I will have to deal with this issue in the next sub-section.  For the moment let’s leave this problem aside.  Let’s discuss those protocols which are in a subject’s self-interest once we take into account both monetary and medical benefits, and which attract the subject on that basis.


Such protocols raise two distinct issues.  One is whether such protocols should be banned entirely, no matter how much is paid to the subjects.  Another is whether such protocols should be allowed, but only if we ensure that the level of payment is just.


Here I’ll leave the latter issue aside, for two reasons.  The first is that the issue is simply too complex: to explore it we would need to delve into issues about what constitutes a just payment, and hence a just society.  The second is that even if we think payment should be regulated, this does not show anything terribly important about the agreement principle.  True, if payment should be regulated, then we would have to modify the rule in a slight way—viz., so that the agreement principle said a protocol has acceptable risks and benefits just in case it would generally be entered into by competent decision-makers who are being paid a proper amount.  But that modification would not be terribly interesting.  After all, the most interesting thing about the agreement principle is not the amount of payment it requires.  Instead, the most interesting thing about the agreement principle is that it treats payment as a benefit.  In light of this, let us stipulate that the level of payment is not an issue, and instead focus on whether we should approve protocols that will attract competent decision-makers only because of the monetary incentives.  


Many people trained in medical ethics will think we shouldn’t.  They will say that allowing such protocols encourages people to gamble their health for money, and that it’s wrong to try to get people to trade their health for money, no matter how much is being paid.  I feel some sympathy for this position, but I think it cannot be maintained.  Partly this is because we allow people to trade health for money in all other aspects of life (e.g., when they take jobs in hospitals), and I cannot see why this case should be treated any differently.  However, the principal reason for my view is that I cannot find any theoretical basis for forbidding the offer.  Consider.  A competent and informed decision-maker decides to trade a health risk for money.  In light of these facts, all of the following would be true:

· The payment is (by our current hypothesis) not unjustly small.

· The offer does not involve coercion or deception.

· The offer does not result in a narrowing of the decision-maker’s options.  

· The offer does not take advantage of the decision-maker’s incompetence as a reasoner.  

· The offer is not contrary to the decision-maker’s interests.  

· The offer does not result in a significant gain by those who make the offer.  For while medical researchers may increase their reputations by running successful protocols, they do not benefit in the manner (financially) and to the degree (excessively) that are usually associated with objectionable exploitation.

Moreover, there are some reasons to allow the offer:

· Reasonable people might disagree about whether making such offers is moral.  People will be able to act on either view (i.e., will be able to make or refrain from making such offers) only if such offers are allowed. 

· The offer is mutually beneficial.

· The offer broadens the options of the potential research subject.

· Allowing the offer permits both parties to do what they want.  In particular, the decision to participate accords with the decision-maker’s conscience and judgement.

As I noted above, these reasons do not tell us in what form the offer should be allowed—i.e., whether the payment level should be regulated or not.  But they do tell in favor of its being allowed.


Of course, opponents of the agreement principle might continue to press their objection by pointing out that my policies could lead to a situation in which medical research protocols were largely populated by poor people—people who would be willing to engage in risky activities for money.  However, to this objection there are two replies.  One is that, as a matter of fact, it is unlikely that my policies would result in these effects.  After all, middle- and upper-class individuals are currently willing to engage in research, and there is no reason to think that they would stop if they were paid.  But another is response is just that, for the reasons given above, it would be perfectly acceptable to run protocols that would be populated only by those who want the money.  Such research would allow them to better their position by making choices that are well-informed and consistent with their own values.  Or to put the point conversely: forbidding such research would prevent people from bettering their positions in ways they find desirable.

2.5.3:  Self-Sacrifice, and the Relationship between Reasonability and Risk-Benefit Ratios

During my brief discussion of exploitation, I came across an important question, then set it aside.  The question was whether or not research subjects should be allowed to engage in self-sacrificial behavior.  That might happen in two ways.  One would be if a subject wanted to engage in research that had a net benefit to society, but that did not have a net benefit to the subject.  Another would be if a subject wanted to engage in research that had no net benefit to the subject or society.   

The second case is the most troublesome for my position, so let me consider it.  Imagine that a disease is prevalent in society, but that we develop a vaccine for it.  Because we make widespread use of this vaccine, there is no threat of new cases.  However, because the vaccine is not a therapy, there are still some people in our society who suffer from the disease.  (All of these suppositions were true of polio for a time.)  Furthermore, imagine that a group of healthy volunteers—perhaps the relatives of those stricken with the disease—want to volunteer for research that may or may not lead to a therapy for those with the disease.  In such a case the risk-benefit ratio might well be unfavorable.  That is, the potential good we could do for the remaining victims of the disease might not outweigh the potential harm we are likely to do to the volunteers.  Instead this is a case where the volunteers want to engage in self-sacrifice, and we will have to decide whether or not to let them.

The improvement principle would prohibit this kind of self-sacrifice, but the agreement principle wouldn’t.  I view that consequence as entirely acceptable, since I can again see no ground for forbidding people from engaging in altruistic acts.
  Of course, it is unlikely that such cases would actually occur, and if they did, we would have to go to extraordinary lengths to make sure that the subjects really did understand that the protocol is unlikely to have a net benefit to them or society.  But if they did understand those facts, then they should be allowed to participate.  

These results are interesting in and of themselves.  But they are also interesting because they highlight something important about the agreement principle.  Someone might have thought that the agreement principle was not so new after all, that it gave more or less the same results as the improvement principle.  Why?  Because the agreement principle requires us to look at whether acceptable subjects would enter into a protocol, and some people might have concluded that the subjects would only do so if the protocol would do more good than harm.  But now we’ve seen that that is not the case.  We’ve seen that acceptable subjects might engage in self-sacrifice, and so the agreement principle is very different from the principle it replaces.

There is also another, more important way in which the agreement principle is different from the improvement principle: it can handle the uncertainty of the actual world of medical research.

2.5.4:  Difficult and Uncertain Calculations

The improvement principle was often useless because it linked the morality of a protocol with the protocol’s expected value.  Therefore, it required us to make calculations when judging whether a protocol was moral, and those calculations were often impossible to make.  The agreement principle is different.  It tests the morality of a protocol by asking whether competent decision-makers might agree to participate, and that standard does not necessarily require us to do any calculations.  I say “necessarily” because some competent decision-makers might base their decisions on expected-value calculations, and so one way to determine that a protocol is acceptable would be by determining that the protocol has a favorable expected value.  But even if we cannot calculate a protocol’s expected value, the agreement principle leaves it open that we can determine whether the protocol has acceptable risks and benefits.  All we have to do is figure out how competent decision-makers deal with situations in which they cannot calculate expected values.


Some might argue that in the face of uncertainty, there is some method for decision-making that all rational beings should use.  But personally, I’m inclined to think that there is almost no should about such situations.  If the harms and benefits are terribly uncertain, then rational people could (at the extreme) choose to participate in the research on the basis of a coin-flip, or a whim.  Those decisions would not, in one sense, be rational; they would not be based on reasons which justify the choice.  But they would be decisions which were made after clear thought about the (unclear) risks and benefits, and would not be rationally defective in any way.  Thus those who make them are still, by my definition, competent decision-makers.  They have thought through the potential harms and benefits, seen that the information is terribly uncertain, and made a decision in the only way that they could.


If this is right, then the agreement principle deals fairly well with the vagaries of medical research.  For suppose that a protocol involves uncertain harms and benefits, and thus that we, the evaluators of the research, think that a decision to participate (or not) would be ungrounded.  In such cases we can approve the protocol.  We know that subjects will decide to enroll in it on the basis of ungrounded choices.  But we also know that the fact that their choices are ungrounded does not mean that they are incompetent decision-makers.  In fact, in a way they are paradigm decision-makers, because they are dealing with horrible uncertainty the only way a rational person can.  And since some competent decision-makers would enroll in the protocol, the agreement principle tells us that the protocol is moral.


This is the agreement principle’s biggest practical merit: in the face of uncertainty, it functions better than the improvement principle did.  However, we have to be cautious in our praise.  We must not falsely conclude that the agreement principle has given us some miraculous new way of calculating risk-benefit ratios.  Instead it really tells us what to do when we cannot calculate a risk-benefit ratio.  It renders a verdict on the morality of a protocol, but only because it says that when the potential harms and benefits are horribly unclear, a protocol can still be approved.

3:  Conclusions

I began this paper by discussing an instruction that is often given to IRB members and medical researchers, the instruction that they should ‘weigh’ the risks of research against its benefits, ‘balance’ the two against each other, and so on.  Those terms suggested a certain rule for evaluating protocols, but the rule was shown to have two serious problems.  The first I argued for directly: we often cannot make the calculations that the rule demands.  The second I argued for indirectly: the rule is false, since it conflicts with the limited voluntarist principles that govern liberal societies.


In light of these flaws, I would suggest that all talk of ‘weighing’, ‘balancing’ and so on, be eliminated from the ethical codes governing medical research.  These words suggest that the improvement principle is correct, and we should not make use of phrases that could mislead people into a false and useless principle.


After eliminating that bad principle, we can try to think of new ways to evaluate a protocol’s risks and benefits.  I have given the best principle I have come up with.  It has problems of its own, but I think it is at least closer to the truth than any talk of ‘weighing’ and ‘balancing’.     


NOTES:

* For their help the author wishes to thank [omitted].


� Respectively, The Declaration of Helsinki, Section B, Item 18; The Belmont Report, Part C, Section 2; and Code of Federal Regulations, section 46.111.a.2.  I should note that the authors of The Belmont Report admit that talk of ‘balancing’ and ‘risk-benefit ratios’ is metaphorical, but offer no replacement for the metaphor.


� 45 CFR 46.111.a.2.


� Here I assume that the expected value of not running the protocol will always be zero, since it represents no change in the status quo.  


� The authors of The Belmont Report speak against crude expected value calculation and in favor of more subtle weighting.  In fact, they suggest that there is a side-constraint against certain kinds of risks:


…assessment of the justifiability of research should reflect at least the following considerations…Brutal or inhumane treatment of human subjects is never morally justified.  (Part C, section 2.)


Still, the existence of side-constraints like these would not affect the principal argument of this section.  If someone proposed that expected value calculation should take place only if certain side-constraints are satisfied, then they are still proposing a method which requires the calculations that I think are often impossible to make.


� Improving Informed Consent for Research Radiation Studies, National Institutes of Health Radiation Safety Committee (October 17, 2001).


� See, for example, “1990 Recommendations of the International Commission on Radiological Protection,” ICRP Publication 60 (New York: Pergamon Press, 1991), esp. ch. 3.


� I say “usually” because some protocols produce such spectacular results that one could judge them greatly efficacious even if there were no other medical knowledge about the same disease or procedure.  The first uses of penicillin on syphilis were like this.  The antibiotics cured the disease in almost everyone they were given to.


� For an overview of the problems with such scales, see Eric Nord’s Cost-Value Analysis in Health Care: Making Sense out of Qalys (Cambridge: Cambridge University Press, 1999).  Cf. John Broome’s “Qalys”, printed in Journal of Public Economics, vol. 50, 1993, pp. 149-167.


� Someone might say that my large numbers are obfuscatory; that this problem can be reduced to a much more simple one:


Imagine that there is a 1 in 2 chance that a treatment will reduce a single patient’s nausea a little bit.  Imagine that the treatment also had a 1 in 150 chance of reducing the patient’s lifespan by four months.  Question: is it rational for the patient to opt for the treatment or not?


Here some simple division has been done.  A 1 in 10,000 chance of helping 5,000 people has been reduced to a 1 in 2 chance of helping one person; and a 1 in 15,000 chance of hurting 100 subjects has been reduced to a 1 in 150 chance of helping that same, single person.


	This reduction is suspect.  One reason is that the original problem involves different groups of people.  That fact may (or may not) be morally relevant, so it cannot simply be eliminated.  Another reason is that the reduction ignores the possibility that morality requires us to be (the impersonal equivalent of) risk-averse—i.e., to discount the value of outcomes based upon their likelihoods.


	Let me explain.  There is an intuitive difference between (a) a 1 in 2 chance of getting 2 units of benefit, and (b) a 1 in 10,000 chance of getting 10,000 units of benefit.  Choosing the first can seem rational even if the latter does not.  The reason is that a person might be risk-averse: he might count the value of 10,000 units of benefit, in a risky situation, as less than five-thousand times the value of 2 units of benefit, when the latter might be gained in a less risky situation.


	In light of this, there seem to be some situations in which it’s illegitimate to reduce problems of decision-making, at least without the further assumption that the decision-maker isn’t, or shouldn’t be, risk-averse.


 	Of course, that is a point about rationality, not morality.  And one might think this difference is important.  After all, I am asking an explicitly utilitarian question: whether doing something has a greater expected value than something else.  In other words, I have asked a question of maximization.  And one might think that this sort of ‘reduction’ is legitimate if we only want to know how to maximize goodness.


	Yes and no, I think.  On one hand, it’s natural to interpret the question ‘does doing (a) instead of (b) maximize expected value?’ as one in which there is no risk-aversion.  That is, it’s natural to interpret it as one in which reduction is legitimate.  But on the other hand, that is not the only interpretation of the question.  One need not assume that a moral person should be risk-neutral with respect to benefits, just as one need not assume that a rational person will be risk-neutral.  Morality might require us to play it safe with the interests and lives of others.


 	Of course, someone might think that a risk-averse decision-maker could not claim to be ‘maximizing potential benefit’.  As I’ve admitted, in a way that’s right—the most natural interpretation of ‘maximize potential benefit’ is one in which there is no risk-aversion.  But it seems to me there is another way in which a person can still be said to maximizing potential benefit, because after the benefits are discounted for risk-aversiveness, he then goes on to maximize benefit.


� When we ask ourselves whether this calculation can be made despite the vagueness about probabilities and such, we must not confuse that question with another: can we know that the protocol is ethically acceptable despite the vagueness about probabilities and such?  The two questions are easy to confuse, and yet here the only question is whether the calculation can be made on the intuitive level.  


	Later on I will argue that we can judge the morality of a protocol without making calculations, and thus that we might be able to judge a protocol’s morality despite terrible vagueness about the surrounding scientific facts.  


� For example, see Ezekiel Emanuel, David Wendler, and Christine Grady, “What makes clinical research ethical?”, Journal of the American Medical Association, vol. 283, 2000, pp. 2701-2717.


� Another principle I won’t consider is this: a protocol is moral only if it constitutes the best use of the resources that would be devoted to it.  This may or may not be a principle governing the distribution of funds for medical research.  But whether it is or not, my focus is on the principles that IRBs should use when assessing protocols, and IRBs are simply not equipped to make the comparative judgements required by this principle.  They cannot be expected to think through all possible uses of research funds.


� This definition of competence is drawn from Allen Buchanan and Dan Brock’s Deciding for Others: The Ethics of Surrogate Decision Making (New York: Cambridge University Press, 1989), p. 23ff.  Buchanan and Brock’s definition also includes a requirement that the subject understand the nature of the options presented, but since I am treating informed consent as a separate requirement, it is not included here.  In addition, because there is such a large literature on competence, I will say relatively little about the two conditions that are included in my definition.


� It is worth nothing one other interaction between the agreement principle and the other standards for ethical research.  The agreement principle says that a protocol is moral just in case some competent decision-makers would enter into the protocol, but it does not say how many decision-makers must be willing to do so.  In particular, it does not require that there be enough competent decision-makers to adequately power the study.  However, I take that requirement to be covered by another standard for ethical research—the one that says that in order for a study to be ethical, it must be scientifically valid.


� For example, see Joel Feinberg, The Moral Limits of the Criminal Law, Volume Three: Harm to Self (Oxford: Oxford University Press, 1986), esp. chs. 18 and 19; or Joseph Raz, The Morality of Freedom (Oxford: Oxford University Press, 1986).   


� See J. S. Mill, On Liberty. 


� This example brings out a complexity in liberalism that was not discussed earlier.  I have said that if an offer wouldn’t be accepted by an informed an competent decision-maker, then we should ban it.  But another commonly-accepted liberal principle is that the government should not bother banning things that no one is going offer, or that no one would do anyway.  On those grounds we might not bother banning the hand-feeding of the lions, even though such a ban would be justified by liberal principles.


� One of those subtle points is that a limited voluntarist principle would normally include the requirement that acceptable decision-makers make voluntary and uncoerced choices.  I have left those factors aside because they are not central to my discussion.


� Consumer-safety legislation might have other rationales as well.  It might be justified by an appeal to the unfair bargaining position between consumers and manufacturers.  It also might be justified by appeal to utility.  


� The objection under consideration might be put forward by people of at least three different outlooks: (1) those who were consequentialists about morals in general; (2) those who felt that researchers who receive federal funds (and hence are regulated by IRBs) are bound, like the government itself, to work for the public good; and (3) those who felt that federal research money was allocated for the specific purpose of promoting the general good, and hence that researchers who receive federal funds are obligated to fulfill that purpose.


� It is worth nothing that the requirement not to treat money as a benefit is distinct from the improvement principle as well.  The improvement principle merely says that a protocol has acceptable risks and benefits only if it will do more good than harm, and that claim says nothing about what counts as a benefit.  


� For an extended discussion of these points, see either Joel Feinberg, The Moral Limits of the Criminal Law, Volume Four: Harmless Wrongdoing (Oxford: Oxford University Press, 1988), chs. 31 and 32; or Alan Wertheimer, Exploitation (Princeton: Princeton University Press, 1996), ch. 9. 


� Earlier I said that I was a consequentialist, and someone might wonder how that view is compatible with my view on self-sacrifice.  In brief, the reason is this.  The form of consequentialism I endorse is one in which we are obligated to maximize the good of all those who want their good maximized.  In light of this, we need not maximize the good of self-sacrificial individuals.
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